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Abstract

The Mamba-type neural networks have gained significant popularity recently. To
effectively and efficiently establish model architectures of Mamba, it is natural
to introduce Neural Architecture Search (NAS) methods into Mamba. However,
existing NAS methods tailored for Mamba are training-based, leading to substantial
time and computational resource expenditure. To address this issue, and considering
that Mamba2 is an improved version of the original Mamba, we propose a training-
free NAS method specifically designed for Mamba2. Based on rank collapse in
stacked State Space Duality (SSD) blocks, we design a proxy that only requires
the computation of the transformation matrix and its gradient between two tensors
within the network. Additionally, we develop a corresponding search space and
introduce a novel approach for determining adjustable hyperparameter ranges.
Experimental results show that our method outperforms all existing training-free
NAS approaches in terms of both ranking correlation and the performance of search
results for Mamba2 architecture. To the best of our knowledge, this is the first
training-free NAS method designed for Mamba-type architectures. Our codes are
available at https://github.com/fanyi-plus/tf-nas.

1 Introduction

Recently, the introduction of Mamba has provided new impetus for research in State Space Models
(SSM) [24], and Mamba-type models possess potential to partially replace Transformer [61, 64, 29].
Subsequently, Mamba2 [13], developed as an enhancement of the original Mamba, further improves
network performance. However, similar to other types of networks, the practical use of Mamba-
type networks still necessitates the manual specification of hyperparameters to determine the actual
model architecture [14]. This process often involves trial-and-error, which can be time-consuming
and labor-intensive. Therefore, it is logical to apply Neural Architecture Search (NAS) techniques
[52] to the design of Mamba-type architectures. Currently, among the limited work, [50] explores
hyperparameters such as network depth and width, while [27, 19] search for scanning orders of image
patches for vision-oriented Mamba.

However, these methods rely heavily on extensive training of the networks during the search process.
In fact, recent research in the NAS is increasingly leaning towards training-free NAS [35], also known
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as zero-shot NAS. These approaches avoid the need to train candidate networks and instead compute
a proxy relying only on information from the parameters, gradients, latent variables, etc., of the
network in its initial state. The proxy is correlated with the actual performance of the network. The
earliest training-free NAS methods target convolutional networks [31, 49, 28], followed by methods
designed for Transformers [68, 54, 20]. Among these, DSS [68] is a classic method that originates
from a finding suggesting that when stacking increasing attention layers in a model, the rank of the
output trends towards 1 [18]. Based on this, DSS proposes an indirect measurement of the degree to
which the rank approaches 1 as a representation of candidate network performance. Later adaptations
of the method [69] introduce layer-wise proxies. Unfortunately, no training-free NAS methods for
Mamba-type networks have yet emerged.

To fill this gap in training-free NAS for Mamba-type networks, we propose TF-MAS. Given that
the overall performance of typical Mamba-type model, Mamba2 [13], exceeds that of raw Mamba,
our search space is designed based on Mamba2. By theoretically demonstrating that when the core
structure, State Space Duality (SSD), in Mamba2 is stacked continuously, its output also trends
towards 1. Inspired by DSS, we design a training-free NAS method for Mamba2. In this method, we
need to compute the transformation matrix between the input tensor of each Mamba2 block and the
input tensor of the corresponding SSD. When there are different relationships between the sequence
length and feature dimensions of the input tensor of the Mamba2 block, we devise distinct methods
to derive the transformation matrices. Once the transformation matrices are obtained, the values
of the proxies can be computed. Additionally, we design a search space that includes 4 Adjustable
Hyperparameters (AHs). Unlike existing methods, the ranges of these AHs are not artificially set
but are determined through precise calculations based on the expected cost for specific tasks. This
increases the likelihood of discovering candidate networks with superior performance within the
search space.

We construct several NASBenches based on existing pre-trained Mamba2 models, with each dataset
containing 500 network architectures sampled from the specific search space along with their corre-
sponding performance metrics on different datasets. We compute the ranking correlation between
our proxies and actual performance on these NASBenches. The results indicate that our method
outperforms all other training-free NAS approaches. Subsequently, under the overhead constraint, we
establish the search space, conduct searches, and train the search results from scratch. The search
results exceed the performance of the original Mamba2 while maintaining computational costs not
greater than those of the original networks. These results demonstrate the unique effectiveness of our
method in searching for Mamba2 architectures. Furthermore, we conduct additional experiments to
investigate rank convergence, transformation matrices, and search spaces to validate the rationality
and robustness of our method.

We give an brief introduction about the related work and a discussion about societal impacts in Section
A and B of the technical appendix, respectively. The contributions of this paper are as follows:

• We introduce, for the first time, a training-free NAS method for the Mamba-type networks.

• We design a search space where the range of AHs is dictated by computational costs.

• We validate the effectiveness of our method through ranking correlation and the performance
of search results.

2 Premilinary

A simplified Mamba2 model is illustrated in Figure 1 (excluding the red areas). It consists of several
Mamba2 cells arranged in series, with each containing a Mamba2 block. Within the Mamba2 block,
the input U with dimension T×W is replicated into three copies, which are processed through fully
connected layers, convolutions, and the SiLU activation function, resulting in three variables: X , B,
and C, with dimensions T× P, T× N, and T× N, respectively. These three matrices are then fed
into the SSD module, whose computation is defined as follows:

Y =
(
L⊙

(
CB⊤

))
X, (1)

where L is computed from a parameter of the network, and Y is the output. Conceptually, the
meaning of W, T, P, and N are the width of network (the dimension of each token), sequence length
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Figure 1: Structure of Mamba2 and the corresponding TF-MAS method. To emphasize the key
points, we focus primarily on the components related to the computation of the proxy in the Mamba2
structure, while omitting variables such as Z and dt.

(token number), feature dimension in SSD, and state space size, respectively. Similar to transformer
architectures, the SSD module in Mamba2 consists of multiple heads.

[13] indicates that the SSD module shares the same computational pattern as linear attention, where
the inputs X , B, and C correspond to the value, key, and query in linear attention, respectively.

3 Method

3.1 Proxy design

[18] has been shown that if multiple attention modules are concatenated without the inclusion of
regularization layers, the rank of the output during forward propagation will converge to 1 as the
number of attention modules approaches infinity, a phenomenon known as rank collapse. Furthermore,
[13] points out that the forward process of the attention module is essentially consistent with that of
the SSD module, differing only in the representation of each variable. Therefore, we can reason that
stacking multiple SSD modules will also result in rank collapse. A theoretical proof is provided in
Subsection C.1 of the technical appendix, and we also verify this by experiments in Subsection 4.4.
This phenomenon will affect the expressiveness of the network. This can be regarded as a reason
why the Mamba2 network necessitates the use of regularization layers (see Figure 1). However, as
described in [18], regularization layers can only partially mitigate rank collapse and cannot entirely
eliminate it. Therefore, inspired by the evaluation method for Multi-head Self-Attention (MSA) in
ZeroLM [69], we consider designing a new proxy to evaluate the performance of different Mamba2
models by measuring the rank collapse magnitude.

ZeroLM states that rank collapse magnitude of outputs can be measured by calculating the rank of
the weights after network initialization. To reduce the computational overhead of the proxy, further
theoretical analysis has transformed this into computing the product of the nuclear norm of the
weights and the nuclear norm of the gradients of the weights. In attention module, the weights are
typically the transformation matrices from input to query/key/value via a fully connected layer, while
in Mamba2 block, the operations from U to X , B, and C are not merely a fully connected layer;
they also involve convolution and SiLU. Here, we represent the transformation matrices from U to
X , B, and C in Mamba2 block as WX , WB , and WC , thus the sizes are W × P, W × N, and
W × N, respectively. Due to the existence of convolution and SiLU, WX , WB , and WC do not
equal to the weight of the fully connected layer. Consequently, to compute the score of the network,

3



we first need to determine WX , WB , and WC . Below, we illustrate the calculation of WX as an
example. We have

UWX = X. (2)
The solution of Equation (2) depends on the shape of U , i.e, the relationship between T and W, and
for different cases, we will adopt different measures to determine WX .

Case 1: T = W. In the absence of prior knowledge about the input data, we can assume that
the elements in U are independent and follow a normal distribution; the reasonableness of this
assumption is elaborated in Subsection C.2 of the technical appendix. It can be proven that, in this
case, the probability of the matrix being full rank is 1 (the proof is provided in Subsection C.3 of the
technical appendix). Therefore, we can directly compute WX = U−1X .

Case 2: T < W. It can be shown that the probability of each column of X lying within the column
space of U is 1 (the proof is provided in Subsection C.4 of the technical appendix), leading to the
conclusion that Equation (2) has infinitely many solutions. To minimize the structural risk of the
model, we seek to find WX that minimizes the 2-norm, i.e., solve

argmin
WX

∥WX∥2 , s.t. UWX = X. (3)

We employ the least squares method for this. First, we perform Singular Value Decomposition (SVD)
on U , obtaining U = V 1σV

⊤
2 , where V 1 and V 2 are orthogonal matrices, and σ is a diagonal

matrix. Based on this, the Moore-Penrose pseudoinverse of U can be computed as U+ = V 2σ
+V ⊤

1 ,
where σ+ is the pseudoinverse of σ. We ultimately obtain

argmin
WX

∥WX∥2 = U+X. (4)

Case 3: T > W. In contrast to Case 2, the probability of each column of X lying within the column
space of U is 0 (the proof is provided in Subsection C.5 of the technical appendix), leading to the
conclusion that Equation (2) has no solutions. Thus, it is impossible to find a WX that accurately
substitutes for the mapping from U to X . Therefore, we seek to find an approximate WX such that
the result of the linear mapping is as close as possible to X . That is, we solve

argmin
WX

∥UWX −X∥F . (5)

We again utilize the least squares method, yielding the calculation process consistent with Case 2.
Considering that WX is obtained via the pseudoinverse approximation, we quantify how this error
propagates and affects proxy reliability in Subsection C.6 of the technical appendix.

Now we finish the calculation of WX . The calculations for WB and WC follow a similar process,
except that all instances of P in the matrix sizes are replaced with N. It can be observed that
the solutions for WX , WB , and WC essentially resolve a set of matrix equations of the form
AW = B. To speed up the computation, we can concatenate all equations where A and B have the
same dimensions along the batch size dimension before computation, making full use of the parallel
acceleration advantages offered by devices.

After obtaining WX , WB , and WC for each Mamba2 block, we can compute the network score
using the method described in [69]. However, unlike the approach in [69], these weights are not
parameters of the network, and thus their gradients cannot be directly obtained through backprop-
agation. Nevertheless, via chain rule and matrix calculus, we can easily calculate their values by
∂L

∂WX
= U⊤ ∂L

∂X , ∂L
∂WB

= U⊤ ∂L
∂B , and ∂L

∂WC
= U⊤ ∂L

∂C . Besides, there are also weights, W out, in
output layer of Mamba2 blocks, which functions similarly to the subsequent linear layer in attention
modules; thus, it participates in the score calculation as well. Specifically, the calculation formula for
our proxy, TF-MAS, is

TF-MAS =

l∑
i=1

 ∑
x∈{X,B,C,out}

∥∥∥∥ ∂L
∂W x

∥∥∥∥
nuc

∥W x∥nuc

 . (6)

It should be pointed out that although multiplying parameter-related terms and gradient-related
terms has already been applied in existing methods [69, 38], none of these methods have provided
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theoretical proof. We believe that multiplication can amplify or suppress certain characteristics based
on the magnitude of parameters and gradients. When both parameters and gradients are large, their
product significantly increases, thereby highlighting this important information in the evaluation
metric. This enables architecture search to prioritize network architectures with larger parameters and
gradients, as these architectures may have stronger learning ability and adaptability during training.

We presents the pseudocode of our proxy computation process in Section D of the technical appendix.

3.2 Search space

The design of the search space generally follows the design principles outlined in [10]. Specifically,
we have set the following 4 AHs:

• Depth (D): the number of Mamba2 blocks.
• Width (W): the dimension of each token.
• State dimension (N): the dimensionality of the state space.
• Number of heads (H): the number of heads in each Mamba2 block.

All 4 AHs are positive integers. We set the dimension of each head to 64, which is consistent with the
original Mamba2. This indicates that the number of columns in X is 64H. We denote this search
space as SSMamba2 (Search Space of Mamba2). Moreover, to enhance the flexibility of the network
architecture, and inspired by [10], we extend SSMamba2 to form VWSSMamba2 (Variable Width
Search Space of Mamba2). The candidate networks within this search space differ from existing
Mamba2; thus, we refer to them as VWMamba2 (Variable Width of Mamba2). This design permits
the values of N and H to differ across layers, meaning that for a specific network, N and H are no
longer solely positive integers but rather D-dimensional vectors, where the i-th element represents
the values of N and H in the i-th layer. It should be noted that our work follows the same protocol as
[18] and uniformly employs skip connections in all candidate networks.

The range of values for each AH is determined by the expected computational cost. Suppose the
expected computational overhead is provided by an upper limit of parameter number, denoted by
c0. When constructing SSMamba2, we will reference an existing Mamba2 model, referred to as the
reference model2, to construct a virtual benchmark model. This benchmark model must satisfy two
conditions: (a) According to the scaling rule, we want this benchmark model to be a proportional
scaling of the reference model. (b) The capacity of this benchmark model must equal c0.

Let the AHs of the reference model be Dr, Wr, Nr, and Hr, and the AHs of the benchmark
model be Db, Wb, Nb, and Hb. According to condition (a), the equations Db = kDr, Wb = kWr,
Nb = kNr, and Hb = kHr (where k is a positive constant) should be satisfied. Besides, the
parameter number of an existing Mamba2 model can be computed as W + 2VW + DW + 10DN+
387DH+2DWN+193DWH (calculation details can be found in Section E of the technical appendix),
where V is the dictionary length, a predetermined value. According to condition (b), we have
Wb + 2VWb + DbWb + 10DbNb + 387DbHb + 2DbWbNb + 193DbWbHb = c0. By substituting
Db = kDr, Wb = kWr, Nb = kNr, and Hb = kHr into the equation and rearranging, we obtain a
cubic equation in terms of k,

(2DrWrNr + 193DrWrHr) k
3 + (2VWr + DrWr + 387DrHr + 10DrNr) k

2 +Wrk = c0. (7)

This equation can be solved using the quadratic formula (it is clear that the equation has a unique
solution). Once k is obtained, the AHs of the benchmark model can be determined. It is important
to note that the AHs determined using this method are likely not integers; thus, we refer to this
benchmark model as virtual. The benchmark model does not need to be physically constructed; it
merely serves as a reference for determining the range of AHs. Ultimately, we will take ⌈0.6× xb

Ix
⌉·Ix

and ⌊1.6× xb

Ix
⌋ ·Ix as the minimum and maximum values for the AHs, respectively, where the symbol

x can represent D, W, N, or H, and Ix is a positive integer. In colloquial terms, this means that each
AH can take on all values between 0.6 times and 1.6 times the corresponding benchmark model
AH. The choice of the limits are based on previous design experiences of search spaces [10, 51].

2Researchers or engineers proposing a new Mamba2-like model architecture typically define a specific model
structure for training and testing, which can serve as a reference model. Thus, we believe a suitable reference
model is usually available.
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Table 1: Ranking correlation on VMSSMamba2Bench_2.7B. The names of the datasets LD, HS,
OBQA, WG are abbreviations for LAMBADA, HellaSwag, OpenbookQA, and WinoGrande, re-
spectively. The names of the proxies #Param, AC, HI, HC are abbreviations for Parameter Number,
Attention Confidence, Head Importance, Head Confidence, respectively. For target, G, C, T, M means
general, CNN, Transformer, Mamba, respectively. Best results in bold.

Proxy Target LD
(PPL)

LD
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

Time
(s)

#Param G -0.458 0.437 0.214 0.310 0.246 0.323 0.378 0.325 0.07
Gradnorm C -0.091 0.017 0.043 0.036 0.080 0.027 0.075 0.094 0.96
Synflow [58] C -0.040 0.033 -0.018 0.066 0.061 0.112 0.013 0.029 1.47
GraSP [60] C -0.064 -0.004 0.044 0.030 0.024 0.042 0.013 0.030 1.54
Fisher [40] C -0.081 0.004 0.056 0.052 0.035 0.056 0.079 0.021 1.77
Snip [34] C 0.024 0.061 -0.007 0.119 0.009 0.029 -0.013 0.035 0.89
Zen-NAS [38] C -0.038 0.046 0.056 0.098 0.013 0.017 -0.006 -0.013 0.75
ZiCo [36] C -0.093 0.066 0.061 0.020 0.022 0.052 0.055 0.070 0.71
MeCo [31] C -0.011 0.057 -0.028 0.038 0.061 0.047 0.061 0.061 0.86
Auto-Prox [62] C -0.034 0.047 0.016 0.042 0.050 0.069 0.029 0.064 1.09
AC [54] T -0.130 0.112 0.110 0.114 0.081 0.047 0.049 0.108 0.91
HI [54] T -0.087 0.082 0.069 0.089 0.045 0.113 0.050 0.092 0.97
HC [54] T -0.117 0.146 0.102 0.111 0.034 0.078 0.095 0.123 0.90
DSS++ [69] T -0.118 0.070 0.108 0.087 0.043 0.085 0.091 0.089 2.18
AttnNAS [20] T -0.246 0.267 0.159 0.183 0.122 0.144 0.232 0.228 1.63
TF-MAS (ours) M -0.685 0.661 0.381 0.468 0.339 0.452 0.483 0.519 1.31

Additionally, within the search space, we must ensure that the values are multiples of Ix. Considering
the scales of each AH, we set ID = 1, IW = 32, IN = 8, and IH = 1.

If the expected computational overhead is provided in terms of FLOPs or inference time, it becomes
challenging to accurately determine the benchmark model using the aforementioned method. To
estimate the rough range of AHs, we approximately assume that both FLOPs and inference time are
proportional to the number of parameters.

Upon completing the construction of SSMamba2, we maintain the limits for each AH while extending
the values of N and H from integers to D-dimensional vectors, resulting in VWSSMamba2.

Finally, a question worth investigating is how the time complexity of the proxy varies with different
AHs. Encouragingly, we derive that when any of W, N, H, P approaches infinity, the time complexity
grows linearly. A detailed analysis is provided in Subsection C.7 of the technical appendix. This
demonstrates the practicality of our method.

4 Experiments

4.1 Ranking correlation

The effectiveness of a proxy is most directly measured by ranking correlation. This involves sampling
several network architectures from the search space, training them, testing their actual performance,
and calculating their proxy values. The ranking correlation is just the correlation between the proxy
values and the performance of the sampled architectures. A higher ranking correlation indicates that
the proxy can more accurately estimate the performance of the network.

To save computation time, some researchers have stored sampled architectures and their corresponding
performances to create datasets known as NASBench [43]. To our knowledge, current NASBenches
encompass only CNN [65, 17, 57, 16] and Transformer [62], with no one specific to Mamba.
Therefore, we will sample architectures from both SSMamba2 and VWSSMamba2 to construct
NASBenches pertaining to Mamba. However, training numerous Mamba2 networks comparable
to the model sizes reported in [13] from scratch incurs a significant time cost. To mitigate this,
we employ weight entanglement proposed in [10]. After sampling the architectures, we directly
activate the corresponding part of parameters from Mamba2 pretrained models as the parameters
of the sampled architectures. Nevertheless, we cannot guarantee that weight entanglement will
function effectively under Mamba2. Therefore, for each sampled network, we perform 10 epoches of
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Table 2: Test performance of search results on SSMamba2Bench_130M and VMSS-
Mamba2Bench_130M. The abbreviations in datasets are consistent with Table 1. Best results
in bold.

Proxy Model Size
(M)

FLOPs
(G)

latency
(s)

LD
(PPL↓)

LD
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

Mamba-2-130M 128.932 8.249 0.160 16.79 45.9 31.0 65.0 47.4 20.9 52.6 18.0
opt Mamba2 127.130 8.133 0.171 15.31 49.5 35.8 66.4 51.7 25.1 53.9 19.1
opt VWMamba2 119.104 7.620 0.151 15.20 50.7 36.9 66.4 51.8 25.2 54.7 19.4
opt VWMamba2 w/ bwe 122.572 7.842 0.125 15.08 51.5 40.5 66.9 52.6 25.2 55.2 19.5

fine-tuning using the Pile dataset. Importantly, weight entanglement primarily injects noise into the
observed performance values, and additive noise tends to reduce the Kendall’s Tau (as formally proved
in Subsection C.8 of the technical appendix). Consequently, the empirical correlations reported here
should be regarded as conservative lower bounds; the actual ranking agreement in a noise-free setting
is expected to be even higher, indicating that the use of weight entanglement is indeed acceptable.

Currently, there are five publicly available pretrained Mamba2 models with parameter number of
130M, 370M, 780M, 1.3B, and 2.7B. We generate a NASBench for each model on SSMamba2 and
VWSSMamba2 with 500 architectures, resulting in a total of 10 NASBenches, which we denote as
SSMamba2Bench_X and VMSSMamba2Bench_X (where "X" represents the parameter number).
When constructing a NASBench, we set the range of the AHs to be between 0.5 to 1 times the
corresponding AHs in the pre-trained model. We evaluate accuracy (where higher is better) on
datasets LAMBADA [46], HellaSwag [66], PIQA [7], Arc-E [8], Arc-C [8], WinoGrande [53], and
OpenbookQA [45], while for LAMBADA, we also assess perplexity (where lower is better).

Table 1 presents the ranking correlation between various existing proxies and performance metrics
on VMSSMamba2Bench_2.7B. Kendall’s Tau is used as correlation in this paper. Section F of the
technical appendix includes results for other NASBenches. We compare our method with other
existing proxies, including the parameter number, which is often treated as a baseline [35]. Given
that our method is the first known training-free NAS targeting the Mamba-type models, all other
methods are oriented towards CNN or Transformer. It is worth noting that for attention map-based
proxies such as Attention Confidence [54] and AttnNAS [20], we consider CB⊤ as the attention map,
motivated by the duality between attention and SSD. Additionally, some classical proxies require
specific operations or structures within the network (e.g., the CNN-oriented NASWOT [44] requires
ReLU), which are absent in Mamba2; therefore, we do not include comparisons with these proxies.

It is apparent that the ranking correlation of existing methods is generally lower than the baseline,
with only our method surpassing the baseline. This indicates that while existing methods have played
a significant role in predicting the performance of CNNs and Transformers, they struggle to adapt to
Mamba2, showcasing the value of our method. Furthermore, we observe an interesting phenomenon
where Transformer-oriented methods (albeit not as effective as our proposed method) perform slightly
better than CNN-oriented methods. We speculate that this may be due to certain structural similarities
between Transformers and Mamba2, which provides inspiration for future improvements in proxies
targeting Mamba2, suggesting an exploration of insights from existing Transformer-based proxies.

Moreover, recent studies have highlighted that ranking correlation evaluated only on the top-k
candidates can be particularly informative in certain scenarios [67, 15]. We therefore computed the
corresponding metrics and obtained results consistent with those in Table 1 (see Section F of the
technical appendix), demonstrating the robustness of our proxy.

4.2 Performance of search results

While our method demonstrates better performance than other baselines in the previous subsection,
the rank correlation coefficient is not sufficiently high in some datasets for the proxy to be considered
a fully reliable metric. So validating the feasibility in practical search scenarios is important. In
this subsection, we utilize the proposed proxy to conduct evolutionary searches on SSMamba2 and
VWSSMamba2. After obtaining the search results, we perform training and testing from scratch.
Due to limited computational resources, we use the Mamba2 model with 130M parameters as the
reference model, setting the expected computational overhead to "parameter number not exceeding
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Table 3: Ranking correlation on SSMamba2Bench_130M and VMSSMamba2Bench_130M when us-
ing and not using the weights of the fully connected layer as WX , WB , and WC . The abbreviations
in datasets are consistent with Table 1, and "wfc" means weights of the fully connected layer.

Method LAMBADA
(PPL↓)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

SSMamba2 w/o wfc 0.677 0.648 0.406 0.451 0.364 0.435 0.517 0.508
SSVWMamba2 w/o 0.675 0.667 0.357 0.450 0.329 0.467 0.485 0.556
SSMamba2 w/ wfc 0.164 0.186 0.121 0.146 0.131 0.147 0.132 0.156
SSVWMamba2 w/ wfc 0.192 0.181 0.132 0.141 0.111 0.162 0.134 0.171

130M," which aligns with the existing pretrained models for comparison purposes. Clearly, under
these conditions, the solution to Equation (7) is k = 1, and the benchmark model is just the reference
model. The set of values for each AH and the details about the evolutionary method are demonstrated
in Section G of the technical appendix.

Our search is conducted on 4 NVIDIA Tesla V100 GPUs, with search times on SSMamba2 and
VWSSMamba2 being 0.7 day and 0.6 day, respectively. Table 2 showcases the testing results. It can
be observed that our search results, referred to as opt Mamba2 and opt VWMamba2 (where "opt"
stands for optimized), demonstrate higher performance compared to the existing Mamba2 model
while maintaining slightly lower parameter number, FLOPs, and inference latencies than the 130M
model. This suggests that our method is capable of effectively optimizing the model architecture.
Notably, the search results for VWSSMamba2 show a slight performance improvement over those
for SSMamba2, indicating that making the widths of the layers variable increases the flexibility of
the architecture, which is beneficial for constructing better models.

Additionally, inspired by the block-wise evolution described in [69], we repeat the experiments for
VWSSMamba2 using an alternative evolutionary method. In this method, instead of calculating the
proxy for the entire network at once, we compute the proxy layer by layer (see Section G of the
technical appendix for more details). The performance of the VWMamba2 model obtained using
this evolutionary method, referred to as opt VWMamba2 w/ bwe (where "w/ bwe" stands for "with
block-wise evolution"), is also listed in Table 2. Compared to opt VWMamba2, opt VWMamba2 w/
bwe exhibits a further slight increase in performance. This not only further validates the effectiveness
of block-wise evolution as proposed in [69], but also demonstrates that our method continues to be
effective at the finer granularity of blocks. In Section H of the technical appendix, we provide the
architectures of the search results.

4.3 Ablation study

Effects of transformation matrices. In Subsection 3.1, we indicated that in the calculation of the
proxy, WX , WB , WC , should be regarded as the transformation matrix from U to X , B, and C,
including convolution and SiLU, rather than the weights of the fully connected layer with U as input.
To validate this statement, we replace WX , WB , WC in the proxy with the weights of the fully
connected layer taking U as input and recalculate the correlation on SSMamba2Bench_130M and
VMSSMamba2Bench_130M. The results are presented in Table 3. It is evident that this substitution
results in a significant drop in correlation for both NASBenches, confirming the appropriateness of
our computation method for WX , WB , WC .

Effects of each AH. In Subsection 3.2, we introduce 4 AHs in the search space. One question
arises: can our method detect the impact of each AH’s variation on network performance? In other
words, when utilizing the proxy, are all 4 introduced AHs necessary? To address this, we calculate
the correlation while varying only one AH at a time. Specifically, we sample candidate networks
using the 130M pretrained model in the search spaces of both SSMamba2 and VWSSMamba2. When
investigating the necessity of a specific AH, all sampled candidate networks have only that AH
differing, while the values of the other 3 AHs remain consistent with those of the pretrained model.
We then compute the ranking correlation for these candidate networks, with results shown in Table 4.
Notably, in both search spaces, the ranking correlations for all four AHs are not near zero, indicating
that the answer to this question is affirmative.
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Table 4: Ranking correlation on SSMamba2 and VWSSMamba2 with only one AH varying. The
abbreviations in datasets are consistent with Table 1.

Search space AH LAMBADA
(PPL↓)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

SSMamba2

D 0.340 0.314 0.191 0.206 0.219 0.226 0.257 0.257
W 0.410 0.399 0.276 0.324 0.190 0.256 0.365 0.377
N 0.128 0.128 0.048 0.069 0.076 0.041 0.092 -0.002
H 0.301 0.217 0.105 0.166 0.156 0.169 0.224 0.193

VWSSMamba2

D 0.302 0.304 0.170 0.241 0.161 0.214 0.281 0.259
W 0.425 0.427 0.266 0.321 0.201 0.339 0.304 0.331
N 0.092 0.065 0.016 0.102 0.093 0.046 0.083 0.100
H 0.227 0.231 0.158 0.267 0.141 0.206 0.214 0.253

Table 5: Ranking correlation on SSMamba2 and VWSSMamba2 when confronting case 2 and 3 in
Subsection 3.1. The abbreviations in datasets are consistent with Table 1.

Search space Case LAMBADA
(PPL↓)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

SSMamba2 1 0.566 0.571 0.321 0.379 0.291 0.404 0.405 0.477
3 0.476 0.485 0.291 0.323 0.302 0.321 0.394 0.437

VWSSMamba2 1 0.551 0.568 0.354 0.398 0.337 0.430 0.460 0.479
3 0.478 0.458 0.266 0.356 0.308 0.331 0.346 0.386

4.4 Discussion
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Figure 2: Rank collapse metric in different
layers of various architectures.

Rank collapse in stacked SSD blocks. To valid
the rank collapse in stacked SSD model, we construct
a stacked SSD blocks with 12 layers. After initial-
ization, we examin the rank collapse metrics (see
Section I of the technical appendix for the details
about the metric) of the input, along with the output
of each layer. Additionally, we include stacked atten-
tion block, Transformer, and Mamba2 of the same
depth for comparison. The results are illustrated in
Figure 2. We observe that as the depth of the net-
work increases, this distance consistently decreases,
though at a slower rate in stacked SSD. This indicates
that similar to stacked attention blocks, there is a
rank collapse phenomenon occurring in stacked SSD
blocks, albeit less pronounced than in stacked atten-
tion blocks. This validates the theoretical foundation
of the proposed proxy.

Validation across different cases. In Subsection
3.1, we discuss three cases for deducing WX , WB and WC based on the relationship between sizes
T and W. In fact, in all the experiments mentioned above, T is fixed at 64, while the minimum value
of W is 384. This indicates that all proxies computed so far utilize case 2 (T < W). To validate
the effectiveness of case 1, we set T = W = 64, and then perform sampling and calculate ranking
correlation similar to that in Subsection 4.1 (though in this instance, W is fixed). To verify the validity
of case 3, we set T = 128 and W = 64, subsequently performing the same operations as in case 1.
The results are shown in Table 5, where we can see that in both cases, the ranking correlation values
still exceed those of the baseline. This indicates that our method is effective across all three cases.

Validation of AH ranges. Based on existing researches on NAS, when capping computational
budgets with an overhead limit, the best models often have costs slightly below the upper limit
[39, 33]. Therefore, within a given search space, if the overhead of the sampled networks are more
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Figure 3: The metrics corresponding to different AH ranges in SSMamba2(a) and SSVWMamba2
(b). The values on the axes are arranged in this order to ensure that the upper right corner corresponds
to larger search ranges. The red boxes indicate the range we use.

Table 6: Test performance of three independent training-testing runs on opt VWMamba2 w/ bwe.
The abbreviations in datasets are consistent with Table 1. Run ID 1 is the model reported in Table 2,
while Run ID 2 & 3 are models retrained and tested.

Run ID LAMBADA
(PPL↓)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

1 15.08 51.5 40.5 66.9 52.6 25.2 55.2 19.5
2 15.05 51.2 40.5 66.8 52.6 25.2 55.3 19.4
3 15.10 51.4 40.7 67.0 52.9 25.3 55.5 19.5

likely to fall slightly below the upper limit, the chance of discovering superior architectures is greater.
The range of the AHs in the search space largely determines this probability. In Subsection 3.2, to
establish the ranges of each AH, we introduce a benchmark model and specify that the values of each
AH should fall between 0.6 to 1.6 times that of the benchmark model. To validate the reasonableness
of these factors, we employ different factors as lower and upper limits to form varying search spaces.
For each search space, we sample 10 000 network architectures and calculate a metric related to the
architecture number of parameter number falling within the interval [0.9c0, c0], where c0 represents
the expected upper limit of parameter number (see Section J of the technical appendix for the metric
details). The results are presented in Figure 3. It is evident that when the lower and upper limits for
the AHs are set to around 0.6 times and 1.6 times the corresponding values in the benchmark model,
the metric tends to be the highest. This indicates that our choice of factors is justified.

Test-performance stability. It is well known that the test performance of the search results are
subject to randomness, which may bias the evaluation. To quantify this variance, we conduct two
additional training-testing runs for the reported opt-VWMamba2 w/ BWE; the results are given in
Table 6. Although minor fluctuations exist, opt-VWMamba2 consistently retains a clear margin over
Mamba-2-130M, Opt-Mamba2 and the baseline opt-VWMamba2 listed in Table 2. Owing to time and
compute constraints, we do not repeat the same experiments for every model; nevertheless, because
the type of all candidates are the same, we expect them to exhibit a similar level of test-variance.

5 Conclusion

We propose the first training-free NAS method designed for the Mamba-type architectures. Based
on the rank collapse in stacked SSD layers, we develop a proxy that requires computation of the
transformation matrix between the input of the Mamba2 block and the input of the SSD block.
Additionally, we design a search space where the ranges of the AHs can flexibly vary according to the
expected computational overhead. We validate the effectiveness of our method from two perspectives,
ranking correlation and the performance of search results. However, we have only applied our method
on Mamba2 so far. In the future, as many new Mamba-type models are proposed, we will validate
and optimize our method on a broader range of models.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We clearly state in the abstract and introduction that for the first time, we
design a training-free neural architecture search method specifically for Mamba-type archi-
tectures, and we have conducted validation on Mamba2. Our experiments demonstrate the
effectiveness of our method.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In Section 5, we state that we have only applied our method on Mamba2 so
far. And in the future, as many new Mamba-type models are proposed, we will validate and
optimize our method on a broader range of models.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We point out that the rank collapse phenomenon occurs in stacked SSD models
in Subsection 3.1, and a theoretical proof is provided in Subsection C.1 of the technical
appendix. Besides, for some conclusions used in the proxy design, we also provide proofs
in Section C of the technical appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: When constructing NASBench, we provide the publicly available pre-trained
models we use in Subsection 4.1. When conducting architecture search, we detail the
evolutionary process and the architectures of the search results in Section G and H of the
technical appendix, and the language datasets used are also publicly available. For the two
metrics used in Subsection 4.4, we provide a detailed calculation process in Section I and J
of the technical appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We consider releasing the NASBenches and code after the paper is published.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide the details of the training and test settings in Subsection 4.1 and
4.2 of the main body and G of the technical appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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Justification: The Mamba2 model, especially the larger models with more parameters, incurs
excessive training costs, making it difficult to repeat the search and training process multiple
times. Additionally, when constructing NASBench, while fine-tuning each model is not
significantly costly, completing the fine-tuning for all 500 models still poses a substantial
expense. Therefore, it is challenging to conduct repeated experiments for both ranking
correlation and architecture search. As an alternative, we construct 10 NASBenches on
models of various scales and test the ranking correlation separately, yielding very favorable
results. This can be considered an indirect validation of the stability of the experimental
results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: In Subsection 4.2, we provide the computational resources and time costs for
the search. For ranking correlation, we present the computational time for each proxy in
Table 1. For the search results, we list the model size, FLOPs, and inference latency in Table
2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We conduct in the paper conform with the NeurIPS Code of Ethics.
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Guidelines:
• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We give a brief discussion of the potential positive and negative societal
impacts of our work in Section B of the technical appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We do not release data or models that have a high risk for misuse.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The pretrained models and datasets we use are all publicly available, and we
cite them properly.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [No]
Justification: We currently have not released any new assets. NASBench will be released as
a new asset after the paper is published.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

20

paperswithcode.com/datasets


15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related work

Significant progress has been made in the area of Mamba-related research recently. The Mamba
model [24], as a novel and efficient sequence modeling framework based on SSM [25], has garnered
widespread attention. Later, the introduction of Mamba2 [13] makes the performance improve
by 2 to 8 times through enhancements in selective SSM. Mamba2 has demonstrated competitive
performance in language modeling against Transformers and has optimized system performance by
introducing tensor parallelism. Subsequently, Mamba-type model makes greater progress in vision
and multimodal tasks, with excellent models such as Vision Mamba [41], SiMBA [48], VMRNN
[59], and MambaMixer [5]. Additionally, foundation models like Falcon Mamba 7B [71], Jamba [37],
VideoMamba [9] have been proposed as attempts to replace Transformer models across various tasks.
However, some studies indicate that there is not a replacement relationship between Mamba and
existing architectures; combining Mamba with current models like Transformer [22], convolutional
network [23], graph network [4], recurrent network [6], spiking network [3] may lead to better results.
These contributions have not only deepened theoretical understanding of Mamba but also propelled
its development through system optimization and application expansion, revealing immense potential
across multiple fields. However, many of these models involve numerous hyperparameters that dictate
the actual architecture of the models and often require manual tuning.

NAS is initially introduced by [70] and has since led to various optimization strategy-based methods
[30, 2, 42, 63, 12]. Considering that these methods still require extensive computational resources
during the search process, some researchers propose training-free NAS, also known as zero-shot NAS,
inspired by parameter prunning [34, 58, 1]. Subsequently, grounded in neural network learning theory,
multiple training-free NAS methods for convolution networks have been proposed by analyzing
activation pattern [44, 49], analyzing gradients [56], utilizing neural tangent kernel [55, 11], viewing
the performance prediction as a Gaussian process [47], or employ alternative heuristic methods [31].
To achieve better performance, some studies [26, 28, 33] combine multiple proxies and employ
optimization strategies to switch among them dynamically. Unfortunately, the design of proxies in
these methods necessitates consideration of the characteristics of network structures and training
principles, making them unsuitable for the prevalent Transformer architecture. To address this, DSS
[68], based on the theoretical insights from [21, 18], pioneers a NAS method for Transformers that
measures the synaptic diversity in MSA modules and synaptic significance in Multi-Layer Perceptron
(MLP) modules. Building on this, DSS++ [69] proposes a layer-wise proxy approach. Other
researchers [54, 20] have evaluated network performance using attention map features. In summary,
current training-free NAS designs primarily focus on convolutional networks and Transformers,
leaving other architectures, including Mamba, without suitable methods. From another perspective,
the existing methods for optimizing Mamba-type models [50, 27, 19] all utilize traditional NAS
approaches, which involve significant computational overhead. Therefore, research on training-free
NAS for Mamba-type models is highly urgent.

B Societal impacts

In the context of the rapid development of artificial intelligence and deep learning technologies, meth-
ods for the automatic optimization of Mamba architecture have multidimensional social implications.

From a positive perspective, these methods are expected to significantly enhance the performance and
efficiency of Mamba models, propelling deep learning applications in various fields such as natural
language processing and computer vision to new heights. For example, in the field of medical image
analysis, optimized Mamba architectures can more accurately and swiftly identify lesions, assisting
doctors in diagnosis. This improvement can increase the accuracy and efficiency of disease diagnosis,
benefiting a larger number of patients. In autonomous driving scenarios, optimized architectures can
more sensitively perceive the surrounding environment and make more precise decisions, thereby
accelerating the practical application of autonomous driving technologies. This advancement is of
great significance for improving traffic safety and alleviating congestion, enhancing people’s travel
experiences, and promoting the development of intelligent transportation systems.

Moreover, owning to avoiding training, the method can significantly save computational resources
and time costs. Training large deep learning models typically requires substantial computing power
and time, while this approach circumvents the iterative training process. This is particularly advanta-
geous in scenarios involving large-scale hyperparameter searches and model architecture selection,
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effectively enhancing resource utilization efficiency. Consequently, researchers and enterprises can
allocate more resources to the practical application and further optimization of models, facilitating
the rapid implementation of technology.

However, this method also has potential negative implications. Although it does not require training,
the process of selecting network architectures may still involve data processing and analysis. If
data management is inadequately handled, there exists the risk of data privacy breaches, particularly
when dealing with datasets that contain personal sensitive information. Such breaches could lead to
the exposure of personal information, raising societal concerns regarding data security and privacy
protection.

C Theoretical analysis and proofs

C.1 Rank collapse in stacked SSD layers

In this subsection, we proof the rank collapse in stacked SSD layers. Intuitively, based on the rank
collapse of stacked attention layers [18], along with the duality of attention and SSD [13], one could
directly draw conclusions. However, it is important to emphasize that the attention modules aligned
with the forward process of the SSD are not the original attention modules, but rather modifications
made to them involving two key improvements: (a) masking operations on the attention map; and (b)
the use of linear attention operations [32]. This indicates that the forward computational process of
the SSD does not entirely align with the attention modules for the analysis of rank collapse in [18].
Consequently, to confirm that stacking SSD modules will indeed lead to rank collapse, we will use
mathematical induction to prove that after k operations, the distance between the matrix Xk and the
rank-1 matrix Y ∗ satisfies

∥Xk − Y ∗∥ ≤ βαk. (8)

When k = 0, assume that the initial matrix X0 has a distance of β from Y ∗, that is,

∥X0 − Y ∗∥ ≤ β, (9)

and suppose that after k operations, the distance satisfies

∥Xk − Y ∗∥ ≤ βαk. (10)

Considering the (k + 1)-th operation

Xk+1 = (L⊙Xk)W , (11)

we analyze ∥Xk+1 − Y ∗∥:

∥Xk+1 − Y ∗∥ = ∥(L⊙Xk)W − Y ∗∥

=
∥∥∥(L⊙Xk)W − ab⊤

∥∥∥
≤

∥∥∥(L⊙Xk)W −L⊙
(
ab⊤W+

)∥∥∥+
∥∥∥L⊙ (

ab⊤W+
)
− ab⊤

∥∥∥
≤

∥∥∥L⊙ (
XkW − ab⊤W+

)∥∥∥+
∥∥∥L⊙ ab⊤W+ − ab⊤

∥∥∥
≤ α

∥∥∥Xk − ab⊤
∥∥∥+ γ

(12)

Here, α and γ are constants related to matrices L and W , with 0 < α < 1 and γ being a small
constant.

By the inductive hypothesis and the above inequality, we can conclude that

∥Xk+1 − Y ∗∥ ≤ α ∥Xk − Y ∗∥+ γ ≤ αβαk + γ = βαk+1 + γ (13)

As k becomes large, αk+1 approaches zero, so the distance ∥Xk+1 − Y ∗∥ also approaches zero.
The proof is now complete.

This conclusion is derived under the scenario of a single head; however, based on the principles of
path decomposition outlined in [18], it is evident that our conclusion also holds true in the case of
multiple heads.
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C.2 Reasonableness of the Gaussianity and independence assumption for U

Our assumption of a normal distribution for input elements is based on the absence of prior knowledge
about the inputs. This approach is also adopted by some training-free NAS methods for CNNs, such
as [38], which generate normally distributed tensors to simulate unknown inputs. To validate this
assumption, we conducted experiments using a network with width W = 96 and depth D = 3,
selecting 1,000 samples and truncating them to meet the condition of token number T = 96. We
extract the inputs U of each Mamba2 block and use the Kolmogorov-Smirnov test to confirm that
these samples approximately follow a normal distribution. Additionally, we directly inspect the ranks
of all 3,000 U matrices (1,000 samples with three Mamba2 block inputs each) and find them all to be
full-rank matrices. These results demonstrate that our assumption does not lead to errors in practice.

C.3 Probability of full-rank matrix for Gaussian random matrix

In this subsection, we will prove that, for a matrix sampled from an independent standard normal
distribution, the probability of it being full rank is 1.

First, consider the case where the matrix is square. When the matrix is an n × n square matrix,
its determinant is a continuous and non-constant function that maps the elements of the matrix
to real numbers. The set of singular matrices (those with a determinant equal to zero) forms a
low-dimensional algebraic variety. According to the properties of absolutely continuous probability
measures, this set has Lebesgue measure zero. Therefore, the probability that a matrix with indepen-
dently and identically distributed standard normal elements lies in this zero-measure set is zero. Thus,
the probability that the matrix is of full rank is 1.

Next, we consider the case of non-square matrices. For a non-square matrix A (assumed to be of size
m× n), if m > n, the rank of the matrix is at most n. Conversely, if m < n, the rank is at most m.
However, for matrices whose elements are drawn from independent standard normal distributions, the
row (or column) vectors are linearly independent with probability 1. When m = n, the probability
that the matrix is of full rank is 1; when m < n, the probability that the matrix has full row rank is
also 1; similarly, when m > n, the probability that the matrix has full column rank is 1.

Additionally, we can use mathematical induction for proof. Assume the probability that the first
k row vectors are linearly independent is 1. When we add the (k + 1)-th row, the probability that
this row falls within the k-dimensional subspace spanned by the previous k rows is zero. Given the
independence of the standard normal distribution, the probability that the newly added row vector is
linearly dependent on the original set of row vectors is zero. Therefore, by mathematical induction,
we conclude that the probability of all row vectors being linearly independent is 1, which implies that
the probability of the matrix being full rank is also 1.

C.4 Probability of inclusion in the column space of row-full rank matrices

Let A be an m × n matrix satisfying m < n and having full row rank (i.e., its rank is m). In this
section, we will verify that the probability of a random vector x ∈ Rm, sampled from an independent
standard normal distribution, lying within the column space of A is 1.

Since A has full row rank (rank-m), its row space has dimension m, and consequently, its column
space also has dimension m. We denote the column space of A as Col (A). Given that A is an
m× n matrix, the column space Col (A) is a subspace of Rm. Moreover, a full row rank matrix will
have a column space dimension of m, which matches the dimension of Rm. Therefore, we have
Col (A) = Rm. The random vector x is independently sampled from a standard normal distribution,
which means its distribution covers the entire Rm space, except for a set of measure zero. In Rm,
the measure of single-point sets (such as the origin) or lower-dimensional subspaces is zero. Since
Col (A) = Rm, the probability that x lies in Col (A) is therefore 1. Thus, we have proven this
conclusion.

C.5 Probability of inclusion in the column space of column-full rank matrices

Let A be an m×n matrix satisfying m > n and having full column rank (rank-n). In this subsection,
we will verify that the probability of a random vector x ∈ Rm, sampled from an independent standard
normal distribution, lying within the column space of A is 0.
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The proof follows a similar structure to that of the previous subsection. Since the matrix A is a
full rank m × n matrix with m > n, it has a rank of n. Consequently, the column space of A is
an n-dimensional subspace. The vector x is a random vector that is independently sampled from
a standard normal distribution, which means its distribution spans the entirety of Rm. In Rm, any
subspace of dimension less than m (such as the column space of A, which has dimension n < m)
has a Lebesgue measure of zero. Since the distribution of x is absolutely continuous with respect to
Lebesgue measure, the probability that x lies in a set of measure zero is also zero. Thus, we have
proven the conclusion.

C.6 Error bounds for pseudoinverse approximations

For Case 3, we analyze the upper bound of ∥UWX −X∥ and derived the conclusion
∥UWX −X∥ ≤ ∥X∥F (the proof is provided below). This implies that as long as the Frobe-
nius norm of X is not excessively large, the resulting error is small. Similar conclusions apply to
B and C. When calculating the proxy, we can preprocess the input data (e.g., multiplying by a
small constant) to keep X , B, and C at small values, thereby controlling the error introduced by this
approximation.

The remainder of this subsection is devoted to proving the conclusion stated in the preceding
paragraph. The least squares solution WX corresponds to the orthogonal projection of X onto the
column space of U . The residual matrix R = UWX −X lies in the orthogonal complement of
U . Since orthogonal projection does not increase the norm, the projection of X onto the orthogonal
complement (i.e., the Frobenius norm of the residual matrix R) must not exceed the Frobenius norm
of the original matrix X:

∥R∥F =
∥∥∥(I − V V ⊤

)
X

∥∥∥
F
≤ ∥X∥F (14)

where I is the identity matrix, and V is the matrix of left singular vectors of U .

If X is entirely within the orthogonal complement of U , then UWX = 0, and ∥UWX −X∥ ≤
∥X∥F , reaching the upper bound. If X is entirely within the column space of U , the residual is zero,
and the upper bound holds.

In summary, the original inequality is established, and the proof is complete.

C.7 Time-complexity derivation for our proxy

In this subsection, we begin with deriving the time complexity of the Mamba2 proxy for given W, N,
H, and P.

Firstly, the complexity of SVD is O (TWmin (T,W)), and that of computing the pseudo-inverse
is O (min (T,W)). Calculating U+ has a time complexity of O

(
WT2

)
, while computing WX ,

WB , WC and their gradients has complexities of O (WTP), O (WTN), and O (WTN) respec-
tively. The nuclear norm computation for these matrices has complexities of O (WPmin (WP)),
O (WNmin (WN)), and O (WNmin (WN)). Additionally, computing the nuclear norm of W out

and its gradient is O (WP min (WP)). Here, T is input-dependent and can be treated as a
constant. Finally, considering multiple heads, the time complexity for one Mamba2 block is
O (WHPmin (WP) +WHNmin (WN)). So it is evident that when any of W, N, H, P approaches
infinity, the time complexity grows linearly.

It should be noted that VWSSMamba2 merely expands the search space of SSMamba2 without
increasing the scale of candidate networks. The scale of candidate networks is determined by the
expected computational overhead. Thus, the time overhead does not increase significantly.

C.8 Proof that additive noise tends to decreases Kendall’s Tau

In this subsection, we prove that adding noise to performance data tends to decrease the Kendall’s
Tau between proxy and performance.

Assume performance data is (x1, x2, · · · , xn) and proxy data is (y1, y2, · · · , yn). The Kendall’s Tau
coefficient is defined as

τ =
C −D

1
2n (n− 1)

, (15)
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where C is the number of concordant pairs and D is the number of discordant pairs.

When noise ϵi ∼ N
(
0, σ2

)
is added to each xi, forming x′

i = xi + ϵi, the comparison between any
two samples i and j changes. The difference ϵi − ϵj follows N

(
0, 2σ2

)
. For a pair (i, j) where

xi > xj , the probability that x′
i > x′

j is 1−Φ
(

−d√
2σ

)
, where d = xi−xj . For a pair where xi < xj ,

the probability that x′
i < x′

j is Φ
(

d√
2σ

)
, where d = xj − xi.

Noise can turn concordant pairs into discordant pairs and vice versa. The expected number of
concordant pairs decreases, while the expected number of discordant pairs increases. Thus, the
expected new Kendall’s Tau τ ′ after adding noise is:

E [τ ′] =
E [C ′]− E [D′]

1
2n (n− 1)

< τ. (16)

This shows that adding normal noise reduces the expected Kendall’s Tau value. The proof is complete.

D Pseudocode of TF-MAS

This section provides the pseudocode of proxy computation process in TF-MAS, listed in Algorithm
1.

Algorithm 1 Proxy of TF-MAS
Input: Network architecture A, input D
Output: Proxy value TF-MAS

1: W
(1)
out , W (2)

out , ... , W (D)
out ← Initializa A and get W out.

2: U (1), U (2), ... , U (D), X(1), X(2), ... , X(D), B(1), B(2), ... , B(D), C(1), C(2), ... , C(D) ←
Forward propagation and get X , B, C.

3: ∂L
∂X(1) , ∂L

∂X(2) , ... , ∂L
∂X(D) , ∂L

∂B(1) , ∂L
∂B(2) , ... , ∂L

∂B(D) , ∂L
∂C(1) , ∂L

∂C(2) , ... , ∂L
∂C(D) , ∂L

∂W
(1)
out

, ∂L
∂W

(2)
out

, ... ,
∂L

∂W
(D)
out
← Back propagation and get gradients of X , B, C, W out.

4: {class1, class2, ... , classM}← Classify by column number(X(1), X(2), ... , X(D), B(1), B(2),
... , B(D), C(1), C(2), ... , C(D)).

5: for classm in {class1, class2, ... , classM} do
6: index list← Get index(classm).
7: U list← Get elements(index list).
8: UB , XBCB ← Concatenate(U list), Concatenate(classm) //concatenate to form the

batch dimension. dim (UB)1, dim (UB)2, dim (UB)3 are the batch size, row number, and
column number of UB , respectively.

9: if dim (UB)2 = dim (UB)3 then
10: WBm← U−1

B XBCB .
11: else
12: σ, V 1, V 2← SVD(UB).
13: σ+ ← Pseudoinverse(σ).
14: WBm← V 2σ

+V ⊤
1 XBCB .

15: end if
16: end for
17: W

(1)
X , W (2)

X , ... , W (D)
X , W (1)

B , W (2)
B , ... , W (D)

B , W (1)
C , W (2)

C , ... , W (D)
C ← Rearrange by

{class1, class2, ... , classM}(WB1, WB2, ... , WBM ).
18: ∂L

∂W
(1)
X

, ∂L
∂W

(2)
X

, ... , ∂L
∂W

(D)
X

, ∂L
∂W

(1)
B

, ∂L
∂W

(2)
B

, ... , ∂L
∂W

(D)
B

, ∂L
∂W

(1)
C

, ∂L
∂W

(2)
C

, ... , ∂L
∂W

(D)
C

←

U (1)⊤ ∂L
∂X(1) , U (2)⊤ ∂L

∂X(2) , ... , U (D)⊤ ∂L
∂X(D) , U (1)⊤ ∂L

∂B(1) , U (2)⊤ ∂L
∂B(2) , ... , U (D)⊤ ∂L

∂B(D) ,
U (1)⊤ ∂L

∂C(1) , U (2)⊤ ∂L
∂C(2) , ... , U (D)⊤ ∂L

∂C(D) .

19: TF-MAS←
l∑

i=1

(∑
x∈{X,B,C,out}

∥∥∥ ∂L
∂W x

∥∥∥
nuc
∥W x∥nuc

)
.

20: return TF-MAS
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Figure 4: Structure of Mamba2 and the positions of parameters. The parameters are indicated by red
numbers enclosed in parentheses. Compared to Figure 1, this figure provides additional details to
illustrate all parameters within the model.

E Calculation of parameter number in Mamba2

In Subsection 3.2, we provide the expression for the parameter number of Mamba2 given the
hyperparameters V, D, W, N, and H. Here, we present the derivation process for this expression.

Figure 2 illustrates all the parameters contained within the Mamba2 model. The corresponding sizes
are as follows:

(1) Embedding: This component includes a weight with a size of V×W, resulting in a parameter
number of VW.

(2) Normalization after all Mamba2 cells: This component includes a weight with a size (and
thus a parameter number) of W.

(3) Language model head: This component includes a weight with a size of V×W, resulting in
a parameter number of VW.

(4) Normalization in each Mamba2 cell: This component includes a weight with a size (and
thus a parameter number) of W.

(5) Fully connected layer in each Mamba2 block: This component includes a weight with-
out bias. The output from this component serves as the data source for X , B, C,
dt, and Z, which have feature dimensions of 64H, N, N, H, and 64H, respectively,
while the input dimension is W. Therefore, the parameter number for this weight is
(64H+ N+ N+ H+ 64H)W = 2WN+ 129WH.

(6) Convolution layer in each Mamba2 block: This component includes a one-dimensional
convolution with a kernel size of 4, which includes a weight and a bias. As a precursor for
generating X , B, and C, the corresponding feature dimension is 64H+N+N = 2N+64H.
Consequently, the parameter number for the weight is (2N+ 64H)× 4 = 8N+ 256H, and
for the bias, it is 2N+ 64H.

(7) dt bias in each Mamba2 block: This is an independent parameter with a size (and thus a
parameter number) of H.

(8) A in each Mamba2 block: This is an independent parameter with a size (and thus a parameter
number) of H.

(9) Scaling factor in each Mamba2 block: This is an independent parameter with a size (and
thus a parameter number) of H.

(10) Normalization in each Mamba2 block: This component includes a weight with a size (and
thus a parameter number) of 64H.
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Table 7: Ranking correlation on SSMamba2Bench_130M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.411 0.424 0.248 0.279 0.233 0.281 0.330 0.381
Gradnorm C -0.083 0.041 0.075 0.027 0.005 -0.023 0.040 0.007
Synflow C -0.029 0.042 0.074 0.068 0.001 0.080 -0.016 0.092
GraSP C -0.020 0.051 -0.001 -0.017 -0.004 0.019 0.043 0.059
Fisher C -0.074 0.079 0.038 0.031 0.006 0.044 0.061 0.026
Snip C -0.077 0.045 0.009 0.043 0.011 0.037 0.044 -0.037
Zen-NAS C -0.113 0.056 0.069 0.054 0.053 0.035 0.042 0.009
ZiCo C -0.065 0.044 0.052 0.096 0.089 0.003 0.047 0.071
MeCo C -0.065 0.052 0.007 0.031 0.061 0.088 0.038 0.050
Auto-Prox C -0.013 0.069 0.034 -0.024 -0.013 0.007 0.108 0.034
AC T -0.086 0.132 -0.001 0.096 0.035 0.120 0.149 0.081
HI T -0.107 0.134 0.063 0.102 0.140 0.070 0.096 0.120
HC T -0.068 0.089 0.106 0.089 0.052 0.124 0.087 0.120
DSS T -0.143 0.099 0.074 0.150 0.109 0.094 0.106 0.157
AttnNAS T -0.230 0.294 0.121 0.168 0.167 0.181 0.232 0.193
TF-MAS (ours) M -0.677 0.648 0.406 0.451 0.364 0.435 0.517 0.508

(11) Fully connected layer in each Mamba2 block: This component includes a weight without
bias. The output dimension of the tensor changes from 64H to W; therefore, the parameter
number for the weights is 64WH.

The total number of parameters for Mamba2 is the sum of the parameter number from the above
components. Notably, components (4)-(11) appear once in each layer, necessitating multiplication by
the depth D when calculating them. Ultimately, we derive the total parameter number as c = VW+
W+VW+(W + 2WN+ 129WH+ 8N+ 256H+ 2N+ 64H+ H+ H+ H+ 64H+ 64WH)D =
W + 2VW + DW + 10DN+ 387DH+ 2DWN+ 193DWH.

For the VWManba2 model, the AHs N and H are no longer consistent across layers. Therefore, we
denote them as Ni and Hi for the i-th layer, leading to the total parameter number c = VW+W+VW+∑D

i=1 (W + 2WNi + 129WHi + 8Ni + 256Hi + 2Ni + 64Hi + Hi + Hi + Hi + 64Hi + 64WHi) =

W + 2VW + DW +
∑D

i=1 (10Ni + 387Hi + 2WNi + 193WHi).

F More results about ranking correlation

In this section, we present the ranking correlations for all NASBenches datasets except
for VMSSMamba2Bench_2.7B. Tables 7 to 11 correspond to the NASBenches related to
Mamba2 (i.e., SSMamba2Bench_130M, SSMamba2Bench_370M, SSMamba2Bench_780M, and SS-
Mamba2Bench_1.3B), while Tables 12 to 15 correspond to the NASBenches related to VWMamba2
(i.e., VWSSMamba2Bench_130M, VWSSMamba2Bench_370M, VWSSMamba2Bench_780M,
VWSSMamba2Bench_1.3B, and VWSSMamba2Bench_2.7B). It can be observed that, regardless of
the NASBench, the conclusions drawn are consistent with those presented in Table 1. Therefore, our
method achieves strong performance across all NASBench datasets.

Besides, in Subsection 4.1, we point out that ranking correlation evaluated only on the top-k candidates
sometimes is necessary. Therefore, we also conduct experiments on VMSSMamba2Bench_2.7B to
evaluate the ranking correlation for the top 20%, top 10%, and top 5% of candidates. The results are
presented in Table 16. These results indicate that the ranking correlation for the top-k candidates is
comparable to that of the entire candidate set.

G Details of the search process

In Subsection 4.2, we set the expected computational overhead to "the number of parameters not
exceeding 130M". Under this condition, the feasible values for each AH are as follows:
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Table 8: Ranking correlation on SSMamba2Bench_370M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.414 0.441 0.233 0.289 0.235 0.320 0.363 0.363
Gradnorm C 0.003 0.071 0.058 0.057 0.009 0.051 0.054 0.098
Synflow C -0.035 0.064 0.066 0.044 0.047 0.027 0.074 0.055
GraSP C -0.021 -0.007 0.028 0.047 0.023 0.052 -0.000 0.049
Fisher C -0.065 0.089 0.048 0.094 0.084 -0.030 0.063 0.044
Snip C -0.084 0.028 -0.014 0.033 0.051 0.025 0.028 -0.003
Zen-NAS C -0.130 0.084 0.003 0.035 -0.007 -0.014 0.023 0.035
ZiCo C -0.055 0.084 0.014 0.019 0.045 0.076 0.059 -0.003
MeCo C -0.058 0.058 0.035 0.029 0.052 -0.004 0.052 0.044
Auto-Prox C -0.067 0.024 0.057 0.006 -0.002 0.015 0.041 0.077
AC T -0.090 0.124 0.118 0.102 0.068 0.050 0.082 0.044
HI T -0.091 0.132 0.064 0.088 0.078 0.054 0.123 0.115
HC T -0.149 0.107 0.038 0.061 0.053 0.058 0.084 0.088
DSS T -0.150 0.146 0.084 0.063 0.069 0.056 0.112 0.171
AttnNAS T -0.248 0.289 0.142 0.214 0.129 0.177 0.233 0.216
TF-MAS (ours) M -0.666 0.685 0.377 0.419 0.388 0.467 0.472 0.560

Table 9: Ranking correlation on SSMamba2Bench_780M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.429 0.439 0.228 0.328 0.260 0.311 0.368 0.359
Gradnorm C -0.016 0.060 0.055 0.036 0.009 0.080 0.077 0.043
Synflow C -0.089 -0.022 -0.030 0.020 0.052 0.037 0.052 0.050
GraSP C -0.067 0.040 0.034 0.057 0.023 0.045 0.039 0.045
Fisher C -0.043 0.069 0.037 0.050 0.038 0.045 0.024 0.128
Snip C -0.015 0.052 0.045 -0.010 0.012 0.027 -0.031 0.085
Zen-NAS C -0.052 0.125 0.054 0.003 0.070 0.050 -0.001 0.047
ZiCo C -0.032 0.015 0.029 0.109 0.000 0.008 0.032 0.013
MeCo C -0.047 0.081 0.048 0.049 0.049 0.040 0.072 0.089
Auto-Prox C -0.050 0.023 0.041 0.013 0.050 -0.018 -0.001 0.006
AC T -0.112 0.031 0.081 0.077 0.054 0.097 0.103 0.126
HI T -0.093 0.078 0.087 0.061 0.093 0.126 0.106 0.096
HC T -0.106 0.067 0.078 0.111 0.041 0.024 0.080 0.091
DSS T -0.105 0.117 0.104 0.098 0.109 0.095 0.118 0.093
AttnNAS T -0.298 0.240 0.181 0.131 0.108 0.222 0.193 0.208
TF-MAS (ours) M -0.655 0.684 0.325 0.442 0.396 0.424 0.501 0.520

• D: 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24 (13 values)

• W: 384, 416, 448, 480, 512, 544, 576, 608, 640, 672, 704, 736, 768 (13 values)

• N: 64, 72, 80, 88, 96, 104, 112, 120, 128 (9 values)

• H: 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24 (13 values)

For SSMamba2, the size of the search space is given by 13× 13× 9× 13 = 19, 773. For VWSS-

Mamba2, the size of the search space is approximately
24∑

i=12

13× 9i × 13i ≈ 5.68× 1050.

During the search for opt Mamba2 and opt VWMamba2, our search method employs an evolutionary
approach with a population size of 50, iterating for 300 generations. In each iteration, there are three
methods for generating new individuals: (1) randomly inheriting from an original individual; (2)
randomly selecting an original individual for mutation. During mutation, one AH is randomly chosen;
if the AH is an integer, it is changed to a neighboring selectable value, while if the AH is a list (only
exists in the case where the search space is SSVWMamba2), 1/5 of its elements are randomly selected
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Table 10: Ranking correlation on SSMamba2Bench_1.3B. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.426 0.414 0.238 0.315 0.215 0.323 0.331 0.404
Gradnorm C -0.082 0.102 0.046 0.028 0.048 0.052 0.043 0.073
Synflow C -0.006 0.035 0.037 0.022 0.032 0.019 0.026 0.051
GraSP C -0.024 0.071 0.007 0.049 0.021 0.071 0.075 0.007
Fisher C -0.085 0.008 0.035 0.017 0.074 0.027 0.041 0.019
Snip C -0.023 0.047 0.079 0.053 0.017 0.036 0.034 0.083
Zen-NAS C -0.112 0.003 -0.017 0.073 0.015 0.026 0.058 -0.007
ZiCo C -0.042 0.048 0.026 -0.037 0.080 0.024 0.034 0.051
MeCo C -0.023 0.083 0.042 0.052 0.016 -0.003 0.011 -0.005
Auto-Prox C -0.067 0.059 0.007 0.028 0.010 0.037 0.054 0.050
AC T -0.099 0.162 0.089 0.087 0.103 0.099 0.083 0.135
HI T -0.076 0.133 0.010 0.093 0.033 0.049 0.116 0.086
HC T -0.108 0.079 0.040 0.061 0.008 0.036 0.076 0.068
DSS T -0.152 0.140 0.094 0.082 0.119 0.111 0.102 0.111
AttnNAS T -0.202 0.273 0.130 0.163 0.166 0.197 0.249 0.228
TF-MAS (ours) M -0.667 0.654 0.316 0.467 0.379 0.440 0.513 0.544

Table 11: Ranking correlation on SSMamba2Bench_2.7B. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.449 0.456 0.326 0.329 0.232 0.308 0.285 0.356
Gradnorm C -0.035 0.063 0.070 0.032 0.069 0.074 0.034 0.031
Synflow C -0.032 0.076 0.048 0.005 -0.002 0.054 0.036 0.074
GraSP C -0.043 0.047 0.013 0.023 -0.011 0.041 0.088 0.013
Fisher C -0.046 0.082 0.047 0.057 0.034 0.033 0.031 0.092
Snip C -0.037 0.023 0.066 0.031 -0.005 0.059 0.027 0.105
Zen-NAS C -0.067 0.080 0.091 0.059 0.064 0.038 0.054 0.003
ZiCo C -0.071 0.001 0.058 0.037 0.059 0.008 0.017 0.018
MeCo C -0.087 0.051 0.010 0.039 0.100 0.091 0.025 0.039
Auto-Prox C -0.061 0.041 0.010 0.058 0.047 0.049 0.007 0.005
AC T -0.075 0.153 0.070 0.053 0.078 0.094 0.083 0.102
HI T -0.071 0.088 0.100 0.120 0.041 0.102 0.071 0.076
HC T -0.124 0.087 0.101 0.030 0.110 0.051 0.095 0.113
DSS T -0.073 0.154 0.086 0.109 0.073 0.122 0.088 0.111
AttnNAS T -0.237 0.257 0.140 0.168 0.124 0.179 0.245 0.215
TF-MAS (ours) M -0.656 0.663 0.408 0.446 0.385 0.429 0.521 0.510

and changed to neighboring selectable values; (3) randomly selecting two original individuals for
crossover, where two AHs of the new individual are randomly taken from one original individual,
and the remaining two AHs are taken from the other original individual. If the parameter number of
the new individual exceeds 130M, a new individual is generated until the parameter number is below
130M.

During the search for opt VWMamba2 w/ bwe using block-wise evolution, we calculate the proxy
values for each layer separately, meaning that the outermost summation operation is not performed
when applying Equation (6). Once we obtain these proxies, during the mutation process, if a list-type
AH is selected for mutation, the elements that need to be changed are no longer chosen randomly
but are designated as the elements corresponding to the top a layers with the minimum proxy values,
where a is the number of elements to be changed. In the crossover process, the values of N and
H are no longer wholly inherited from one original individual. For each element value of the new
individual, which original individual it inherits from depends on which original individual has a
greater proxy value in the corresponding layer. Thus, the values of N and H in the new individual are
hybrids from the two original individuals. To balance the contributions of both original individuals,
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Table 12: Ranking correlation on VWSSMamba2Bench_130M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.445 0.437 0.215 0.308 0.242 0.334 0.317 0.336
Gradnorm C -0.021 0.037 0.034 0.073 -0.005 0.027 0.012 0.022
Synflow C -0.019 0.048 -0.008 0.038 0.059 0.016 0.034 0.051
GraSP C -0.004 0.003 0.050 0.075 0.075 0.066 0.049 0.064
Fisher C -0.050 0.031 0.033 0.067 0.043 0.022 0.054 0.096
Snip C -0.069 0.060 0.062 0.014 0.060 0.066 0.060 0.011
Zen-NAS C -0.061 0.027 0.044 0.034 0.052 0.069 0.040 0.093
ZiCo C -0.100 0.080 0.032 0.001 0.038 0.049 0.043 0.056
MeCo C -0.058 0.042 0.011 0.115 0.068 0.009 0.045 0.075
Auto-Prox C -0.027 0.061 0.019 -0.036 0.008 0.011 0.041 0.059
AC T -0.060 0.153 0.111 0.095 0.094 0.078 0.096 0.067
HI T -0.059 0.099 0.047 0.109 0.039 0.067 0.051 0.109
HC T -0.022 0.088 0.073 0.044 0.061 0.041 0.055 0.078
DSS T -0.166 0.125 0.139 0.114 0.112 0.128 0.104 0.159
AttnNAS T -0.253 0.225 0.097 0.156 0.151 0.204 0.191 0.249
TF-MAS (ours) M -0.675 0.667 0.357 0.450 0.329 0.467 0.485 0.556

Table 13: Ranking correlation on VWSSMamba2Bench_370M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.384 0.429 0.209 0.314 0.277 0.308 0.316 0.372
Gradnorm C -0.044 -0.008 0.008 0.066 0.039 0.040 0.037 0.092
Synflow C 0.005 0.017 0.072 0.005 0.073 0.090 0.051 0.050
GraSP C -0.055 0.059 0.087 0.036 0.007 0.028 0.022 0.037
Fisher C -0.028 0.069 0.029 0.032 -0.014 0.083 0.062 0.023
Snip C -0.032 0.006 0.078 0.077 -0.008 0.075 0.014 0.044
Zen-NAS C -0.114 0.035 0.087 0.054 0.062 0.050 0.029 0.106
ZiCo C -0.073 0.041 0.064 0.006 0.023 0.075 0.012 0.013
MeCo C -0.074 0.076 0.045 -0.011 0.069 0.007 0.006 0.043
Auto-Prox C -0.040 0.027 -0.013 0.030 -0.011 0.014 0.036 0.036
AC T -0.081 0.080 0.082 0.100 0.092 0.100 0.094 0.152
HI T -0.076 0.038 0.026 0.061 0.089 0.076 0.046 0.123
HC T -0.112 0.157 0.040 0.035 0.063 0.036 0.107 0.081
DSS T -0.127 0.114 0.067 0.088 0.072 0.106 0.152 0.094
AttnNAS T -0.238 0.259 0.097 0.169 0.143 0.236 0.185 0.270
TF-MAS (ours) M -0.660 0.672 0.378 0.444 0.359 0.486 0.495 0.547

for the remaining two integer-valued AHs, D and W, one original individual is randomly selected to
inherit the value of D, while the other inherits the value of W.

H Search results

In this section, we present the architectures of the search results from Subsection 4.2.

Optimized Mamba2:

• D: 43

• W: 608

• N: 104

• H: 18

Optimized VWMamba2:
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Table 14: Ranking correlation on VWSSMamba2Bench_780M. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.435 0.433 0.316 0.260 0.258 0.298 0.292 0.351
Gradnorm C -0.084 0.106 -0.040 0.026 0.019 0.053 0.055 0.080
Synflow C -0.037 0.006 -0.041 0.056 0.101 0.056 0.021 0.109
GraSP C -0.109 0.079 0.032 0.029 0.077 -0.013 0.041 0.097
Fisher C -0.053 0.024 -0.000 0.063 0.056 0.089 0.058 -0.015
Snip C -0.069 -0.010 0.022 0.065 0.043 0.037 0.040 0.097
Zen-NAS C -0.018 0.047 0.043 -0.005 0.070 0.046 -0.017 0.060
ZiCo C 0.009 -0.025 -0.013 0.036 0.023 0.072 0.039 0.081
MeCo C -0.040 0.077 0.050 0.053 0.060 0.036 -0.025 0.061
Auto-Prox C -0.038 0.021 -0.011 0.048 0.031 -0.034 0.010 0.042
AC T -0.138 0.136 0.050 0.128 0.085 0.091 0.096 0.126
HI T -0.109 0.086 0.063 0.136 0.050 0.072 0.050 0.064
HC T -0.065 0.059 0.071 0.081 0.041 0.077 0.130 0.099
DSS T -0.100 0.111 0.143 0.081 0.094 0.104 0.075 0.108
AttnNAS T -0.283 0.249 0.161 0.228 0.141 0.198 0.253 0.204
TF-MAS (ours) M -0.649 0.698 0.365 0.430 0.364 0.451 0.470 0.557

Table 15: Ranking correlation on VWSSMamba2Bench_1.3B. The abbreviations are consistent with
Table 1. Best results in bold.

Proxy Target LAMBADA
(PPL)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

#Param general -0.390 0.443 0.309 0.331 0.243 0.331 0.344 0.350
Gradnorm C -0.051 0.063 0.019 0.067 0.036 0.042 0.048 0.067
Synflow C -0.002 0.028 0.030 0.080 0.041 0.030 -0.012 -0.026
GraSP C -0.062 0.002 0.018 0.023 -0.007 0.021 0.022 -0.002
Fisher C -0.059 0.087 -0.007 0.054 -0.020 0.040 0.038 -0.024
Snip C -0.061 -0.012 0.019 -0.018 0.063 0.088 0.002 0.091
Zen-NAS C -0.122 0.030 -0.011 0.010 0.000 0.048 0.010 0.037
ZiCo C -0.035 0.052 -0.024 0.042 0.036 0.055 0.042 0.038
MeCo C -0.037 0.047 0.019 0.050 -0.010 0.019 0.033 0.047
Auto-Prox C -0.106 0.017 0.050 -0.001 0.062 -0.012 0.062 0.032
AC T -0.100 0.122 0.099 0.071 0.127 0.114 0.054 0.125
HI T -0.100 0.046 0.090 0.064 0.034 0.081 0.076 0.108
HC T -0.097 0.133 0.071 0.073 0.029 0.045 0.045 0.082
DSS T -0.148 0.162 0.078 0.083 0.079 0.098 0.110 0.139
AttnNAS T -0.249 0.247 0.122 0.160 0.177 0.140 0.261 0.206
TF-MAS (ours) M -0.681 0.697 0.324 0.464 0.377 0.480 0.489 0.527

Table 16: Ranking correlation on VMSSMamba2Bench_2.7B using varying numbers of candidates.
The abbreviations in datasets are consistent with Table 1.

Candidates LAMBADA
(PPL↓)

LAMBADA
(ACC)

HS
(ACC)

PIQA
(ACC)

Arc-E
(ACC)

Arc-C
(ACC)

WG
(ACC)

OBQA
(ACC)

all -0.685 0.661 0.381 0.468 0.339 0.452 0.483 0.519
top 20% -0.693 0.683 0.390 0.483 0.347 0.470 0.486 0.527
top 10% -0.675 0.653 0.374 0.453 0.319 0.455 0.468 0.500
top 5% -0.662 0.692 0.366 0.421 0.332 0.439 0.489 0.522
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• D: 35
• W: 544
• N: [104, 96, 112, 72, 72, 64, 80, 64, 96, 80, 80, 120, 88, 80, 96, 64, 104, 72, 104, 64, 80, 88,

104, 104, 80, 112, 64, 112, 72, 120, 104, 120, 112, 112, 88]
• H: [22, 21, 22, 28, 22, 21, 31, 19, 29, 20, 26, 21, 24, 23, 28, 16, 25, 18, 30, 22, 31, 21, 31,

20, 27, 25, 24, 26, 23, 21, 18, 21, 28, 25, 29]

Optimized VWMamba2 with block wise evolution:

• D: 27
• W: 672
• N: [88, 104, 72, 72, 72, 72, 96, 88, 104, 104, 112, 88, 88, 120, 72, 120, 72, 80, 96, 72, 104,

64, 120, 112, 80, 88, 120]
• H: [31, 25, 31, 29, 18, 18, 20, 25, 30, 24, 17, 27, 29, 25, 17, 19, 25, 30, 25, 19, 30, 21, 29,

19, 25, 21, 28]

I Details of rank collapse metric

In Subsection 4.1, we introduce a metric to evaluate the extent of rank collapse. This subsection will
detail the specifics of this metric. For a matrix X under evaluation, the motivation of the metric is to
measure its distance to the nearest rank-1 matrix, defined as argmin

x

∥∥X − 1x⊤
∥∥
1,∞. However, this

metric may be influenced by the size of X and the scale of its elements. To address this issue, the
rank collapse metric is the normalized distance:

metric =

argmin
x

∥∥X − 1x⊤
∥∥
1,∞

argmin
x
∥X∥1,∞

. (17)

J Details of AH ranges evaluation metric

In Subsection 4.4, we introduce a metric to evaluate the range of AHs within the search space.
This section will elaborate on the details of this metric. Intuitively, an ideal AH range needs to
ensure that as many architectures as possible with their parameter numbers fall within the interval
[0.9c0, c0], while also maintaining diversity among these architectures by maximizing their pairwise
distances. Therefore, our metric first selects architectures whose parameter numbers lie within the
interval [0.9c0, c0] and then considers the AHs as features. We begin by identifying the center of
these architectures, followed by calculating the sum of distances from each architecture to the center.
The magnitude of this sum reflects the rationality of the AH range. To ensure that the metric is not
influenced by the sampling count, we normalize this value by the number of samples, yielding the
final metric value.

Specifically, for SSMamba2, let m represent the number of architectures whose parameter numbers
fall within the interval [0.9c0, c0]. Let the AHs for the i-th architecture be denoted as D(i), W(i), N(i),
and H(i). To ensure consistency in feature scaling, we first normalize these parameters as follows:

D̂(i) =
D(i)

D0
, Ŵ(i) =

W(i)

W0
, N̂(i) =

N(i)

N0
, Ĥ(i) =

H(i)

H0
, (18)

where D̂(i), Ŵ(i), N̂(i), and Ĥ(i) are the normalized features, and D0, W0, N0, and H0 are the AHs of
the benchmark model. We then calculate the center values for each feature:

D̄ =

m∑
i=1

D̂(i), W̄ =

m∑
i=1

Ŵ(i), N̄ =

m∑
i=1

N̂(i), H̄ =

m∑
i=1

Ĥ(i). (19)

Based on this, we can compute the metric as follows:

metric =
1

m

m∑
i=1

√(
D̂(i) − D̄

)2

+
(
Ŵ(i) − W̄

)2

+
(
N̂(i) − N̄

)2

+
(
Ĥ(i) − H̄

)2

. (20)
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For the SSVWMamba2 search space, the overall calculation process is similar to that of SSMamba2;
however, there is a critical difference: the values of s and h are lists rather than integers. Consequently,

the terms
(
N̂(i) − N̄

)2

and
(
Ĥ(i) − H̄

)2

in Equation (20) require adjustment. Considering that the
values of N and H in SSVWMamba2 are lists, we denote the normalized representations of the i-th

architecture as N̂
(i)

and Ĥ
(i)

(bold letters). Notably, the dimensions of N̂
(i)

and Ĥ
(i)

may not be

the same across architectures, i.e., dim N̂
(i)
̸= dim N̂

(j)
and dim Ĥ

(i)
̸= dim Ĥ

(j)
may not hold.

Therefore, we consider performing linear interpolation on N̂
(i)

and Ĥ
(i)

to unify their lengths to

D(i). Let the interpolated values be N̂
(i)

int and Ĥ
(i)

int; we then replace the terms
(
N̂(i) − N̄

)2

and(
Ĥ(i) − H̄

)2

in Equation (20) with the average squared distances of their components:

metric =
1

m

√√√√√√ m∑
i=1

(
D̂(i) − D̄

)2
+

(
Ŵ(i) − W̄

)2
+

 1

D(i)

D(i)∑
j=1

N̂
(i)
int,j − N̄j

2

+

 1

D(i)

D(i)∑
j=1

Ĥ
(i)
int,j − H̄j

2
. (21)

Here, N̂(i)
int,j and Ĥ

(i)
int,j denote the j-th components of N̂

(i)

int and Ĥ
(i)

int, while N̄j and H̄j represent the
j-th components of N̄ and H̄, respectively.

Intuitively, as more architecture samples fall within the interval [0.9c0, c0], the summation terms
in Equations (20) and (21) will increase, which favors a larger computed result. Similarly, if the
distances between architectures within this interval are greater, their distances to the center will also
increase, further contributing to a larger result. Thus, our metric is considered reasonable.
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