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Abstract

In the next few years, applications of Generative
Al are expected to revolutionize a number of dif-
ferent areas, ranging from science & medicine
to education. The potential for these seismic
changes has triggered a lively debate about po-
tential risks and resulted in calls for tighter regu-
lation, in particular from some of the major tech
companies who are leading in Al development.
While regulation is important, it is key that it does
not put at risk the budding field of open-source
Generative AI. We argue for the responsible open
sourcing of generative Al models in the near and
medium term. To set the stage, we first introduce
an Al openness taxonomy system and apply it to
40 current large language models. We then out-
line differential benefits and risks of open versus
closed source Al and present potential risk mit-
igation, ranging from best practices to calls for
technical and scientific contributions. We hope
that this report will add a much needed missing
voice to the current public discourse on near to
mid-term Al safety and other societal impact.

1. Introduction

Generative Al (Gen Al), defined as “artificial intelligence
that can generate novel content” by conditioning its re-
sponse on an input (Gozalo-Brizuela and Garrido-Merchan,
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Figure 1: Three Development Stages for Generative Al
Models: near-term is defined by early use and exploration
of the technology in much of its current stage; mid-term is
a result of the widespread adoption of the technology and
further scaling at current pace; long-term is the result of
technological advances that enable greater Al capabilities.

2023) (e.g., large language or foundation models), is an-
ticipated to profoundly impact a diverse array of domains
including science (Al4Science and Quantum, 2023), the
economy (Brynjolfsson et al., 2023), education (Alahdab,
2023), the environment (Rillig et al., 2023), among many
others. As a result, there has been significant socio-technical
work undertaken to evaluate the broader risks and oppor-
tunities associated with these models, in a step towards a
more nuanced and comprehensive understanding of their im-
pacts (Bommasani et al., 2021), including recent regulatory
developments (see Appendix B.1).

Parallel to these efforts is a debate on the openness of Gen Al
models. The digital economy heavily relies on open-source
software, exemplified by over 60% of global websites using
open-source servers like Apache and Nginx (Lifshitz-Assaf
and Nagle, 2021). This prevalence is underscored by a 2021
European Union report, which concluded that “overall, the
[economic] benefits of open source greatly outweigh the
costs associated with it” (Blind et al., 2021). Some de-
velopers of Gen Al models have chosen to openly release
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Figure 2: Model Pipeline: stages showing (1) training, (2)
evaluation, and (3) deployment analyzed in the report. The
component Common Benchmarks Evaluation (light gray) is
included for completeness yet will not be analyzed in detail
as these are standard and commonly available.

trained models (and sometimes data and code too), by lean-
ing on this narrative and claiming that by doing so “[these
models] can benefit everyone” and that “it’s safer [to re-
lease them]” (Meta, 2023). However, while there has been
a flurry of reports and surveys on the impacts of general
open-source software in areas such as innovation or research
within the last few decades (Paulson et al., 2004; Schryen
and Kadura, 2009; Von Krogh and Spaeth, 2007), the dis-
course surrounding the openness of Gen Al models presents
unique complexities due to the distinctive characteristics
of this technology, including e.g., potential dual use and
run-away technological progress.

This paper argues that the success of open source in tra-
ditional software could be replicated in Gen Al with well-
defined and followed principles for responsible development
and deployment. To this end, we begin by defining differ-
ent stages of Gen Al development/deployment, followed by
an empirical analysis of the openness of existing models
through a taxonomy. With this framework, we then focus
on evaluating the risks and opportunities presented by open
and closed source Gen Al in the near to mid-term. Finally,
we make a case for the responsible open sourcing of gen-
erative AI models developed in the near to mid-term
stages, presenting recommendations to developers on how
to achieve this safely and efficiently.

2. Preliminaries

To frame our analysis of the impacts of open sourcing gen-
erative Al models, we start by defining three-stages of Al
development and outline the current pipelines involved in
training, evaluating and deploying Large Language Models
(LLMs). We focus on LLMs in these definitions and in §3.2
as this is the modality with the most prolific model devel-
opment and open-sourcing at the moment, but note that it
would be easy to extend our analysis to other modalities.

Stages of Development of Gen AI Models Our three-part
framework (Figure 1) to describe the evolution of gener-
ative Al focuses on adoption rates and technological ad-
vancements instead of time elapsed (similar to Anthropic,
2023). The near-term stage is defined by the early use and

exploration of existing technology, such as deep learning
with transformer and diffusion model architectures, utilizing
large datasets. This phase is characterized by experimenta-
tion, with increasing levels of development, investment and
adoption. The mid-term is defined by the widespread adop-
tion and scaling of existing technology, and the exploitation
of its benefits. We conceptualize this as moving along a
predictable ‘capability curve’, whereby more resources and
usage will lead to greater benefits (and risks), but technolog-
ical capabilities have not radically improved. Increasing use
of multimodal models, agentic systems, and retrieval aug-
mented generation are expected at this stage. The long-term
is defined by a technological advance that will create dramat-
ically greater Al capabilities, and therefore more risks and
opportunities. This could manifest as a novel Al paradigm, a
departure from traditional deep learning architectures, more
efficient data utilization, among others, leading to more
powerful Al models. In this paper, we focus primarily on
analyzing the risks and opportunities of open-source Gen
Al in the near to mid-term stages.

Training, Evaluating, and Deploying LLMs The compo-
nents typically involved in the (1) training, (2) evaluation,
and (3) deployment of models are shown in Figure 2, and
they can be divided into two categories: Code and Data.
We briefly describe each of the stages below, and provide a
more in-depth component description in Appendix A.

Model training processes can be grouped into three distinct
stages: pre-training, where a model is exposed to large-scale
datasets composed of trillions of tokens of data, with the
goal of developing fundamental skills and broad knowledge;
supervised fine-tuning (SFT), which corrects for data qual-
ity issues in pre-training datasets using a smaller amount
of high-quality data; and alignment, focusing on creating
application-specific versions of the model by considering
human preferences. Once trained, models are usually evalu-
ated on openly available evaluation datasets (e.g., MMLU
by Hendrycks et al., 2020) as well as curated benchmarks
(e.g., HELM by Liang et al., 2022). Some models are also
evaluated on utility-oriented proprietary datasets held in-
ternally by developers, potentially by holding out some of
the SFT/alignment data from the training process (Touvron
et al., 2023a). On top of utility-based benchmarking, de-
velopers sometimes create safety evaluation mechanisms
to proactively stress-test the outputs of the model (e.g., red
teaming via adversarial prompts). Finally, at the deployment
stage, content can be generated by running the inference
code with the associated model weights.

3. Openness Taxonomy of LL.Ms

Model developers decide whether to make each component
of the training, evaluation and deployment pipeline (Figure
2) private or public, with varying levels of restrictions for
the latter. For instance, the developers of LLaMA-2 have
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Figure 3: Openness Scale: categorization of the levels of
openness of the code and data of each model component.
See Table 1 (Appendix B) for the restrictions of each license.

publicly released the model architecture and weights, yet
they have not shared the code or reward model for Rein-
forcement Learning from Human Feedback (RLHF) used
in the Alignment components (Touvron et al., 2023a). To
properly evaluate the openness of each component, we intro-
duce a classification scale for Gen Al models in §3.1, which
we then apply to 40 high impact LLMs in §3.2. This will
help contextualizing the risks and opportunities discussed
in §4, and the responsible open sourcing argument we make
in §5. An up-to-date version of the taxonomy of LLMs is
also available on this link.

3.1. Classifying Openness for Gen AI Code and Data

We introduce a framework for categorizing the openness
of each component of Gen Al pipelines (e.g., Figure 2).
At the highest level, a fully closed component is not pub-
licly accessible in any form (Rae et al., 2022). In contrast, a
semi-open component is publicly accessible but with certain
limitations on access or use, or it is available in a restricted
manner, such as through an Application Programming In-
terface (API) (Achiam et al., 2023). Finally, a fully open
component is available to the public without any restrictions
on its use (Xu et al., 2022). Further, the semi-open category
comprises three subcategories, delineating varied openness
levels (see Figure 3). Distinctions are made between Code
(C1-C5) and Data (D1-D5) components, where C5/D5 repre-
sents unrestricted availability and C1/D1 denotes complete
unavailability. For semi-open components, their classifica-
tion relies on the license of the publicly available code/data.

To evaluate the licenses we introduce a point-based system
where each license gets 1 point (for a total maximum of 5)
for allowing each of the following: can use a component
for research purposes (Research), can use a component
for any commercial purposes (Commercial Purposes), can
modify a component as desired (with notice) (Modify as
Desired), can copyright derivative (Copyright Derivative
Work), publicly shared derivative work can use another
license (Other license derivative work). The total num-
ber of points is indicative of a license’s restrictiveness. A
Highly restrictive license scores 0-1 points, aligning with
openness levels of code C2 and data D3, imposing signifi-
cant limitations. A Moderately restrictive license, scoring
2-3 points (code C3 and data D3), allows more flexibility
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Figure 4: Distribution of Openness Levels by Pipeline
Component: openness level distribution for each of the
pipeline components of the 40 LLMs studied. Color leg-
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but with some limitations. Licenses scoring 4 points are
Slightly restrictive (code C4 and data D4), offering broader
usage rights with minimal restrictions. Finally, a Restric-
tion free license scores 5 points, indicating the highest level
of openness (code C5 and data D5), permitting all forms of
use, modification, and distribution without constraints.

In Table 1 (Appendix B) we provide a full table with the
openness licenses and levels of all models studied in §3.2.

3.2. Openness Taxonomy of Current LLMs

We analyzed the pipeline components of 40 high-impact
LLMs released from 2019 to 2023, chosen by optimizing
three key impact metrics: ChatBot Arena Elo Rating, a
crowdsourced benchmark score comparing models'; Google
Scholar Citations, indicating each model’s academic impact;
and HuggingFace Downloads Last Month, reflecting the
usage of models openly available on HuggingFace. While
we included models that scored high on any of these metrics,
we also decided to include other released models for the
sake of diversity. Due to space constraints, the full model
list is in Table 2 (Appendix B).

A full table with the taxonomy of each of the model com-
ponents is presented in Table 3 (Appendix B). In Figure
4, we show the distribution of openness levels for each of
the pipeline components analyzed. Figure 4 clearly shows
a balance between open and closed source deployed com-
ponents (inference code and weights); however, a notable
skew exists towards closed source in training data (such
as fine-tuning and alignment) and, importantly, in safety

Introduced in 05/2023; older models may be underrepresented.
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evaluation code and data. To fully leverage open source
benefits and mitigate risks discussed in the next sections,
a significant shift toward responsible development and de-
ployment of open-source generative Al is necessary.

4. Near to Mid-term Risks and Opportunities
of Open Source Gen AI Models

We describe the risks and opportunities provided by open-
source models in the near and mid-term (as defined in §2).
Our focus is how open source catalyses, minimizes or cre-
ates risks and benefits compared to closed source — rather
than Gen Al in general. Unless stated explicitly, we refer
to all artifacts and components of AI when using the term
“open source”.

The Challenges of Assessing Risks and Benefits Gen Al
systems can be evaluated through a variety of methods and
frameworks, such as benchmarks like HELM and Big-Bench
for task evaluation, Chatbot Arena for crowd-sourced model
comparisons, and red teaming for exploratory evaluation
(Guo et al., 2023; Liang et al., 2023; Srivastava et al., 2023).
However, these approaches face limitations like limited eco-
logical validity and data contamination (Li et al., 2023a;
Sainz et al., 2023; Zhou et al., 2023b), and provide only
a partial view of how models will perform in real-world
settings. In response, some experts suggest socio-technical
evaluations that are focused on real-world applications (Wei-
dinger et al., 2023; Solaiman et al., 2023). This is supported
by calls for comprehensive pre-release audits of models,
datasets, and research artifacts (Derczynski et al., 2023;
Mokander et al., 2023; Rastogi et al., 2023). However, even
holistic approaches to evaluation face substantial challenges,
such as the rapid and unpredictable evolution of Al capa-
bilities, the difficulty of standardizing measurements due to
the fast pace of change, and the research community’s lim-
ited insight into AI’s industrial applications. This invariably
leads to partial and incomplete evidence. As such, while
we use diverse evidence to examine and support our argu-
ments, it is important to recognize the challenges in reaching
definitive conclusions as a result of these limitations.

4.1. Quality and Transparency

© Open Models are More Flexible and Customizable
Having access to open-source models, datasets, and assets
significantly aids developers in creating models that are high-
performing and specifically tailored to their use-case. Devel-
opers have access to far more training approaches, models
and datasets. This gives them a powerful starting point
when creating a model for a specific application. It also
particularly helps cater to less well-resourced languages,
domains, and downstream tasks (Bommasani et al., 2023a),
as well as enabling personalized models that cater to distinct
groups and individuals (Kirk et al., 2023). This has created
widespread positive sentiment towards open source, which

can be seen in venture capital firm’s significant investment
in open-sourcing efforts (Bornstein and Radovanovic, 2023;
Horowitz, 2023), and the growing adoption of open-source
models by companies (Marshall, 2024).

© Open Source Improves Public Trust Through More
Transparency Nearly three out of five people (61%) are ei-
ther ambivalent about or unwilling to trust Al, with Gillespie
et al. (2023) reporting that cybersecurity risks, harmful use,
and job loss are the “potential risks” that people are most
concerned about. Closed source models pose challenges for
evaluating, benchmarking, and testing them which impede
accessibility, replicability, reliability, and trustworthiness
(La Malfa et al., 2023). Transparency is a powerful way of
improving trust, and addressing this critical problem. Trans-
parency includes providing clear and explicit documentation,
such as provenance artefacts like model cards, datasheets,
and risk cards (Gebru et al., 2021; Derczynski et al., 2023;
Longpre et al., 2023). They can be used to assess and review
datasets and models, and are widely-used in the open source
community. Open source is itself the best way of creating
transparency. It enables widespread community oversight
as models and datasets can be interrogated, scrutinised, and
evaluated by anyone, without needing to seek approval from
a central decision-maker. This empowers developers, re-
searchers and other actors to engage with Al and contribute
to discussions, encouraging a culture of contribution and ac-
countability (Sanchez, 2021). At the same time, the highly
technical nature of Al research creates substantial barriers
to typical citizens. As such, more transparency may not
alone drive greater trust — research outputs also need to be
accessible and understandable by non-experts (Mittelstadt
etal., 2019).

4.2. Research and Academic Impact

© Open Source Advances Research Compared to the
machine learning landscape a decade ago, the availability
and continuous growth of open source in recent years has
enabled the community to do more diverse and innovative
research. This includes researchers exploring the inner work-
ings of models through jailbreaking and quality checking
for unsafe, harmful, and biased content (see §4.4) as well
as probing for misuse of copyrighted data, which can po-
tentially lead to class-action lawsuits (see §4.5). Likewise,
the availability of code, data, and proper documentation
of open models have allowed researchers to develop novel
breakthroughs (e.g., DPO (Rafailov et al., 2023) as a more
cost-efficient substitute for RLHF (Ouyang et al., 2022) for
capturing human preference), which have been proven to
boost open models to gain comparable performances against
their closed model counterparts. Closed models, on the other
hand, only grant limited access through API calls and re-
strict access to essential model generation outputs such as
logits and token probabilities. Such limitations restrict re-
searchers from forming deeper methodological insights and
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limit reproducibility of their research (Rogers, 2023).

4.3. Innovation, Industry and Economic Impact

© Open Source Empowers Developers and Fosters In-
novation Closed source models accessed via an API make
product developers reliant on an external provider for essen-
tial components of their product or system. This reliance
can limit control and maintainability, especially as models
can be updated or removed without warning by their owners.
Further, with a closed model developers may not own their
data or have full control over their data pipeline, which can
make it more difficult to innovate on design, steer model
performance, change aspects of their system, or understand
their own workflows. In contrast, open models offer sig-
nificant advantages. Developers can modify the model ac-
cording to their needs, have complete understanding and
transparency of the model, and control the data pipeline,
which greatly enhances privacy and auditability (Culotta
and Mattei, 2023). One important consideration is whether
models are released with permissive licenses that suit com-
mercial usecases (see commercial use in §2). This is in-
creasingly common with more recent releases. Open-source
models could be particularly beneficial in the emerging field
of generative Al-powered agents (Chan et al., 2024), where
outputs involve performing digital or physical actions (for
early examples see Adept’s blog post (AdeptTeam, 2022),
and Amazon’s press release (Amazon, 2023)). In this con-
text, product developers are likely to value having more
control over models, being able to deploy them on-device,
and integrate them in larger, more complex systems.

© Open Source Can be More Affordable Al models can

enhance individual productivity by automating repetitive
and time-consuming tasks, and augmenting workers when
completing more complex and high-value tasks. This can
help narrow the productivity gap between workers, improv-
ing minimum performance standards (Dell’Acqua et al.,
2023). In principle, open-source Al models increase these
benefits as they are available for free. However, substantial
operational costs are still involved, such as the staff required
to run the models, the time of leadership to organise and
oversee their use, and the compute costs for inference (Palaz-
zolo, 2023). Some enterprises might also apply additional
protections for security and data to ensure compliance when
using open-source models, adding further costs. Whether
open source is cheaper overall than closed source depends
on the maturity and capabilities of the organisation. Gener-
ally, larger corporations can bear the overheads involved in
open source and overall make substantial savings.

© Open Source Can be Easier to Access Open-source
models are increasingly easy to use and access, with a range
of vendors providing SDKs, APIs and downloadable files,
such as Replicate, Together, and HuggingFace. Further,
they typically require few approvals to start using models,

in comparison with more onerous signup processes from
closed source providers. One important area where open
source lags behind closed source is in providing user inter-
faces aimed at non-technical audiences. While ChatGPT is
easy to interact with and well-known amongst the general
public, few open-source models have widely-used Uls.

© Open Source Could Achieve Comparable Perfor-
mance Today, the preference for closed source models
stems from their user-friendly packaging, cost-effectiveness
(with lower-income individuals predominantly opting for
free versions, see Mollick, 2023), and potentially superior
performance across various tasks (Open LLM Leaderboard).
However, these dynamics are likely to shift in the near to
mid-term. Firstly, with the growth of open source develop-
ment, the performance gap between open and closed source
models is expected to narrow significantly (UK-gov, 2023).
Further, open source might be better in specific applications
and contexts (see §4.3), driving adoption.

© Open Models Could Help Tackle Global Economic
Inequalities Knowledge workers in low-income nations,
including workers in sectors like call centers and software
development, face serious risk of job losses as Al mod-
els automate and semi-automate their work. Further, if Al
models fail to adapt to local contexts or remain financially
inaccessible, the expected economic benefits and new job
opportunities may not arise, worsening economic inequali-
ties (Georgieva, 2024). This is a concern as closed source
models are often (1) unaffordable for companies in low-
income countries and (2) badly-suited to their needs (see
§4.5). Local needs are often not met because they lack ad-
equate language support, culturally relevant content, and
effective safety measures. This results in higher costs and
lower performance, compounding the global inequalities
that could be caused by generative Al (Petrov et al., 2023;
Ahia et al., 2023). In contrast, open models could signifi-
cantly change this dynamic. With requisite skill building
and support for different communities, open models would
enable communities to tailor models to their specific con-
texts and needs, promoting local innovation, safety, security,
and reduced bias. This shift could help bridge the growing
global inequality gap, paving the way for a more equitable
and inclusive future in generative Al.

4.4. Safety

Generative Al models can create safety risks by increasing
the severity and prevalence of harm experienced by indi-
viduals and society at large. This can take many forms, in-
cluding physical, psychological, economic, representational
and allocational harms (Shelby et al., 2023; Weidinger et al.,
2023). The primary risks from current and near-term gener-
ative Al capabilities comprise two distinct pathways. The
first is malevolent use by bad actors: individuals or orga-
nizations might exploit Al to create damaging content or
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enable harmful interactions, such as personalized scams, tar-
geted harassment, sexually explicit and suggestive content,
and disinformation on a large scale (Vidgen et al., 2023;
Ferrara, 2023). The second is misguidance of vulnerable
groups: inaccurate or harmful advice from Al could lead
vulnerable individuals, including those with mental health is-
sues, to engage in self-harm (Mei et al., 2022; 2023; Rottger
et al., 2023), radicalise towards supporting extremist groups,
or believe in factually inaccurate claims about elections,
health, and the environment (Zhou et al., 2023a). In the
long-term, Al might develop capabilities that present novel
existential threats, creating “catastrophic” consequences for
society such as chemical warfare and environmental disaster
(Hendrycks et al., 2023; Shevlane et al., 2023; Matteucci
et al., 2023). However, these risks are not a substantial
concern for existing models given their limited capabilities.
Thus, in the near to mid-term, Al safety primarily means
preventing models from generating toxic content, giving
dangerous advice, and following malicious instructions.

© Open Source Enables Technological Innovation for
Safety Open source has significantly advanced safety re-
search in the entire model development pipeline. Large
open datasets for pre-training, like the Pile (Gao et al.,
2020) (released for GPT-Neo, studied in the taxonomy §3.2),
Laion (Schuhmann et al., 2022), and RedPajama (Computer,
2023), can be analysed for whether they contain toxic con-
tent (Prabhu and Birhane, 2020). Similarly, open research
has shown model fine-tuning to be highly efficient in both
improving model safety and removing model safeguards
(e.g. Bianchi et al., 2023; Qi et al., 2023). Unlike closed
APIs, open model analyses permit in-depth exploration of
internal mechanisms and behaviors (e.g. Jain et al., 2023;
Casper et al., 2024). This transparency enables reproducible
and comprehensive evaluations, strengthening our under-
standing of generative Al safety for models with near and
mid-term capabilities. Open source has also driven inno-
vation in developing safeguards and controls for models,
such as Meta’s LlamaGuard (Inan et al., 2023) and Hugging-
Face’s Safety Evaluation Leaderboard.

© Open Models Can Also be Made to Generate Unsafe
Content The flexibility of open-source models, as discussed
in §4.1, has its drawbacks. Despite their initial alignment,
these models can be fine-tuned to produce unsafe content, as
exemplified by GPT4Chan and various “uncensored models”
on the HuggingFace hub, designed to execute any instruc-
tion, irrespective of its safety implications. It is important to
recognize, however, that closed models are not impervious
to similar risks. Jailbreaks can induce unsafe behaviors in
closed models as well (Zou et al., 2023), and recent studies
have demonstrated that closed models can easily be fine-
tuned to become just as unsafe as open ones (Qi et al., 2023).
Nonetheless, ongoing advancements in generative Al safety
technology (Dai et al., 2023), particularly through open
models, hold the potential for mitigating these risks in the

near to mid-term horizon.

© Open Models Cannot be Rolled Back or Updated
Once a model is made public, anyone can download it and
use it indefinitely. In principle, benign users’ access (e.g.,
researchers or rule-abiding corporations) can be regulated
through license modifications. However, not all benign users
will be aware of license changes and malicious actors will
choose to not follow them. This creates a safety risk as any
problems that have been identified post-deployment cannot
be addressed. In comparison, closed model developers can
cut off access to unsafe models if they are gatekept through
an API. To reduce these risks, open source developers and
the communities that host models (e.g., HuggingFace) must
adhere to responsible release and access policies (e.g. So-
laiman 2023; Solaiman et al. 2023; Anthropic 2023).

4.5. Societal and Environmental Impact

© Open Source Models Can Reduce Energy Use Al
model training incurs significant environmental costs from
the energy consumption of compute resources. (Strubell
et al., 2019; Wu et al., 2022). These impacts, measurable
in CO, emissions, span the entire Al development process,
including training and inference (Verdecchia et al., 2023;
Kumar and Davenport, 2023). While accurately quantifying
emissions for cloud providers is challenging due to vari-
ables like hardware utilization, team practices, geography,
and time of day, industry-wide energy consumption can be
reduced by sharing of resources that are energy-intensive to
create, such as model weights (Saenko, 2023). In addition,
open-sourcing can lead to transparent profiling of code to
identify energy bottlenecks. This can then be addressed
by the community, creating more energy-efficient training
methods. For instance, some researchers have put forward
small model development paradigms (Schwartz et al., 2019).

© Open Models Can Help With Copyright Disputes One
of the major legal issues surrounding generative Al is the use
of copyrighted data for training without explicit permission
(Firm and Butterick; Metz, 2024). This has mostly been
identified because models regurgitate memorized data when
prompted in specific ways (Karamolegkou et al., 2023; Car-
lini et al., 2022). The lack of transparency about what data
are used in model training for both open and closed source
(highlighted in §3.2) can lead to confusion, uncertainty, and
misattribution. Open models that release, or describe, their
training data can help address these issues of data privacy,
memorization and the “fair use” of copyrighted materials.
Crowd-sourced data curation also offers a way of minimiz-
ing use of proprietary datasets in the future, reducing the
risk of copyright disputes (Hartmann et al., 2023).

© Open Models Can Serve the Needs and Preferences
of Diverse Communities To address global needs effec-
tively, it is crucial that models do not only reflect the values
of people who are liberal, culturally Western, and English
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speaking (Aroyo et al., 2023; Lahoti et al., 2023). However,
models are largely trained on data from the Internet, which
is often biased to such people (Joshi et al., 2020). There is
a pressing need to make pre-training datasets more diverse,
inclusive and representative. In the short-term, models can
be steered to meet the needs of different contexts, languages,
and communities. Open source is a powerful way of achiev-
ing this as it enables under-resourced actors to build on top
of each other’s contributions. For instance, platforms like
HuggingFace host a vast array of models, with many de-
signed for specific cultural, geographic, or linguistic needs,
e.g., Latxa (Bandarkar et al., 2023) and LeoLLM (Pliister),
covering diverse domains (e.g. Li et al., 2023b).

© Open Source Helps Democratize A1 Development
Open source empowers developers to utilize resources from
major organizations (e.g., companies, governments or re-
search labs), facilitating the reuse of assets and leading to
time, effort and money savings. This is crucial for Al devel-
opment, which is characterized by high costs and complex-
ity, from pre-training models that can cost millions (Knight,
2023) to the creation of expensive human-labeled datasets.
This creates a clear societal benefit by enabling non-elites
to access and use Al, which can include creating economic
opportunities (see §4.3). It is important to acknowledge that,
at a higher level, open-source models still contain key deci-
sions, datasets and approaches that influence what is built on
top of them. In this sense, they are currently undemocratic.
They are informed by the values and market priorities of
their largely for-profit driven developers.

5. Responsible Open Sourcing of Near to
Mid-Term Generative Al

5.1. Addressing Common Concerns on Open Sourcing
Generative AI

Despite the many benefits of open source, concerns sur-
rounding the increased potential for malicious use, and un-
certainty about its societal impact, have prompted calls for
keeping generative Al closed source (Seger et al., 2023).
There are real risks associated with open-source models.
However, we believe these are sometimes exaggerated, pos-
sibly motivated by the economic interests of market leaders.
Most concerns about open sourcing near to mid-term Al
models are also pertinent to closed source models.

CLAIM #1: Closed Models Have Inherently Stronger
Safeguards than Open-Source Models Several studies
demonstrate that closed models typically demonstrate fewer
safety and security risks, compared to open source (Rottger
et al., 2023; Chen et al., 2024; Sun et al., 2024). However,
closed models still demonstrate weaknesses, and are par-
ticularly vulnerable to jailbreaking techniques (Zou et al.,
2023; Chao et al., 2023). Closed model safeguards are easily
bypassed through simple manipulations like fine-tuning via
accessible services (Qi et al., 2023), prompting the model to

repeat a word (Nasr et al., 2023), applying a cypher (Yuan
et al., 2023), or instructing the model in another language
(Deng et al., 2023; Yong et al., 2023). Completely prevent-
ing models from exhibiting undesirable behaviors might
not even be possible (Wolf et al., 2023; Petrov et al., 2024).
Therefore, it is not clear that closed models are definitively
“safer” than open-source models. We also anticipate that
gaps will narrow over time as open safeguarding methods
continue to improve.

CLAIM #2: Access to Closed Models Can Always be Re-
stricted Closed models are often considered more secure
because access can be restricted or removed if problems
are identified. However, closed models can be compro-
mised via hacking, leaks (Cox, 2023), reverse engineering
(AsuharietYgvar, 2021) or duplication (Oliynyk et al., 2023).
This perspective also assumes that models are only offered
through an API. But some closed models are delivered on
premise/device, particularly for sensitive deployments (e.g.,
government applications). In such cases, access may not
be retractable. Finally, closed models can be leaked, e.g.,
Mistral’s 70B parameter was leaked by one of their early
customers (Franzen, 2024). Given these factors, developers
do not always have the ability to unilaterally revoke access.

CLAIM #3: Closed Source Developers Can be Regulated
to be Safer Regulatory pressure is primarily aimed at large
companies building closed source models (e.g., see White
House Executive Order). While it can create incentives
for safe model development, regulation is not a panacea,
and several closed source models have been released that
are uncensored, poorly safeguarded (Verma, 2023) or de-
liberately misaligned (Burgess, 2023; Cuthbertson, 2023;
Roscoe, 2023). It is also not clear that regulating closed
source models is an effective way of stopping malicious
actors (Lockie, 2015; Wootson, 2023), who are capable of
creating and distributing their own closed source models
via illicit sales channels (Sancho and Ciancaglini, 2023).
Instead, it might create higher costs for legitimate users who
are restricted in what models they can access (Wu et al.,
2023).

CLAIM #4: All Safety and Security Problems Must be
Addressed By the Model Provider It is becoming in-
creasingly clear that, because of the numerous potential
applications of generative models, all safety risks cannot
be simply identified (and stopped) by the model provider.
First, most model risks depend on the context and actors,
and their real-world resources. For instance, real-world con-
straints significantly hinder activities like acquiring chem-
icals, equipment, or weapons, thus limiting open source’s
potential for misuse in such endeavors. Second, models may
not have a causal impact on actors if they either (a) have
other means of inflicting harm — such as searching on the
web for malicious information — or (b) pay little attention to
the responses of the model. Third, in practice, other stake-


https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/

Position: Near to Mid-term Risks and Opportunities of Open-Source Generative Al

holders help protect people from risk through established
safeguarding practices, such as Internet Service Providers,
cloud services, social media, and law enforcement. Given
these factors, safety and security issues cannot be seen as
solely the responsibility of the model provider.

5.2. Recommendations for Safe and Responsible Open
Sourcing of Near to Mid-term Gen AI Models

To safely and responsibly open-source Gen Al models, we
outline five important priorities for developers, starting with
technical recommendations ahead of broader responsibility
and socio-technical considerations.

Enhance Data Transparency and Provenance Responsi-
ble open sourcing is linked to greater transparency across
the entire the model pipeline. As illustrated by Table 3 (Ap-
pendix B), a lack of data transparency is a problem even
in relatively open LLMs. Making training and evaluation
data publicly available enhances the community’s capac-
ity to scrutinize models’ capabilities, risks, and limitations,
thereby unlocking many of the advantages outlined in §4. It
also holds the potential to develop models pre-trained for
safety rather than aligned post-hoc. We believe this is an
area where more research is needed which requires more
parts of the pipeline to be open. Additionally, transparency
in dataset composition, including metadata like copyright,
is crucial. Maintaining comprehensive audit logs detailing
chains of custody, transformations, data augmentation, and
synthesis processes is increasingly vital.

Improve Open Evaluation and Benchmarking There
has been much progress in open benchmarking of general
LLM capabilities (e.g. LMSys, HELM, AlpacaEval), but
there is an outstanding need for benchmarks that are specific
to particular domains and impact areas, including model
safety. This is poignant since, as highlighted in §3.2, most
developers do not release their safety training and evaluation
data. Generally, new models should be evaluated pre-release,
so that their capabilities, risks, and limitations are made
clear from day one. Evaluations should include assessments
as related to the variety of risks outlined in §4.

Conduct Multilevel Security Audits Open source affords
pre- and fine-tuning of models for any downstream tasks.
For mission-critical tasks, particularly in areas like mental
health, multi-level security audits and procedures must be
meticulously designed, documented, implemented, and pub-
licly reported. This should encompass both manual and auto-
mated testing, ranging from adversarial jailbreak prompts to
expert-led red-teaming for common and edge case exploits,
where financially viable. Additionally, incorporating static
and dynamic analysis toolchains into developers’ IDEs is
essential to detect vulnerabilities early in the development
process. Establishing and promoting safe design patterns for
Gen Al development within the community is also crucial.
Once ready for deployment, it is important that developers

engage with the wider safety research community to allow
for further third-party testing in controlled sandboxes closer
to the released model environment.

Compare with Closed Source Models Open-source mod-
els offer advantages like enhanced privacy, customization,
transparency, efficiency, and cost-effectiveness. In con-
trast, commercial closed-source models can stand out in
performance, usability, and liability protections. Therefore,
comparing the models with their closest commercial closed
source alternative is important to quantify, clarify, and un-
derstand the trade-offs involved in open sourcing decisions.

Conduct Studies of Broader Societal Impact As high-
lighted in §4.5, properly developed open models can reduce
Gen Al energy consumption, aid in resolving copyright
disputes, cater to diverse communities, and help democra-
tize Al development. To realize these benefits, it’s crucial
to undertake comprehensive broader societal impact stud-
ies. These should include evaluating corporate practices in
model design and management, initiatives for enhancing
data diversity and representation, and transparency reports
on the environmental impact of the models.

6. Conclusion

The recommendations in §5.2 are a result of combining the
openness trends of currently available models in §3.2 with
the analysis of §4 on the potential risks and opportunities
of open sourcing near to mid-term models. Following this
discussion, we advocate for the responsible open sourcing
of near to mid-term Gen AI models.

Note that our position is a balanced one. We advocate that
developers should be allowed and encouraged to responsibly
open-source Gen Al models developed in the near to mid-
term stages, in as much as it makes economic sense for
them to do so. Building Gen AI models is an expensive
process, and we are sensitive to the argument that for-profit
companies should be able to reap some of the financial
benefits of their investments in building the technology. Any
other position on this matter (e.g., forcing companies to
open source their models/pipelines) would seriously risk
investment and progress in this area.

However, often for-profit entities will claim open source
Gen Al is fundamentally unsafe, and will publicly use this
to argue against the open sourcing of these models altogether.
This discourages other developers from open sourcing, and
we believe this is one of the main factors that contributes to
the current skew in the landscape presented in the taxonomy
of §3.2 (Figure 4). We reject this argument, and argue in
§4 and §5 that (1) there are many benefits that can only be
achieved through open sourcing, and (2) the risks are often
exaggerated by these for-profit entities. By making these
impacts explicit and laying out recommendations for the
responsible open sourcing of these models, our aim is to
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encourage developers to improve the notable skew in Figure
4. This does not mean all models will be open-sourced, only
that there would be an improved balance. We note that this
should always be voluntary rather than imposed, to avoid
disrupting the investment in the area.

Our work underscores the importance of mitigating risks and
addresses prevalent concerns, thereby paving the way for
realizing the vast potential benefits open-source generative
Al offers.

7. Related Work

The debate around open sourcing Gen Al differs from the
well-studied impacts of open-source software on society
(Jaisingh et al., 2008) due to the unique characteristics of
the technology. As such, we report related works on two
axes: (1) examining the broader impact of Gen Al, and (2)
on the debate around open sourcing these models.

The Impact of Gen AI There are many works that focus
on the risks and benefits of the technology as it exists to-
day, particularly with respect to areas such as science &
medicine (Al4Science and Quantum, 2023; Fecher et al.,
2023), education (Alahdab, 2023; Cooper, 2023; Malik et al.,
2023), the environment (Rillig et al., 2023), among others.
Other research evaluates the potential impacts of a capabil-
ity shift Seger et al. (2023), emphasizing the critical impor-
tance of transparency in analyzing Al failures (Kapoor and
Narayanan, 2023a;b).

On Open Sourcing Gen AI Models A main line of discus-
sion centers on the definition of open sourcing Gen Al, high-
lighting the role of disclosing the training pipeline, weights,
and data in achieving the benefits of open source (Bom-
masani et al., 2023b;a; Liesenfeld et al., 2023; Seger et al.,
2023; Shrestha et al., 2023). Notably, Al systems typically
encompass more than just code, necessitating custom re-
lease pipelines (Liu et al., 2023). Others (LAION.ai, 2023;
Hacker et al., 2023; Tumadéttir, 2023) highlight the need to
differentiate open-source systems from a regulatory stand-
point, to avoid compliance costs unsustainable for open
source contributors (Parliament, 2023). Many highlight the
risks of centralization in absence of open source (Seger
et al., 2023; Horowitz, 2023). On the other hand, open mod-
els may exacerbate the risks of misuse (Bommasani et al.,
2021; Alaga and Schuett, 2023) unless proper measures are
instituted for responsibly open-sourcing them. Interestingly,
it has also been shown that open Gen Al tends to be less
trustworthy than closed ones (Sun et al., 2024). A relevant
paper (Seger et al., 2023) analyzes the risks and benefits of
open models, and shapes recommendations for the near fu-
ture. In our work, we provide a holistic viewpoint centered
on near to mid-term models, including a taxonomy of the
current landscape and discussion of future impacts.

Impact Statement

This work presents an attempt at a comprehensive evalua-
tion of the risks and benefits associated with open-sourcing
generative Al models as well as a list of prescriptions for
responsible open-sourcing. The speculative nature of our
work comes naturally with a broad impact potential. From a
regulatory viewpoint, this paper could influence policy mak-
ers in the decision-making process concerning lawmaking
oriented to open-source generative Al. Also, the impact on
companies and open-source communities’ release processes
is potentially significant, considering the recent extremely
high interest in developing and releasing open-source mod-
els. We stress that although our analysis is thorough, our risk
assessment has fundamental assumptions that must be re-
spected, and re-evaluated in case of disruptive unpredictable
changes violating our hypotheses.

Disclaimer

This paper represents the collaborative effort of a diverse
group of researchers, each bringing their own unique per-
spectives to the table. We note that not every viewpoint ex-
pressed within this work is necessarily unanimously agreed
upon by all authors.
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A. Further details on training, evaluation and deployment

Model training (1) processes can be grouped into three distinct stages:

1. Pre-training, where a model is exposed to large-scale datasets composed of trillions of tokens of data, typically scraped
from the internet and usually uncurated. The goal is for the model to see a diversity of data, and through that process
develop fundamental skills (e.g., grammar, vocabulary, text structure) and broad knowledge (Gao et al., 2020; Radford
et al., 2019). An example of a commonly used open source dataset for pre-training LLMs such as LLaMA or GPT-J is
The Pile which combines 22 smaller datasets into a diverse 825Gb text dataset (Gao et al., 2020; Touvron et al., 2023a;
Wang and Komatsuzaki, 2021).

2. Supervised fine-tuning (SFT), which is intended to correct for data quality issues in pre-training datasets. Usually, a
much smaller amount of high quality data is used to improve model performance. Several works observe that at this
stage the quality of the data used is essential to the downstream performance of the models (Zhou et al., 2024; Ouyang
et al., 2022; Touvron et al., 2023b; Team et al., 2023), with the authors of LLaMA-2 pointing out that “by setting aside
millions of examples from third-party datasets and using fewer but higher-quality examples from our own vendor-based
annotation efforts, [their] results notably improved.” (Touvron et al., 2023b).

3. Alignment, which is used to create an application-specific version of the foundation model (e.g., a chatbot or translation
model). Reinforcement Learning with Human Feedback (RLHF) or Direct Preference Optimisation (DPO) (Ouyang
et al., 2022; Touvron et al., 2023b) is used to create a model that follows instructions and is better-aligned with human
preferences. With RLHF, a dataset of human preferences over model outputs is used to train a Reward model, which in
turn is used with a reinforcement learning algorithm (e.g., PPO; Schulman et al., 2017) to align the LLM. RLHF is
not used in models released prior to 2022 (Brown et al., 2020; Xue et al., 2020; Smith et al., 2022), and it is unclear
whether the RLHF is used in models such as PaLM-2 (Anil et al., 2023).

Once trained, models are usually evaluated (2) on openly available evaluation datasets such as MMLU or NaturalQuestions
(Hendrycks et al., 2020; Kwiatkowski et al., 2019) as well as curated benchmarks such as HELM, BigBench EleutherAI’s
Evaluation Harness (Liang et al., 2022; Srivastava et al., 2022; Gao et al., 2023). Some models are also evaluated on
proprietary datasets held internally by developers, potentially by holding out some of the SFT/RLHF data from the training
process (Touvron et al., 2023b). However, there is little publicly available information on how this is implemented, and few
details are shared about the composition of such datasets. On top of utility-based benchmarking, developers sometimes
create safety evaluation mechanisms to proactively stress-test the outputs of the model. These include human-annotated
safety evaluation datasets (e.g., through creating adversarial prompts), as well as automatic safety evaluation algorithms
(Touvron et al., 2023b; Yuan et al., 2023). They are typically the result of applying techniques such as red teaming. Finally,
at the deployment stage (3), content can be generated by running the inference code with the associated model weights.

B. Full Taxonomy Tables

Important disclaimer: Table 3 focuses on component openness in model pipelines, not reproducibility. GLM-130B and
Falcon provide detailed training procedures, unlike GPT-4, yet those are all classified as C1 due to unreleased pre-training
code. A full reproducibility assessment falls beyond this report’s scope.
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. Commercial Modify as Cop'y rlght Other license . Code Data
License Research . derivative PR, Final score
Purposes Desired work for derivative Openness Openness
5
MIT/Mod. MIT Y Y Y Y Y (Restriction free)
5
Apache 2.0 Y Y Y Y Y (Restriction free)
Common Crawl 5
(ComCrawl) Y Y Y Y Y (Restriction free)
5
BSD-3 Y Y Y Y Y (Restriction free)
4
RAIL Y Y Y Y N (Slightly
restrictive)
3
LLaMA-2 Y Y? N Y N (Moderately
restrictive)
1
ODC-By Y Y Y Y N (Slightly
restrictive)
4
CodeT5 Data Y Y Y Y N (Slightly
restrictive)
: 4
z}fﬂgajama Data Y Y Y Y N (Slightly
restrictive)
1
OFT Data Y N N N N (Highly restrictive)
1
GLM-130B Data Y N N N N (Highly restrictive)
Falcon-180B 5
Data Y Y Y Y Y (Restriction free)

Table 1: License Openness Taxonomy: categorization of commonly used licenses in a variety of relevant open source
criteria, and resulting code and data openness categories.

18



Position: Near to Mid-term Risks and Opportunities of Open-Source Generative Al

Impact Metrics

Largest
Model Developer Mode% Size Release Date ChatBot Arena Elo Google Scholar HuggingFace Downloads

(params) Rating Citations Last Month
GPT-2 OpenAl 1.5B 02/2019 N/A 8,015 17,984,300
T5 Google 11B 10/2019 873 12,162 3,295,844
GPT-3 OpenAl 175B 05/2020 N/A 18,759 N/A
mT5 Google 13B 10/2020 N/A 1,439 631,429
GPT-Neo EleutherAl 2.7B 03/2021 N/A N/A 242,580
GPT-J-6B EleutherAl 6B 06/2021 N/A 465 95,620
CodeT5 Salesforce 16B 09/2021 N/A 703 23,549
Megatron-Turing Microsoft, NVIDIA 530B 1072021 N/A 379 N/A
Anthropic LM Anthropic 52B 12/2021 N/A 70 N/A
ERNIE 3.0 Baidu 260B 12/2021 N/A 248 728
Gopher DeepMind 280B 12/2021 N/A 598 N/A
GLaM Google 1.2T 12/2021 N/A 255 N/A
XGLM Meta 7.5B 12/2021 N/A 79 12,884
FairSeq Dense Meta 13B 12/2021 N/A 34 6,129
LaMDA Google 127B 01/2022 N/A 819 N/A
GPT-NeoX-20B EleutherAl 20B 02/2022 N/A 364 37,122
PolyCoder Carnegie Mellon 2.7B 02/2022 N/A 259 554
Chinchilla DeepMind 70B 03/2022 N/A 245 N/A
PaLM Google 540B 04/2022 1,004 2,342 N/A
OPT Meta 175B 05/2022 N/A 1,105 191,115
UL2 Google 20B 05/2022 N/A 99 20,731
BLOOM Big Science 176B 05/2022 N/A 814 1,172,142
GLM-130B Tsinghua University 130B 10/2022 N/A 129 345
Pythia EleutherAl 12B 12/2022 896 195 55,398
Awhropic 1758 Anthropic 1758 02/2023 N/A 55 N/A
LLaMA Meta 13B 02/2023 800 2,793 N/A
GPT-4 OpenAl N/A 03/2023 1,243 308 N/A
Claude Anthropic N/A 03/2023 1,149 N/A N/A
Cerebras-GPT Cerebras 13B 03/2023 N/A 23 124,561
Stable LM Stability AI 7B 04/2023 844 N/A 15,282
PaLM-2 Google N/A 05/2023 N/A 372 N/A
OpenLLaMA UC Berkeley 13B 06/2023 N/A N/A 58,991
Claude-2 Anthropic N/A 07/2023 1,131 N/A N/A
LLaMA-2 Meta 70B 07/2023 1,077 1,197 742,238
Falcon T 180B 09/2023 1,035 65 1,341,297
GPT-3.5-turbo OpenAl N/A 09/2023 1,117 N/A N/A
Mistral-7B Mistral AL 7B 10/2023 1,023 15 510,471
Grok-1 XAIL N/A 11/2023 N/A N/A N/A
Phi-2 Microsoft 2.7B 11/2023 N/A N/A 85,200
Gemini Google DeepMind N/A 12/2023 1,111 N/A N/A

Table 2: Model Information: table containing the basic information about each of the models classified under the openness
taxonomy. Developers highlighted in purple correspond to companies, in pink are non-profit entities, and in light blue

are government institutes. All data accessed on 28th of December 2023.
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Table 3: Model Pipeline Classification: openness classification of components of the training, evaluation and deployment
pipelines of currently available large language models. “N/A” in this table corresponds to "Not Applicable”, whereas “?7”’
means the information is not publicly available. If a model has more than one source of code or data source for a given
component, the final classification is taken by considering the strictest license. For conciseness, in the table header we use

”FT” as a stand in for "Fine-Tuning”.
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B.1. Open-source GenAl Governance

The urgency of assaying the risks and opportunities of open-
source GenAl is further underscored by recent regulatory
developments around the world. The EU AI Act (European
Parliament, 2021) has since matured into the world’s first
comprehensive and enforcable regulatory framework on
Al governance, and is set to introduce specific obligations
to providers and deployers (users) of open-source general
purpose Al models, and systems built thereon. President
Biden’s Executive Order on Al (House, 2023) is thought
to significantly affect open-source developers also, and, of
course, China’s approach to Al regulation continuous to be
governed by state intervention (Cyberspace Administration
of China; Translate, 2023). While these regulations may
carve in stone certain aspects of future open-source GenAl
governance, fundamental questions surrounding concepts
such as general-purpose models of systemic risk (EU Al
Act) or dual-use foundation models (Biden’s EO) remain up
to debate. Importantly, particularly in the case of the EU Al
Act, many regulations have been designed to be adaptable in
line with future technological progress. Our debate therefore
remains highly relevant to open-source GenAl governance.

Recent years have seen the emergence of regulatory frame-
works across the world that are already, or will soon, interact
with the real-world governance of open-source Gen Al mod-
els. These efforts have been accompanied by increasing
efforts at streamlining on the international stage, starting
from 2023 G7 Hiroshima Summit and the Bletchley dec-
laration (The UK Government, 2023), and culminating in
various national and transnational initiatives forming a net-
work of Al safety institutes in the United Kingdom (UK),
United States of America (US), European Union (EU), and
elsewhere. Prior to the launch of ChatGPT on November
29th, 2023, such regulations were mostly targeted at (i) con-
taining the spread of deepfakes in order to safeguard election
integrity — e.g., the EU’s 2022 amendments to the Digital
Services Act —, or (ii) to exercise wider information control
against the spread of “rumors”, such as the Chinese govern-
ment’s 2019 Regulations on the Administration of Online
Audio and Video Information Services (Sheehan, 2023). At
the same time, the economic benefits of open-source Al
models and systems have been almost unanimously recog-
nized across the world. The launch of ChatGPT, and its
rapid adoption among users worldwide, led policymakers to
focus on general-purpose Al (GPAI) regulation.

B.1.1. THE EU AI ACT

The first comprehensive regulatory framework governing
general-purpose Al — including provisions for open-source
Gen Al — may be the EU Al Act, which is expected to
come into full force by 2026 (European Parliament, 2021).
The legislation will apply to anyone putting Al services, or
their outputs, on the EU market for professional purposes,
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while exempting recreational or academic use, as well as
matters relevant to national security. It guards providers of
open-source general-purpose models against risks emanat-
ing from downstream use by limiting the providers’ respon-
sibilities to a number of transparency obligations. These
transparency obligations include the high-level documenta-
tion of training data provenance, as well a specification of
intended use cases. Entities deploying Gen Al deepfakes
are required to disclose their Al-generated nature. These
requirements will apply to small business owners to a lesser
degree. While comprehensive, the EU Al Act will not apply
to recreational or research use and will be superseded by
the EU member states’ individual national security inter-
ests. Open-source Gen Al providers may face additional
procedures and obligations if their models are classified
as general-purpose Al (GPAI) models of systemic risk, an
intentionally vaguely defined criterion that will be adapted
as technology progresses. Importantly, the EU Al Act, as
perhaps the EU’s first transnational legislation, explicitly
affirms the economic benefits of open-source Al

B.1.2. BIDEN’S EXECUTIVE ORDER

President Biden’s 2023 Executive Order (EO) on Safe, Se-
cure, and Trustworthy Artificial Intelligence (House, 2023)
continues to follow a “soft law” approach of earlier EOs,
largely trading enforceable regulation for voluntary industry
commitments (PricewaterhouseCoopers, 2024). Safety and
security measures surrounding Al technology include re-
quirements for developers to share red-teaming results with
the US federal government, and for companies working on
“dual-use” foundation models (i.e., systems with civilian and
military applications) and/or with large compute clusters to
provide regular activity reports. The National Institute of
Standards and Technology (NIST) is set up to play a key role
in developing standards for secure and safe Al Instead of
placing hard restrictions on the use of certain Al technology
(as the EU AI Act explicitly does), Biden’s EO focuses on
promoting best practices, evaluations, and standard devel-
opment across a wide variety of aspects including security
and risk mitigation. For example, it includes references to
biological weapons, Al-generated content watermarking,
and labor market impacts, and, additionally, measures for
attracting foreign national Al talent through streamlining
visa procedures and by providing assistance to small busi-
nesses and developers. National security interests are also
formulated, including the reporting of foreign users of US
Infrastructure as a Service (IaaS) products, as well as pro-
moting the development of Al-driven tools to detect cyber
vulnerabilities.

B.1.3. CHINA’S GEN Al LEGISLATION

The earliest legal framework specifically targeting Gen Al
models and systems, the Chinese government’s Provisional
Administrative Measures of Generative Artificial Intelli-
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gence Services (Generative AI Measures) (Cyberspace Ad-
ministration of China; Translate, 2023), came into force
in China in August 2023. These regulations pose strict
obligations on providers of Gen Al, ranging from outcome-
driven provisions (e.g., requiring generative Al services to
not produce illegal or untruthful content) to provenance
obligations on training data and model weights, and mea-
sures targeted to protect intellectual property and privacy
rights (Steven Chong, 2023). From the point of view of
open-source model developers, the inability to predict future
downstream use of models and systems provided introduces
legal risks that require regulatory containment. Although
open-source Gen Al plays a significant role in the Chinese
economy, however, these regulations do not seem to tar-
get open-source (GP)AI models specifically (Asia Society,
2024).

B.1.4. THE MIDDLE EAST

Saudi Arabia. In August 2019, as part of Saudi Arabia’s
Vision 2030 introduced by Crown Prince Mohammed Bin
Salman, the Saudi Data and Al Authority (SDAIA) was
established by a royal decree. SDAIA aims to advance this
vision, with the National Center for Al serving as a key
component. Saudi Arabia, through SDAIA, has adapted
and released its first version of Al ethics in September 2023
(Data and Authority, 2023). The document outlines Saudi’s
stance on Al risks, categorized from minimal to unaccept-
able risks with a comprehensive risk management plan cov-
ering data, algorithms, compliance, operations, legality, and
regulatory risks. The Al ethics strongly supports the trans-
parent development and deployment of Al , reflecting that
“transparent and explainable algorithms ensure that stake-
holders affected by Al systems [...] are fully informed when
an outcome is processed by the AI”. Moreover, SDAIA has
quickly embraced the generative Al wave. In collabora-
tion with NVIDIA, SDAIA developed “Allam” (Gazette,
2024), Saudi Arabia’s first national-level LLM model, an
Arabic LLM designed to provide summaries and answer
questions, drawing information from cross-checked online
sources. While Allam was closed source and only a beta
version interface is accessible, there are still several pieces
of evidences that Saudi Arabia is in favor of open-source.
For instance, the Digital Government Authority (Digital
Government Authority) issued free and open-source govern-
ment software licenses to 6 government agencies in 2022.
This entails reviewing and publishing the source code “in
a way that opens the field of cooperation and unified stan-
dards among government agencies”. The general directions
with the laid down compliance regulations, stated principles,
and open source government suggest that Saudi Arabia is in
favor of open source.

United Arab Emirates (UAE). In October 2017, the UAE
Government launched the “UAE Artificial Intelligence Strat-
egy” (UAE, 2023), spanning sectors from education to space.
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Shortly after, His Excellency, Omar Al Olama became the
world’s first Al minister. The UAE has been in favor of
open-source in their policies, for instance, as stated in the
strategy “Objective 7: Provide the data and the supporting
infrastructure essential to become a test bed for AI” and
that “The UAE has an opportunity to become a leader in
available open data for training and developing Al systems”.
Moreover, the strategy states that “The UAE’s ambition is to
create a data-sharing program, providing shared open and
standardized Al-ready data, collected through a consistent
data standard”. More recently, the UAE through the Tech-
nology Innovation Institute (TII) has open-sourced its LLM
Falcon (TII, 2023), including its 180B parameter version,
for both research and commercial use (Reuters, 2023). This
all indicates the UAE’s positive take towards open-source
models.

B.1.5. ATl REGULATION EFFORTS IN OTHER COUNTRIES

In 2019, the Organization for Economic Co-operation and
Development (OECD) introduced their Al Principles, a rec-
ommendation by the council on general-purpose Al. These
principles were ratified by the G20 council, and have been
adopted by at least 42 of the organization’s participating
countries (OECD; Australian Government, 2024a).

Some countries have on-going legislation efforts or have
issued policies specifically on Gen Al, addressing mainly
sector-based issues. These include Australia (Australian
Government, 2024b), Canada (of New Zealand), New
Zealand (Kaldestad, 2023), Norway (Council, 2023), Singa-
pore (Monetary Authority of Singapore; Infocomm), among
others. India has published working papers on the issue of
AT and enacted the Digital Personal Data Protection Act
in 2023 tackling privacy issues related to Gen Al (Kapoor
et al., 2024) — it is yet to regulate on general-purpose Gen
Al and the open sourcing of models. Brazil is working on
two main legislative proposals to regulate Al, one inspired
in the US framework (Bill no. 21, from 2021) and another
inspired on the EU framework (Bill No. 2338, from 2023),
yet these do not have provisions for open-source Gen Al
models. A few other countries are in the process of running
public consultations on how to regulate generative Al, such
as the case of Chile (MinCiencia) and Uruguay (Agencia de
Gobierno).



