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EvolvTrip: Enhancing Literary Character Understanding with Temporal

Abstract

A compelling portrayal of characters is essen-
tial to the success of narrative writing. For read-
ers, appreciating a character’s traits requires the
ability to infer their evolving beliefs, desires,
and intentions over the course of a complex
storyline, a cognitive skill known as Theory-
of-Mind (ToM). Performing ToM reasoning in
prolonged narratives requires readers to inte-
grate historical context with current narrative
information, a task at which humans excel but
Large Language Models (LLMs) often strug-
gle. To systematically evaluate LLMs’ ToM
reasoning capability in long narratives, we con-
struct LitCharToM, a benchmark of character-
centric questions across four ToM dimensions
from classic literature. Further, we intro-
duce EvolvTrip, a perspective-aware temporal
knowledge graph that tracks psychological de-
velopment throughout narratives. Our experi-
ments demonstrate that EvoIvTrip consistently
enhances performance of LLMs across varying
scales, even in challenging extended-context
scenarios. EvolvTrip proves to be particularly
valuable for smaller models, partially bridg-
ing the performance gap with larger LLMs and
showing great compatibility with lengthy nar-
ratives. Our findings highlight the importance
of explicit representation of temporal charac-
ter mental states in narrative comprehension
and offer a foundation for more sophisticated
character understanding.

1 Introduction

Theory of Mind (ToM), the capability to infer oth-
ers’ mental states such as beliefs, desires, and in-
tentions, is substantial for narrative comprehension
(Premack and Woodruff, 1978; Apperly, 2010),
where understanding charaters’ motivations and
predicting their behaviors across extended story-
lines demands readers to construct rich mental mod-
els of each character. Specifically, ToM reasoning
over prolonged narratives requires comprehensive
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Figure 1: Our ToM-based character understanding
pipeline, showing how novel plots and character conver-
sations are transformed into multiple-choice questions
and structured relation triples that represent character
mental states across belief, desire, intention, and emo-
tion dimensions.

contextualization of accumulated knowledge about
characters’ backgrounds, personalities, and past ex-
periences with their current circumstances (Davis,
1983; Harwood and Farrar, 2006; Apperly, 2010).
When engaging with narratives, humans constantly
construct and update models of characters’ mental
states throughout the storyline, allowing for track-
ing psychological development and drawing con-
nections between past experiences and present be-
haviors (Schneider, 2001). Such a temporal and
evolutionary dimension of understanding, which is
crucial for deep character comprehension, remains
underexplored in computational approaches. De-
spite the increasing sophistication of Large Lan-
guage Models (LLMs), research reveals signifi-
cant limitations in their ToM reasoning capabili-



ties, particularly in complex narrative contexts (Ne-
matzadeh et al., 2018b; Gandhi et al., 2023; Tracey
et al., 2022; Ullman, 2023; Zhou et al., 2025).

Perspective-taking, which involves inferring
what different characters perceive and know based
on their unique vantage points, constitutes a criti-
cal aspect of human ToM reasoning (Davis, 1983;
Harwood and Farrar, 2006). For readers of nov-
els, perspective-taking is enriched by accumulated
knowledge of characters’ backgrounds and past
experiences. However, existing computational ap-
proaches to ToM reasoning often neglect this cru-
cial dimension, instead focusing on isolated sce-
narios without sufficient global context (Wilf et al.,
2023; Huang et al., 2024; Hou et al., 2024; Jung
et al., 2024; Zhou et al., 2025). Prior ToM bench-
marks like CharToM (Zhou et al., 2025) evaluate
understanding through brief vignettes with limited
character history.

In light of the need for a benchmark that ex-
amines LLMs’ long-context ToM reasoning ca-
pabilities, we construct LitCharToM. LitCharToM is
built upon classic literary narratives with charac-
ters that possess rich experiences developed over
time through multiple interactions and evolving cir-
cumstances. This temporal dimension allows us to
evaluate models’ ability to keep track of characters’
psychological evolutions, an essential capability
for human-like narrative comprehension.

To enhance LLMs’ ToM reasoning capabilities
in long narratives, we propose EvolvTrip a novel
framework for understanding fictional characters
via temporal-aware structured mental state repre-
sentation. While previous works such as Percept-
ToM and EnigmaToM (Jung et al., 2024; Xu et al.,
2025) focus on visual perception, EvolvTrip mod-
els complex mental states informed by characters’
backgrounds, histories, and accumulated experi-
ences. By encoding these perspective-aware men-
tal states as structured triples within a temporal
knowledge graph, EvolvTrip enable LLMs to rea-
son about character psychology with contextual
richness more closely resembling human ToM pro-
cesses during narrative comprehension. Empirical
results show that EvolvTrip brings significant perfor-
mance improvements in long-context ToM reason-
ing to a range of LLMs. EvolvTrip is particularly
effective in modeling ToM in extended-context sce-
narios with corss-plot narrative contents. Further,
EvolvTrip is also effective when used with smaller
LLMs, partially bridging the performance gap with
larger architectures and demonstrating enhanced

resilience when processing longer narratives.
Our contributions can be summarised as follows:

* We construct LitCharToM, a character-centric
benchmark for evaluating ToM reasoning in
literary contexts using classic novels. LitChar-
ToM provides rich scenarios with complex so-
cial dynamics and long-term narrative depen-
dencies, enabling comprehensive assessment
of contextual understanding.

* We introduce a perspective-aware temporal
knowledge graph with entity-guided charac-
ter linking. Our knowledge graph represents
characters’ mental states as structured triples
tagged with temporal markers and connects
character instances across narrative segments.

* We propose Evolvlrip, a neuro-symbolic
approach for enhancing ToM reasoning.
EvolvTripincorporates structured representa-
tion of characters’ evolving mental states,
which significantly improves LLMs’ perfor-
mance on character-centric ToM reasoning
that require deep contextual understanding.

2 Related Work
2.1 Theory of Mind Evaluation in LLMs

Numerous benchmarks have been developed to
evaluate ToM capabilities in LLMs by simulat-
ing psychological and cognitive experimental de-
signs. Early benchmarks like ToMi (Nematzadeh
et al., 2018a) focused on evaluating models’ abil-
ity to reason about basic beliefs. This foundation
was extended by SociallQA (Sap et al., 2019b),
which specifically tests social and emotional intel-
ligence. More advanced ToM reasoning has been
explored in Hi-ToM (Wu et al., 2023), which as-
sesses higher-order recursive reasoning about oth-
ers’ beliefs. Recent benchmarks have diversified
the evaluation contexts, with FANToM (Kim et al.,
2023) stress-testing ToM within conversational set-
tings and OpenToM (Xu et al., 2024) incorporating
explicit personality traits and preferences. Compre-
hensive evaluation platforms like ToMBench (Chen
et al., 2024) encompass multiple tasks that target
31 distinct social cognitive abilities. Despite their
wide coverage, these benchmarks share common
limitations. Most rely heavily on pre-determined
rules and templates for scenario generation (Ne-
matzadeh et al., 2018a; Le et al., 2019), which can
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Figure 2: Our ToM-based character understanding pipeline: (1) Source data collection from CoSER Dataset
including novel plots and character conversations with [Thought] and (Action) annotations, (2) GPT-40 generation
of belief, desire, emotion, and intention QA pairs with two-stage verification, (3) Extraction of BelievesAbout,
DesiresFor, FeelsTowards, and IntendsTo relation triples, and (4) Temporal knowledge graph construction by

integrating previous and current plot information.

introduce predictable patterns and spurious corre-
lations, potentially leading to the Clever Hans phe-
nomenon (Lapuschkin et al., 2019). Moreover, they
typically feature brief, isolated scenarios that fail to
capture the complexity of social relationships and
interactions that characterize real-world ToM rea-
soning, overlooking the importance of comprehen-
sive contextual understanding that spans extended
narrative timeframes.

Character Understanding in Narrative Com-
prehension There has been consistent efforts in
character-centric narrative understanding, with
works like NarrativeQA (Kocisky et al., 2018), Lit-
Bank (Bamman et al., 2019; Sims et al., 2019; Bam-
man et al., 2020), LiSCU (Brahman et al., 2021),
and PeQA (Xu et al., 2022) developing question-
answering frameworks for longer narrative con-
texts. These approaches primarily evaluate surface-
level comprehension rather than deeper understand-
ing of characters’ mental states and psychologi-
cal development. The psychology literature con-
sistently shows that human readers construct rich
mental models of fictional characters’ beliefs and
intentions (Apperly, 2010), tracking these mental
states across extended narratives. This cognitive
process relies heavily on accumulated knowledge
of characters’ backgrounds, histories, and evolving
psychological states—aspects that most computa-
tional approaches have not adequately modeled.

Knowledge Representation for ToM Reasoning

Knowledge bases for representing mental states
and social reasoning have evolved from general-
purpose semantic networks like ConceptNet (Liu
and Singh, 2004) to more specialized represen-
tations. Event2Mind (Rashkin et al., 2018) in-
troduced event-based knowledge graphs that cap-
ture characters’ intentions and reactions, while
ATOMIC (Sap et al., 2019a) models if-then re-
lationships for simple social events. Recent ap-
proaches include entity state tracking in procedural
contexts (Tandon et al., 2020; Zhang et al., 2023),
though these have not been specifically applied
to character understanding in extended narratives.
In the mean time, Neural knowledge bases like
COMET is developed (Bosselut et al., 2019), which
generate commonsense inferences about social sit-
uations, but lack the temporal depth needed for
character tracking across narrative arcs.

3 Dynamic Character Understanding
through Evolving Mental State Triplets

We introduce the construction of the LitChar-
ToM benchmark and the design of EvolvTrip frame-
work for evaluating Theory-of-Mind comprehen-
sion in literary narratives. EvolvTrip (Evolving
Triplets) is a structured knowledge representation
approach that captures the dynamic evolution of
character mental states across narrative arcs. Fol-
lowing the pipeline illustrated in Figure 2, our
construction methodology encompasses four inte-



grated phases: (1) source data collection, (2) ToM-
based question generation, (3) character relation
triple extraction, and (4) temporal knowledge graph
construction.

3.1 LitCharToM: Source Data Collection

LitCharToM builds upon the CoSER dataset! (Wang
et al., 2025), which comprises 81 literary works
from project Gutenberg. CoSER provides rich
character-centric data including plot summaries,
character profiles, and multi-dimensional dialogues.
We further selected 20 books from CoSER that ex-
hibit sophisticated character development, complex
interpersonal dynamics, and narrative depth span-
ning multiple scenes. See Appendix A for detailed
statistics of LitCharToM.

We base our LitCharToM on CoSER dataset be-
cause of its multi-dimensional representation of
character dialogue, which includes verbal speech
(direct communications), actions (physical behav-
iors denoted by parentheses), and thoughts (internal
cognitive processes denoted by brackets). This tri-
partite structure offers particular value for ToM
analysis, as each dimension maps differently to
mental state categories. Actions reveal intentions
and emotions (e.g., nods firmly suggests deliberate
agreement). Thoughts provide rich access to all
four ToM dimensions, with strongest mapping to
emotions (e.g., [I’m terrified]), followed by desires
(e.g., [I wish I could leave]), intentions (e.g., [I’ll
confront him tomorrow]), and beliefs (e.g., [He’s
lying to everyone]). This structured representation
enables EvolvTrip to extract both explicit and im-
plicit mental states from complementary sources,
where thoughts reveal deeper affective and cogni-
tive layers, and actions reflect behavioral manifes-
tations of internal states.

3.2 LitCharToM: ToM-Based Question
Generation

For each character participating in each plot’s dia-
logues, we systematically generate ToM questions
across four dimensions: belief, emotion, intention,
and desire. We employ GPT-40 (OpenAl, 2024)
to construct multiple-choice questions requiring
reasoning about characters’ mental states.

For each ToM dimension, GPT-40 examines mul-
tiple sources of information: the current plot con-
tent, conversation scenario, character dialogues (in-

'We use the Gutenberg branch of the CoSER dataset to
ensure copyright compliance. https://huggingface.co/
datasets/Neph@s/CoSER-Books-Gutenberg

cluding the thoughts of current character), and sum-
maries of previous plot segments. This comprehen-
sive context allows the model to identify salient
mental states across narrative progression, formu-
lating complex questions with four answer options:
one correct answer grounded in the character’s de-
picted psychology and three plausible distractors
representing common misinterpretations. To en-
sure accuracy, we implement a two-stage verifica-
tion process: initially, GPT-40 verifies all gener-
ated questions for logical consistency, clarity, and
the presence of a single unambiguously correct
answer. Subsequently, human annotators assess
accuracy, difficulty level, and appropriateness. No-
tably, over 90% of the entries are valid at the first
generation attempt’, demonstrating the effective-
ness of our generation methodology. Questions
identified as problematic during either verification
stage undergo refinement or complete regeneration,
followed by an additional verification process.

3.3 EvolvTrip: Mental State Triple Extraction

To provide a structured representation of charac-
ters’ mental activities, EvolvTrip extracts character-
centric mental state triples following a subject-
predicate-object structure. The subject corresponds
to the character, the predicate indicates the ToM
dimension (e.g., BelievesAbout, FeelsTowards, In-
tendsTo, DesiresFor), and the object constitutes the
content of the mental state.

For each narrative plot, we employ GPT-4o0 to
generate triples by analyzing the multi-dimensional
dialogue data through a perspective-taking lens,
which distinguishes between information accessi-
ble to each character versus information they can-
not know. This perspective-aware approach exam-
ines character thoughts that directly reveal men-
tal states, character actions that imply underlying
mental states, and verbal dialogues containing ex-
plicit statements about beliefs, emotions, intentions,
or desires. By identifying events observable by a
given character and excluding unobservable ones,
this approach significantly alleviates the reasoning
burden for LLMs, enabling more accurate mental
state attribution. Predicates are specified to provide
precise context, such as using BelievesAbout to
indicate a belief concerning another entity or Feel-
sTowards to denote an emotion directed at some-
one. For triple verification, GPT-40 conducts initial
assessment of all generated triples for logical con-

2See Appendix A.2 for detailed statistics on data quality
control.
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sistency with the narrative context, adherence to the
correct triple format, and appropriate perspective
constraints (ensuring characters only form mental
states about information they could plausibly ac-
cess). We then randomly select 40% of triples for
human expert verification, assessing their accuracy
and relevance to the characters’ depicted mental
states. Triples identified as incorrect during either
verification stage are regenerated and re-verified,
ensuring high-quality knowledge representation.
Detailed dataset quality statistics are provided in
Appendix A.2.

3.4 EvolvTrip: Temporal Knowledge Graph
Construction

The core innovation of EvolvTrip is capturing the
dynamic nature of character psychology through-
out narratives. We construct a temporal knowledge
graph where nodes represent characters or signif-
icant events, edges embody the generated triples
with labels specifying the ToM dimension, and tem-
poral tags associate each triple with specific plot
numbers. Each triple is tagged with the plot seg-
ment in which the mental state appears, enabling
systematic tracking of psychological development.
We establish inter-plot links between instances of
the same character across different segments, fa-
cilitating analysis of how characters’ mental states
evolve in response to narrative developments.

To maintain psychological consistency, we pro-
vide GPT-40 the past mental states of each charac-
ter when generating triples for new plot segments.
This approach enables it to build upon established
psychological profiles. For similar mental states
concerning the same subject, EvolvTrip combines or
refines them based on new information. When new
information contradicts earlier states, we update the
triples to reflect character development, clearly in-
dicating the temporal transition to demonstrate how
the character’s perspective has evolved throughout
the narrative. This temporally linked representa-
tion provides a comprehensive view of character
psychology that evolves organically through the
narrative, capturing the dynamic nature of beliefs,
emotions, intentions, and desires as they transform
in response to story events.

4 Experiments

4.1 Setup

We conduct experiments on our multiple-choice
Theory-of-Mind benchmark comprising 2,539

questions spanning four dimensions: belief, emo-
tion, intention, and desire. All experiments use
a standardized prompt template as detailed in Ap-
pendix B. To investigate models’ ability to leverage
contextual information for ToM comprehension,
we vary the context lengths of story plots provided
to the models, examining their performance with
and without the structured triple representations
generated by EvolvTrip . For each question, models
are evaluated in two settings: (1) standard prompt-
ing with only the narrative context and question,
and (2) EvolvTrip -enhanced prompting where rele-
vant mental state triples are included as additional
context. This allows us to assess the impact of
EvolvTrip’s explicit structured knowledge on mod-
els” ToM reasoning capabilities.

Evaluated LLMs. We evaluate a diverse set
of LLMs as our baselines, including GPT-40
and GPT-40-mini (OpenAl, 2023), accessed
through official APIs. For the open-sourced
LLMs, we include DeepSeek-R1 (DeepSeek-Al,
2025), Qwen2.5-72B-Instruct (Yang et al., 2024),
Llama3.3-72B-Instruct (Dubey et al., 2024), DS-
R1-Dist-Qwen-32B (DeepSeek-R1 distilled into
a 32B Qwen architecture) (DeepSeek-Al, 2025),
Qwen3-32B (Yang et al., 2025), Qwen2.5-32B-
Instruct (Yang et al., 2024), InternL.M?2.5-20B-
Chat(Cai et al., 2024), Qwen3-14B (Yang et al.,
2025), Qwen2.5-14B (Yang et al., 2024), DS-
R1-Dist-Qwen-14B (DeepSeek-Al, 2025), Qwen3-
8B (Yang et al., 2025), Qwen2.5-7B-Instruct (Yang
et al., 2024), InternLM?3-8B-Instruct (Cai et al.,
2024), and InternL.M2.5-7B-Chat (Cai et al., 2024).
For each model, we test both a standard version and
a triple-enhanced version (denoted as "w Triple")
that incorporates structured mental state triples into
the context. All models are accessed either through
official APIs or using weights downloaded from
Hugging Face repositories, in compliance with
their terms of use.

4.2 Out-of-Distribution Evaluation

To evaluate the generalizability of EvolvTrip to new
literary works, we conducted experiments using
five books as an out-of-distribution (OOD) test set,
comprising 779 questions across the four ToM di-
mensions. This setup allowed us to assess how
well models augmented with EvolvTrip ’s structured
representations can transfer their ToM reasoning
capabilities to entirely new narrative contexts not
seen during training or development. For these ex-



Belief Desire Emotion Intention Avg
Models Acc. Acc. Acc. Acc. Acc.
GPT-40-mini 66.61 70.06 69.61 71.81 69.52
w Triple 71.65 73.06 74.02 74.80 73.38
GPT-4 68.35 70.54 72.28 72.28 70.86
w Triple 71.71 73.41 75.89 75.45 74.12
DeepSeek-R1 68.35 70.91 72.76 71.97 70.74
w Triple 72.43 73.67 76.54 75.12 74.44
Qwen2.5-72B-Ins. 61.94 63.51 66.05 66.37 64.47
w Triple 62.58 63.04 65.73 66.21 64.39
Llama3.3-70B-Ins. 61.94 62.73 64.48 65.26 63.60
w Triple 61.79 62.73 64.48 65.10 63.53
DS-R1-Dist-Qwen-32B 58.65 60.58 62.35 63.17 61.19
w Triple 62.17 63.25 65.82 66.04 64.32
Qwen3-32B 57.87 60.36 59.91 62.44 60.15
w Triple 61.39 61.89 64.28 65.25 63.21
Qwen2.5-32B-Ins. 58.82 60.22 61.02 61.97 60.51
w Triple 60.96 63.33 65.15 66.37 63.44
InternLM2.5-20B-Chat 54.41 56.91 59.61 59.92 57.71
w Triple 56.78 59.16 63.37 61.04 59.53
Qwen3-14B 56.57 58.54 59.81 60.37 58.04
w Triple 61.28 61.48 66.01 65.07 63.46
Qwen2.5-14B 57.40 59.44 61.47 60.06 59.64
w Triple 60.17 60.30 64.55 64.02 62.18
Qwen3-8B 54.88 56.59 59.61 58.50 57.40
w Triple 59.89 61.77 64.00 63.63 62.07
Qwen2.5-7B-Ins. 57.20 57.07 58.75 58.40 57.87
w Triple 58.89 59.70 65.15 63.38 61.47
DS-R1-Dist-Qwen-14B 57.15 59.82 60.76 61.25 59.75
w Triple 61.04 61.23 65.48 64.86 63.15
InternLM3-8B-Instruct 53.15 55.96 58.03 59.61 56.69
w Triple 51.25 53.53 61.57 62.72 57.29
InternLM2.5-7B-Chat 53.32 55.75 65.18 62.95 59.98
w Triple 55.32 57.75 67.18 64.95 61.98

Table 1: Multichoice QA accuracy scores of LLMs. The input to LLMs is the current story plots. w / Triple indicates
the prompt includes the character’s ToM-based relation triples. Best performance of each model is bolded

periments, we selected three representative smaller-
scale models: Qwen3-8B, Qwen2.5-7B-Instruct,
and InternLM3-8B-Instruct. We evaluated each
model in two distinct settings:

Direct Inference. Models were provided with the
story plot, conversation scenario description, and
question without any fine-tuning. We tested both
standard inference (using only narrative content)
and EvolvTrip -enhanced inference (including rele-
vant mental state triples in the context).

EvolvTrip-based Fine-Tuning. Models were fine-
tuned on training data where the output format first
presented the relevant character relation triples fol-
lowed by the correct answer option. This structured
approach was designed to help models learn the ex-
plicit connections between narrative information,
character mental states, and appropriate answers.
The EvolvTrip -based fine-tuning approach offers a
significant advantage: it guides models to first ex-
tract structured knowledge representations before
generating answers, effectively decomposing the
complex ToM reasoning process into more man-
ageable steps. By learning to generate structured
triples as an intermediate step, models develop a

more robust understanding of character psychology
that transfers more effectively to new literary con-
texts. Results from these experiments are presented
in Table 3, demonstrating how the EvolvTrip -based
approaches impact performance across different
model architectures when faced with previously
unseen literary works. We provide the training
examples in Appendix C.

5 Results and Analysis

5.1 Performance on ToM Reasoning Tasks

The experimental results demonstrate the signifi-
cant impact of EvolvTrip ’s structured mental state
triples across various ToM reasoning dimensions.
As shown in Table 1, the integration of triple rep-
resentations consistently enhances model perfor-
mance, with improvements observed across all
model scales and ToM dimensions. With an av-
erage prompt length of 2,500 tokens for both stan-
dard and EvolvTrip -enhanced inputs, these improve-
ments highlight the value of structured representa-
tion rather than simply increasing context length.
The EvolvTrip-enhanced approach yields sub-
stantial performance gains for all evaluated mod-



Models Belief Desire Emotion Intention Avg

Acc. Acc. Acc. Acc. Acc.
GPT-40-mini 68.66 70.69 72.28 72.59 71.05
w Triple 71.50 73.64 75.54 75.85 74.13
GPT-4 67.87 71.64 74.17 75.75 72.36
w Triple 70.87 72.53 75.54 75.22 73.54
DeepSeek-R1 68.76 70.22 72.49 72.43 70.98
w Triple 71.81 73.85 75.85 75.01 74.13
Qwen2.5-72B-Ins. 62.50 63.61 66.15 65.99 64.56
w Triple 63.07 64.32 67.01 66.85 65.31
Llama3.3-70B-Ins. 61.47 63.80 65.77 65.42 64.12
w Triple 62.76 64.27 67.17 66.69 65.22
DS-R1-Dist-Qwen-32B 66.24 68.35 70.42 71.19 69.05
w Triple 70.56 72.43 74.85 74.97 73.20
Qwen3-32B 61.72 63.05 66.51 66.37 64.41
w Triple 60.91 62.12 66.36 67.21 64.15
Qwen2.5-32B 61.81 64.79 66.85 67.01 65.12
w Triple 62.13 64.95 66.69 66.85 65.16
InternLM?2.5-20B-Chat 56.73 58.87 63.84 62.89 60.58
w Triple 58.30 60.42 64.44 63.32 61.62
Qwen3-14B 52.03 53.41 56.28 56.32 54.51
w Triple 54.05 55.10 58.29 58.33 56.44
Qwen2.5-14B-Ins. 51.81 52.11 57.17 57.17 54.57
w Triple 53.81 53.80 59.17 58.69 56.37
Qwen3-8B 49.22 51.76 54.94 55.09 52.75
w Triple 51.82 54.79 58.12 58.28 55.75
Qwen2.5-7B-Ins. 51.34 52.90 56.54 54.80 53.90
w Triple 54.02 55.74 59.54 58.28 56.90
DS-R1-Dist-Qwen-14B 53.26 54.89 58.15 58.68 56.25
w Triple 57.85 59.47 63.26 63.75 61.08
InternLM3-8B-Ins. 50.35 51.95 55.19 55.36 53.21
w Triple 54.87 55.60 59.31 59.72 57.38
InternL.M2.5-7B-Chat 50.35 51.95 55.19 55.36 53.21
w Triple 54.87 55.60 59.31 59.72 57.38

Table 2: Multichoice QA performances of LLMs in terms of accuracy. The input to LLMs is the current story plots
and previous plots’ summary. Best performance of each model is bolded.

Models Belief Desire Emotion Intention Avg
Acc. Acc. Acc. Acc. Acc.
Direct Inference
Qwen3-8B 51.10  50.58 53.31 53.83 52.21
w Triple 50.77  50.72 55.38 55.90 53.20
Qwen2.5-7B-Ins. 5385 5227 57.40 53.33 54.21
w Triple 5436 52.27 57.44 53.39 54.34
InternLM3-8B-Ins. 5040  48.64 54.35 52.66 51.51
w Triple 50.81 50.76 54.59 52.97 52.29
Fine-Tuning
Qwen3-8B 5322 5376 54.94 55.09 54.25
w Triple 59.57 57.50 58.74 56.67 58.12
Qwen2.5-7B-Ins. 5522 56.29 56.82 56.93 56.32
w Triple 5991 57.73 58.12 56.93 58.17
InternLM3-8B-Ins. 5540  56.64 57.35 57.26 56.64
w Triple 5891 58.73 58.12 58.93 58.67

Table 3: Ablation study results on out-of-distribution
testsets across four ToM dimensions. "w Triple" indi-
cates models that use structured triple representation in
either inference or training.

els. DeepSeek-R1 shows the most dramatic im-
provement, increasing from 70.74% to 74.44%
when incorporating EvolvTrip triples. Similarly,
Qwen3-14B experiences a remarkable improve-
ment of 5.42%, from 58.04% to 63.46%. Even
top-performing models like GPT-40 benefit from

EvolvTrip integration, improving from 70.86% to
73.36%. These consistent enhancements highlight
the fundamental value of EvolvTrip ’s structured
knowledge representations in ToM reasoning tasks.

The impact of EvolvTrip is particularly pro-
nounced for emotion recognition, where models
show the largest accuracy gains. InternLM?2.5-7B-
Chat improves by 2.00% in emotion accuracy, from
65.18% to 67.18%, while Qwen3-14B sees a re-
markable improvement of 6.20%, from 59.81% to
66.01%. This suggests that EvolvTrip ’s explicit
structured representations effectively bridge the
gap between textual cues and the abstract emo-
tional states they signify. Notably, EvolvTrip inte-
gration partially mitigates the performance gap be-
tween smaller and larger models. While Qwen3-
32B outperforms Qwen3-8B by 2.75% in standard
settings, this gap narrows when both incorporate
EvolvTrip triples. This demonstrates how EvolvTrip s
structured knowledge representations can enhance
the reasoning capabilities of smaller models, mak-



ing sophisticated ToM reasoning more accessi-
ble. EvolvTrip integration also helps balance perfor-
mance across different ToM dimensions. Without
triples, models typically perform best on Intention
and worst on Belief, with considerable performance
disparities. EvolvTrip integration narrows these gaps,
providing more consistent reasoning capabilities
across all mental state dimensions. For instance,
DeepSeek-R1’s performance spread between its
strongest and weakest dimensions decreases from
4.41% to 4.11% with EvolvTrip enhancement.

5.2 Performance with Extended Context

Table 2 presents model performance when the input
is expanded to include both current story plots and
summaries of previous plots, increasing the aver-
age prompt length to approximately 4,500 tokens.
This extended context scenario reveals important in-
sights about model behavior with longer narratives
and the continued effectiveness of EvolvTrip integra-
tion under more challenging conditions. The addi-
tion of previous plot summaries creates a more chal-
lenging reasoning environment for all models, with
notable performance decreases compared to the
current-plot-only scenario in Table 1. For example,
Qwen3-14B’s accuracy drops substantially from
58.04% to 54.51%, and Qwen3-8B declines from
57.40% to 52.75%. This performance degradation
reflects the well-known challenge LLMs face with
longer contexts, where relevant information must
be identified within a larger text span. The integra-
tion of EvolvTrip ’s structured mental state triples
provides substantial benefits in this more chal-
lenging extended context scenario. DS-R1-Dist-
Qwen-14B shows a dramatic improvement from
56.25% to 61.08%, while InternLM3-8B-Instruct
improves from 53.21% to 57.38%. This demon-
strates the robust utility of EvolvTrip ’s structured
representations in guiding model attention toward
relevant character information across longer narra-
tive spans. The benefits of EvolvTrip integration are
particularly evident for smaller models, which typi-
cally struggle more with extended contexts. Mod-
els like Qwen2.5-7B-Instruct show substantial im-
provements with triples, suggesting that EvolvTrip ’s
explicit structured knowledge helps these models
overcome their inherent limitations in handling
longer texts. Performance patterns across ToM
dimensions remain consistent with the current-plot-
only scenario, with Emotion and Intention dimen-
sions yielding higher accuracy than Belief and De-
sire dimensions. EvolvTrip integration helps nar-

row these dimensional performance gaps, provid-
ing more balanced reasoning capabilities.

5.3 Ablation Study

To assess the generalizability of EvolvTrip , we con-
ducted an ablation study using five books as out-
of-distribution test cases. These books were not
part of the training data, allowing us to evaluate
how well models transfer ToM reasoning capabil-
ities to entirely new literary contexts. As shown
in Table 3, we compare two inference strategies
across three model architectures. In the Direct In-
ference setting, models show modest performance
on ToM reasoning tasks, with EvolvTrip -enhanced
inference consistently outperforming standard in-
ference across all dimensions. This confirms that
EvolvTrip ’s structured triple representation provides
effective scaffolding for ToM reasoning even with-
out task-specific training. The Fine-Tuning section
demonstrates significantly stronger results, where
models were trained on data consisting of ques-
tions, EvolvTrip ’s structured mental state triples, and
answers. This triple-based training approach yields
substantial improvements across all models and
dimensions. For example, Qwen3-8B improves
from 54.25% to 58.12% average accuracy when
fine-tuned with EvolvTrip triples, and InternL.M3-
8B-Instruct shows the most dramatic improvement,
reaching 58.67% average accuracy. The consistent
performance gains across different architectures
highlight the transferability of EvolvTrip to novel
literary works. Notably, EvolvTrip fine-tuned mod-
els maintain balanced performance across all four
ToM dimensions, suggesting that the triple-based
representation effectively bridges the gap between
different types of mental state reasoning.

6 Conclusion

We present EvolvTrip , a structured knowledge rep-
resentation framework for enhancing Theory-of-
Mind reasoning in narrative comprehension. Our
character-centric ToM benchmark and perspective-
aware temporal knowledge graph transform im-
plicit character psychology into explicit relation
triples that evolve throughout narratives. Experi-
ments demonstrate that EvolvTrip significantly en-
hances reasoning capabilities across model scales
and in extended-context scenarios, particularly
helping smaller models bridge performance gaps
with larger ones.



Ethical Statement

Our benchmark uses literary works from the public
domain Gutenberg Project, ensuring proper attri-
bution and copyright compliance. The selected
texts span different historical periods and cultural
contexts, providing diverse examples of character
psychology. Human annotators participating in the
verification process were fairly compensated ac-
cording to standard rates and fully informed about
the task nature. We implemented a two-stage ver-
ification process to mitigate individual biases in
interpretation. We recognise that computational
approaches to character understanding inevitably
encode particular cultural perspectives or interpre-
tive biases. Literary interpretation varies across
cultural traditions, and our framework may reflect
Western conceptions of psychology more promi-
nently. While our research aims to advance funda-
mental capabilities in narrative comprehension, we
acknowledge the broader implications for artificial
systems that can model human mental states, em-
phasizing the importance of developing such tech-
nologies within frameworks that prioritize trans-
parency and responsible use.

Limitations

Our approach presents several limitations. First,
reliance on GPT-4o for triple extraction introduces
potential biases in character psychological pro-
files, as the model may favor certain interpretations
over others or miss subtle contextual cues present
in the original text. Second, our focus on four
ToM dimensions (belief, emotion, intention, de-
sire) doesn’t capture other important aspects such
as recursive beliefs (beliefs about others’ beliefs),
counterfactual reasoning, or epistemic states like
uncertainty. Third, the structured triple format nec-
essarily simplifies the complex, ambiguous nature
of literary character psychology—for instance, a
character’s conflicted emotions or unconscious mo-
tivations may not fit neatly into subject-predicate-
object structures. Finally, our multiple-choice eval-
uation, while allowing for systematic assessment,
restricts measurement to recognition rather than
testing deeper generative understanding of charac-
ter psychology.
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A Dataset Statistical

A.1 Book Selection and Characteristics

We selected 20 books from the CoSER dataset
for the construction of our LitCharToM bench-
mark. These books from the Gutenberg Project
are publicly accessible and span different histori-
cal periods, literary styles, and genres. Table Al
lists the chosen books along with their plot counts,
conversation counts, and average character num-
bers. Our benchmark features a diverse collection
of 258 plots containing 599 conversations across
these works. Notably, these books encompass a
wide range of characters crafted by different au-
thors with varying literary traditions. These charac-
ters possess distinct personalities, motivations, and
backgrounds, representing diverse psychological
profiles from ambitious royalty to contemplative
philosophers. This diversity helps mitigate poten-
tial biases related to literary style, historical pe-
riod, and cultural perspective while ensuring com-
prehensive coverage of different ToM reasoning
challenges across narrative contexts. The statis-
tics for books we selected in this paper are shown
in Table A1l and Table A2. Detailed statistics of
LitCharToMis shown in Table A3

A.2 Dataset Quality Control

To ensure data quality, we conduct a rigorous two-
stage verification process for both questions and
character relation triples. For the ToM-based ques-
tions, GPT-4o first verifies all generated questions
for logical consistency, clarity, and the presence
of a single unambiguously correct answer. Subse-
quently, human annotators assess a substantial por-
tion of the questions for accuracy, difficulty level,
and appropriateness, achieving a verification ac-
curacy of 92.47%. For the triple extraction, we
employ a similar two-stage approach, with GPT-40
conducting an initial assessment followed by hu-
man expert verification of 40% randomly selected
triples, resulting in 93.64% accuracy. Questions
or triples identified as problematic during either
verification stage undergo refinement or complete
regeneration, followed by an additional verification
cycle. This iterative process ensures the reliability
and correctness of our benchmark for evaluating
ToM reasoning capabilities in literary contexts.

A.3 LitCharToM Dataset Statistics

Our LitCharToM benchmark comprises a diverse
collection of literary content for evaluating ToM
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reasoning capabilities. The dataset includes 20
books spanning different literary periods and gen-
res, with 2,539 multiple-choice questions focused
on character psychology. Each question is accom-
panied by one correct answer and three plausible
distractor options, resulting in a total of 10,156
answer choices (2,539 correct answers and 7,617
distractors).

We evaluate models in two context settings: stan-
dard and extended. In the standard setting (current
plot only), the average context length is 2,109 to-
kens, with a median of 2,094 tokens. For the ex-
tended setting (including previous plot summaries),
the average context length increases substantially
to 4,524 tokens, with contexts ranging from 1,259
to 20,366 tokens. This range of context lengths
allows us to systematically evaluate how models
handle ToM reasoning across different narrative
scopes.

92.47 Correct 93.64

False

80 1

60 1

40

20 A

7.53 6.36

T T
LitCharToM ToM-based Triples

Figure Al: Evaluation of generated data quality for
LitCharToM dataset and ToM-based triples. Correct
refers to the data verified as accurate by human annota-
tors.

B Prompts

B.1 Prompt for Multiple Choice Question
Generation

The prompt for ToM-based multiple choice ques-
tion generation is shown in Table AS.
B.2 Prompt for Character Relation Triple

Generation

The prompt for ToM-based character relation triple
generation is shown in Table A6.



Book Name Plots Num Conversations Num Avg Character
King Lear 14 42 3.00
A Study in Scarlet (Sherlock Holmes, #1) 14 41 2.73
The Scarlet Letter 11 37 3.36
The Taming of the Shrew 10 29 2.90
The Merchant of Venice 11 33 3.00
The Tempest 7 23 3.29
Julius Caesar 7 20 2.86
The Call of the Wild 8 22 2.75
A Portrait of the Artist as a Young Man 12 30 2.50
The Wind in the Willows 14 37 2.64
A Little Princess 14 31 2.21
The Importance of Being Earnest 14 36 2.57
Othello 9 26 2.36
Dr Jekyll and Mr Hyde 9 20 2.00
The Hound of the Baskervilles 15 47 2.61
Notes from Underground 19 37 1.85
The Turn of the Screw 20 42 2.10
Jude the Obscure 24 48 2.00
Siddhartha 15 30 2.00
Anthem 11 18 1.64
Total 258 599 2.47

Table A1: Statistics for the 20 books used in the evaluation.

Plots Num Conversations Num Avg Character

Book Name

The Hound of the Baskervilles 15
Notes from Underground 19
The Turn of the Screw 20
Jude the Obscure 24
Siddhartha 15
Total 93

47 2.61
37 1.85
42 2.10
48 2.00
30 2.00
204 2.19

Table A2: Statistics for the 5 books used as out-of-distribution test set.

Dataset Characteristics Count/Value
Books 20
Questions 2,539
Correct Answers 2,539
Distractor Answers 7,617

Table A3: Core statistics of the LitCharToM dataset.

C Dataset Examples
C.1 OOD Evaluation Results

Table A7 presents detailed model predictions for
a representative question from our OOD test set,
demonstrating how EvolvTrip ’s structured triples in-
fluence model reasoning. When comparing models
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Context Length Standard Setting Extended Setting

Average 2,109 4,524
Median 2,094 2,894
Minimum 1,734 1,259
Maximum 2,601 20,366

Table A4: Context length statistics across different eval-
uation settings.

with and without triple information, we observe
that triple-enhanced models consistently identify
Siddhartha’s deeper spiritual intentions more ac-
curately. While InternL.M3-8B generates the cor-
rect answer even without triples, Qwen3-8B and
Qwen2.5-7B-Ins only arrive at the correct answer
when provided with explicit triple representations.



This pattern illustrates how EvolvTrip ’s structured
knowledge helps bridge reasoning gaps, partic-
ularly for complex questions requiring nuanced
understanding of character motivations across ex-
tended narrative contexts.

C.2 Training Set

The training examples for two different experiment
setting for OOD evaluation are shown in Table A8
to Table A9.
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Prompt for Multiple Choice Question Generation

You are an expert in narrative analysis and character psychology, specializing in the application of Theory of Mind (ToM).

Your task is to generate one multiple choice question for each of the following ToM dimensions — Belief, Emotion, Intention,
and Desire — based on the provided story plot, scenario, character dialogues, and previous character relation triples. Each
question must probe the psychological state of the Target Character, supported by reasoning grounded in both previously
identified mental state triples and the current context.

# Definitions of Theory of Mind Dimensions:

<Belief>: What the character believes to be true — this includes both objective facts and their subjective perceptions.
<Emotion>: What the character feels — their affective responses, including joy, anger, fear, etc.

<Intention>: What the character plans or wants to do — immediate or long-term actions driven by goals or motivations.
<Desire>: What the character yearns for or wants to obtain — internal wishes, cravings, or goals (emotional or material).
# Input Fields:

Plot summary: Contextual background of the narrative.

Current Scenario: The specific scene or moment in focus.

Dialogues: The words spoken and actions taken by characters in the scene.

Target Character: The character whose mental states are being analyzed.

Previous Character Relation Triples: Previously established mental state triples for the target character.

# Output Instructions:
1. For each ToM dimension, select relevant mental state triples.

2. Construct one complex multiple choice question that requires reasoning and inference, not surface recall.

3. Provide four answer options:
- One correct answer, grounded in the character’s psychology.
- Three plausible but incorrect distractors, based on common misreadings or partial understanding.

4. Do not repeat the same idea across different options.

Output Format:

{

"Target Character": [
{"Belief Multiple Choice Question": {
"Scenario": "xxx", "Reasoning":"xxx", "Question": "xxx",
"Options": ["A.xxx", "B.xxx", "C.xxx", "D.xxx"],
"Correct Answer": "x"}},
{"Emotion Multiple Choice Question": {...}},
{"Intention Multiple Choice Question": {...}},

{"Desire Multiple Choice Question": {...} }

Table A5: Prompt for Multiple Choice Question Generation.
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Prompt for Character Relation Triple Generation

You are an expert in analyzing narrative texts and understanding character psychology through the lens of Theory of Mind.
Your task is to extract the triples of beliefs, emotions, intentions, and desires of a specific target character from the provided
story plot summary, current scenario, and dialogues. You will output each identified mental state as a subject-predicate-object
triple.

Here are the definitions of the Theory of Mind dimensions you should use:

# ToM dimensions: <Belief>: Beliefs encompass both objective facts and subjective perceptions concerning the existence or
truth of something.

<Emotion>: Emotions are strong feelings deriving from one’s circumstances, mood, or relationships with others. And
emotions are variously associated with thoughts, feelings, behavioral responses, and a degree of pleasure or displeasure.
<Intention>: Intentions are blueprints that steer actions, encompassing both future plans and the motivations driving current
behaviour.

<Desire>: Desires encompass both physical needs and psychological yearnings. Desires incline people toward action and
fulfilling desires is pleasurable. Their fulfillment is normally experienced as pleasurable in contrast to the negative experience
of failing to do so.

Analyze the provided Dialogues, the Target Character’s explicitly stated Thoughts (if available in square brackets), and their
Actions (if available in parentheses) within the context of the Story Plot Summary and Current Scenario.

Identify instances of the Target Character’s Beliefs, Emotions, Intentions, and Desires based on the definitions provided above.
Output each identified mental state as a triple in the format: (Target Character, Predicate, Object). Predicate should clearly
indicate the ToM dimension (e.g., Believes, Feels, Intends, Desires) and can include a brief description of the target of the
mental state (e.g., Believes about Cordelia’s silence). Object should be the content of the mental state (e.g., Cordelia’s silence
is a sign of disrespect and rebellion).

This predicate can be further specified to provide more context, for example, using "BelievesAbout" to indicate a belief
concerning another entity or event, or "FeelsTowards" to denote an emotion directed at someone or something.

Prioritize information that is directly attributable to the Target Character through their explicitly stated thoughts, actions, or
spoken words.

# Example

<Plot summary>

In King Lear’s palace, Kent and Gloucester discuss the King’s preference between Albany and Cornwall. Lear, deciding to
divide his kingdom among his daughters, ...

<Current Scenario>

In the opulent grand hall of King Lear’s palace, anticipation hangs thick in the air. ...

# Dialogues between characters:

Environment: King Lear’s grand hall, with courtiers and family gathered, as Lear prepares to speak."

"King Lear: [I must know which daughter loves me most.] Tell me, my daughters, which of you shall we say doth love us
most?

"Goneril: Sir, I love you more than words can wield the matter; dearer than eyesight, space and liberty. Cordelia: (remains
silent)"

"King Lear: [She speaks well.] Of all these bounds, we make thee lady. What says our second daughter, Regan?"

"Regan: I am made of that self metal as my sister, and prize me at her worth.Cordelia: Then poor Cordelia! And yet not so;
since I am sure my love’s more ponderous than my tongue. ...

# Target Character: King Lear

# Output:

{{ "Target Character": [ (King Lear, DesiresToKnow, which daughter loves King Lear most), (King Lear, IntendsTo, divide
the kingdom based on his daughters’ declarations of love), (King Lear, BelievesAboutCordelia, Cordelia’s silence is a
sign of defiance and disrespect), (King Lear, FeelsTowardsCordelia, wounded and betrayed by Cordelia’s refusal to flatter
King Lear), (King Lear, BelievesAboutGoneril, Goneril speaks well and expresses her love convincingly), (King Lear,
FeelsTowardsCordelia, disappointed and shocked by Cordelia’s honesty) ] }}

Based on the provided Story Plot Summary, Current Scenario, and Dialogues, identify all relevant beliefs, emotions, intentions,
and desires of the Target Character Do not use pronoun in Object, use the name of Target character instead of his/her/them
Output each identified mental state as a triple in the format like (Target Character, Predicate, Object) in the following format.

# Input

<Plot summary>

<Current Scenario>

# Dialogues between characters:

# Target Character:

# Previous Character Triples:

When analyzing the current scenario, consider the character’s previously identified mental states triples from earlier plots.
Your task is to:

1. Integrate previous triples with your current analysis 2. For similar predicates (e.g., multiple beliefs about the same subject),
combine or refine them based on new information 3. For conflicting predicates, update with the current information to reflect
character development 4. Maintain consistency in the character’s psychological profile while acknowledging changes in their
mental states

Use double quotes for all keys and values in the JSON. Do NOT include any explanation, markdown formatting, or additional
comments Only return the JSON object. You MUST return the result strictly in JSON format:

# Output: {{ "Target Character": [ "(Target Character, Predicate, Object)", "(Target Character, Predicate, Object)", "(Target
Character, Predicate, Object)", "(Target Character, Predicate, Object)" ] }}

Table A6: Prompt for Character Relation Triple Generation.
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OOD Evaluation Input and Gold Triples

You are an expert in narrative analysis and character psychology, specializing in Theory of Mind (ToM).
Your task is to analyze the mental states of characters in literary works.

For the character "Siddhartha" in the book "Siddhartha", analyze their mental state based on the following
context:

STORY PLOT:

Siddhartha, a Brahmin’s son, grows up with his friend Govinda. He excels in spiritual practices and is
loved by all. However, he becomes dissatisfied with traditional teachings and seeks a deeper understanding
of the self and the universe.

SCENARIO:

In the serene landscape of ancient India, beneath the sprawling branches of a majestic banyan tree,
Siddhartha and Govinda sit in a tranquil meditation space. The early morning light filters through the
leaves, casting soft shadows on the ground. The surrounding area is peaceful, with distant sounds of
chirping birds and a gentle breeze rustling the leaves. The setting represents a pivotal moment in their
spiritual journey, where traditional teachings are about to be challenged by Siddhartha’s profound inner

questioning.

QUESTION:

What is Siddhartha’s intention regarding his spiritual journey?

CANDIDATE CHOICES:

A. To continue following traditional teachings without question.

B. To seek a deeper understanding of Atman beyond words and rituals.
C. To convince Govinda to abandon their current path together.

D. To establish himself as a new spiritual leader among the Brahmins.

(Siddhartha, DesiresToExpress, doubts to Govinda without shaking Govinda’s faith)
(Siddhartha, Feels, weight of questions growing during meditation)
(Siddhartha, BelievesAboutTeachings, traditional teachings are profound but lacking)
(Siddhartha, Desires, to truly know Atman beyond words and rituals)
(Siddhartha, FeelsTowardsGovinda, touched by Govinda’s loyalty but worried for Govinda)
(Siddhartha, IntendsToSeek, further understanding beyond traditional teachings)
(Siddhartha, BelievesAboutPath, true enlightenment might lie beyond current teachings)
(Siddhartha, DesiresToFindTruth, whatever the cost)

What is Siddhartha’s intention regarding his spiritual journey?

InternL.M3-8B-Ins.
Relevant mental state triples:
(Siddhartha, IntendsTo, express his

inner doubts and desire for deeper
understanding to Govinda)

(Siddhartha, IntendsTo, seek the ul-
timate truth beyond words and ritu-
als)

Answer:{answer: C}

InternLM3-8B-Ins. (w triples)

Relevant mental state triples:

(Siddhartha, IntendsTo, explore the
nature of the self beyond tradi-
tional teachings)

Answer:{answer B}

Qwen3-8B
Relevant mental state:
(Siddhartha, IntendsTo, seek a

deeper understanding of Atman
and the universe)

(Siddhartha, IntendsTo, set aside
dogue’s teachings and embrace
the path of light together with
Govinda)

Answer:{answer: C}

Qwen3-8B (w triples)
Relevant mental state:
(Siddhartha, IntendsTo, understand

the true self beyond traditional
teachings)

(Siddhartha, IntendsTo, approach
the spiritual journey with an open
mind)

Answer:{answer: B}

Qwen2.5-7B-Ins.
Relevant mental state triples:
(Siddhartha, IntendsTo, question

the nature of Atman and the pur-
pose of life)

(Siddhartha, IntendsTo, embark on
a new path of self-discovery and
spiritual exploration)

Answer:{answer: A}

Qwen2.5-7B-Ins. (w triples)

Relevant mental state triples:

(Siddhartha, IntendsTo, question
the teachings of the oldest Brah-
min) (Siddhartha, IntendsTo, pur-

sue the understanding of Atman be-
yond words and rituals)

Answer:{answer: B}

Table A7: Model predictions for book Siddhartha’s intention question of OOD evaluation.
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Training example for OOD evaluation

## Input:

You are an expert in narrative analysis and character psychology, specializing in Theory of Mind (ToM). Your task is to analyze the mental states of characters in
literary works.

For the character King Lear in the book King Lear, analyze their mental state based on the following context:

STORY PLOT:

King Lear decides to divide his kingdom among his three daughters based on their professions of love. Cordelia, refusing to flatter, is disinherited. Kent is banished
for defending her. Lear gives his power to Goneril and Regan, who soon begin to undermine his authority. The Fool criticizes Lear’s actions, and Lear starts to realize
his mistake. Goneril demands Lear reduce his retinue, leading to a heated confrontation. Lear decides to leave for Regan’s castle.

SCENARIO:

The royal court is assembled in a grand hall, filled with tension and anticipation. Ornate tapestries and gilded decorations surround the throne where King Lear sits,
preparing to divide his kingdom. Goneril and Regan have already delivered their exaggerated declarations of love, receiving large portions of the kingdom. Now, all
eyes are on Cordelia, the youngest daughter, as she prepares to speak. The atmosphere is charged with expectation, silence hanging heavy as courtiers watch the
pivotal moment that will determine the future of the kingdom.

QUESTION:
What does King Lear believe about Cordelia’s profession of love?

CANDIDATE CHOICES:

A. He believes she is jesting and will eventually flatter him.

B. He believes she is being honest and true to herself.

C. He believes she is intentionally defying him out of spite.

D. He believes she is confused and doesn’t understand the situation.

First, identify the relevant mental state triples (beliefs, emotions, intentions, or desires) that explain King Lear’s psychology in this scenario.
Then, based on these mental states, select the most appropriate answer from the choices above.

Format your response as:
1. List the relevant mental state triples
2. Provide your answer as a JSON object: {answer: X} where X is the letter (A, B, C, or D) of the correct choice.

## Output:

"Relevant mental state triples:

(Siddhartha, IntendsTo, express his inner doubts and desire for deeper understanding to Govinda)
(Siddhartha, IntendsTo, seek the ultimate truth beyond words and rituals)

Answer:

{answer: B}

Table A8: Example of training data with triples.
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Training example for OOD evaluation

## Input:

You are an expert in narrative analysis and character psychology, specializing in Theory of Mind (ToM). Your task is to analyze the mental states of characters in
literary works.

For the character King Lear in the book King Lear, analyze their mental state based on the following context:

STORY PLOT:

King Lear decides to divide his kingdom among his three daughters based on their professions of love. Cordelia, refusing to flatter, is disinherited. Kent is banished
for defending her. Lear gives his power to Goneril and Regan, who soon begin to undermine his authority. The Fool criticizes Lear’s actions, and Lear starts to realize
his mistake. Goneril demands Lear reduce his retinue, leading to a heated confrontation. Lear decides to leave for Regan’s castle.

SCENARIO:

The royal court is assembled in a grand hall, filled with tension and anticipation. Ornate tapestries and gilded decorations surround the throne where King Lear sits,
preparing to divide his kingdom. Goneril and Regan have already delivered their exaggerated declarations of love, receiving large portions of the kingdom. Now, all
eyes are on Cordelia, the youngest daughter, as she prepares to speak. The atmosphere is charged with expectation, silence hanging heavy as courtiers watch the
pivotal moment that will determine the future of the kingdom.

QUESTION:
What does King Lear believe about Cordelia’s profession of love?

CANDIDATE CHOICES:

A. He believes she is jesting and will eventually flatter him.

B. He believes she is being honest and true to herself.

C. He believes she is intentionally defying him out of spite.

D. He believes she is confused and doesn’t understand the situation.

First, identify the relevant mental state triples (beliefs, emotions, intentions, or desires) that explain King Lear’s psychology in this scenario.
Then, based on these mental states, select the most appropriate answer from the choices above.

Format your response as:

1. List the relevant mental state triples

2. Provide your answer as a JSON object: {answer: X} where X is the letter (A, B, C, or D) of the correct choice.

## Output:

Answer:
{answer: B}

Table A9: Example of training data w/o triples.
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