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ABSTRACT

Distributional reinforcement learning (DRL) has emerged as a paradigm that aims
to learn full distributions of returns under a policy, rather than only their expected
values. The existing DRL algorithms learn the return distribution independently
for each action at a state. However, we establish that in many environments, the
returns for different actions at the same state are statistically dependent due to
shared transition and reward structure, and that learning only per-action marginals
discards information that is exploitable for secondary objectives. We formalize
a joint Markov decision process (MDP) view that lifts an MDP into a partially-
observable MDP whose hidden states encode coupled potential outcomes across
actions, and we derive joint distributional Bellman equations together with a joint
iterative policy evaluation (JIPE) scheme with convergence guarantees. We intro-
duce a deep learning method that represents joint returns with Gaussian mixture
models with optimality and convergence guarantees. Empirically, we first validate
the JIPE scheme on MDPs with known correlation structure. Then, we illustrate
the learned joint structure in control and Arcade Learning Environment tasks us-
ing neural networks. Together, these results demonstrate that modeling return
dependencies yields accurate joint moments and joint distributions that can help
interpretability and be used in deriving safe and cost-efficient policies.

1 INTRODUCTION

Reinforcement learning (RL) has long been utilized as a powerful framework for sequential decision-
making problems where the interaction of the agent and the environment follows a Markov decision
process (MDP). An MDP M = (S, ς0,A, R, P, γ) is a quintuple where S designates the state
space, ς0 ∈ ∆(S) is the initial distribution of states, A is the set of actions that the agent may
take, R : S × A → ∆(R) is a stochastic, real-valued reward function, P : S × A → ∆(S) is
the transition kernel, and 0 < γ < 1 is the discount factor (Puterman, 1994). In conventional
RL, the learning objective is to find a policy with maximal expected return, which captures the
agent’s cumulative reward throughout its interaction. A policy π for MDP M may be thought of
as a decision rule π : S → A.1 To evaluate the merit of a given policy π, the expected return
starting from a state-action pair (s, a) E[Zπ(s, a)] := E[

∑∞
t=0 γ

tR(st, at) | s0 = s, a0 = a],
also known as the Q-function or the state-action value function, may be considered. We remark
that Zπ(s, a) is the random variable (RV) which we will refer to as the state-action return. The
objective in RL, then, is to find an optimal policy π∗ with an optimal state-action value function,
i.e., to find π∗ ∈ argmaxπ∈Π Qπ(s, a), for all (s, a) ∈ S × A, where Π denotes the set of all
possible policies for M. Famously, an optimal state-action value function Q∗ satisfies the Bellman
optimality equation (Bellman, 1957) Q∗(s, a) = E[R(s, a)] + γE[maxa′∈A Q∗(s′, a′)], a premise
which many RL algorithms have been built upon (Mnih et al., 2015; Sutton, 1988; Watkins & Dayan,
1992; Sutton, 1991; Rummery & Niranjan, 1994; Bradtke & Barto, 1996; Lagoudakis & Parr, 2003;
Konda & Tsitsiklis, 1999; Hasselt et al., 2016; Wang et al., 2016).

1A celebrated result states that in the discounted, infinite-horizon setting, a stationary and deterministic
optimal policy π∗ exists (Agarwal et al., 2019). We direct our attention to this case.
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Figure 1: Joint return distributions learned by our method in the CartPole environment. On the
left: The pole is perfectly balanced, the returns of both actions are perfectly correlated and the joint
distribution is a ridge. On the right: The pole starts to lose balance to one side, the joint distribution
becomes less degenerate. The curves on the edge of the plot show the two marginal distributions,
which would have been learned by a conventional DRL method.

Distributional RL. More recently, a new paradigm called distributional RL (DRL) (Bellemare et al.,
2017a) has emerged, based on the argument that reducing the return to its average value can obscure
important aspects of uncertainty, variability, and risk, often leading to suboptimal exploration or brit-
tle policies in stochastic settings. DRL augments the RL paradigm by modeling the full probability
distribution over returns, capturing higher-order moments and tail behavior. This richer characteri-
zation aims to enable agents to both improve in performance, as well as in secondary objectives such
as sample efficiency and policy robustness. All DRL methods up to now have been built around the
tenet of estimating marginal return distributions for each action independently. Although differ-
ent methods estimate different characterizations for these marginal distributions, at the end of the
day, the entity they propose to model and estimate is some characterization of the θ-parameterized
marginal state-action return Zθ(s, a) for a given state s and for each action a ∈ A.

1.1 MOTIVATION

In this paper, we argue for the theoretical interest in pursuing an alternative approach: It is only
natural, we think, to be curious about the joint distribution of these state-action returns (see Figure
1). We argue that there is a nontrivial set of MDPs where, given a state s, there is dependence to
be discovered between the returns of different actions. We present the following two motivating
examples, after which a formal explanation follows:
Example 1. Consider an MDP with bounded S ⊂ R2, A = {1, 2}, and with reward R(s, a) := xa

for a ∈ A, where x ∼ N (s,Σ), and Σ is a non-diagonal positive definite matrix. At any state s,
the rewards R(s, 1) and R(s, 2) will be dependent RVs with covariance Σ1,2. Because the return
Zπ(s, a) of any policy π for any state-action pair is a weighted sum of such dependent rewards, the
returns will also have a nontrivial joint distribution.
Example 2. Consider an MDP with S = R and A = {−1, 1}. Let X be a Bernoulli RV. Let
the next state be determined in terms of a state-action-dependent measurable function of X as
S′ = f(s, a,X) = s + a − 1 if X = 1 and s + a otherwise, so that P (· | s, a) := Law(S′).
The stochasticity of the transition dynamics of the environment is dependent on the RV X . Clearly,
then, the next state RVs S′

1 = f(s,−1, X) and S′
2 = f(s, 1, X) will be dependent.

In the previous example, X might be thought of as modeling an environmental factor such as wind,
pushing the agent leftward. Examples of such factors may include market fluctuations, a system-
wide latency spikes, factors which simultaneously affect the results of all possible actions an agent
could take at that moment. The fact that these two examples are specifically constructed to have
dependencies should not give the impression that such dependencies do not arise in regular RL
problems. The dependence of action returns is highly intrinsic even in the presence of a determin-
istic reward function in applications of RL, especially those involving function approximation (cf.
Section 4.)

1.2 CONTRIBUTION

Our main contributions are:

• We show that action returns in many MDPs are statistically dependent due to shared transition and
reward dynamics, motivating the need to move beyond independent per-action return distributions.
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• We formalize a joint MDP perspective that lifts an MDP into a partially-observable MDP
(POMDP) with hidden states encoding coupled potential outcomes across actions.

• We derive joint distributional Bellman equations and propose the Joint Iterative Policy Evaluation
(JIPE) scheme, establishing convergence to joint means and second moments.

• We develop a deep learning approach that fits K-component Gaussian mixture models to represent
joint return distributions, with guarantees on optimality and convergence.

• We validate our approach in synthetic MDPs with known correlation structure, demonstrating that
JIPE accurately recovers joint moments.

• We extend the method to control and ALE tasks, showing that learned joint distributions improve
interpretability and allow for safer and cost-efficient reinforcement learning policies.

2 JOINT DRL: A PRINCIPLED FRAMEWORK

2.1 PRINCIPLED MODELING OF CORRELATIONS VIA JOINT DRL

Having established the existence of return dependence, we develop a framework to study this phe-
nomenon. Two standard assumptions from the literature follow (Bellemare et al., 2023; Sutton &
Barto, 2018).
Assumption 1. A is finite and |A| = N . In the rest of the work, we will directly take A = [N ] for
ease of notation, so each action will be referred to by an integer 1 ≤ n ≤ N .
Assumption 2. For all (s, a), rmin ≤ R(s, a) ≤ rmax almost surely for some rmin, rmax ∈ R.

In light of the examples of the previous section, we formalize our analysis with the following.
Definition 1 (Joint MDP). Let M be an MDP (S, ς0,A, R, P, γ). For any s ∈ S, let CP (s) be some
coupling on SN with marginals {P (· | s, i)}Ni=1 and CR(s) some coupling on RN with marginals
{R(s, i)}Ni=1. Consider the POMDP J = (X , ς ′0,A, P ′, R′,Ω, O, γ). Here, X := SN × RN . We
write a typical element x ∈ X as x = (s, r), where s = (s1, . . . , sN ) and r = (r1, . . . , rN ).
ς ′0(x) := ς0(s) × δ(0) if si = s for all i ∈ [N ] and 0 otherwise, where 0 indicates a vector
of N zeros. In other words, the initial distribution over X only assigns nonzero probability to
configurations which initialize all N states in s at the same state, with all initial rewards being 0.
P ′(· | x, a) := CP (sa) × CR(sa), the product measure of the transition and reward couplings.
R′(x, a) := ra, deterministic. The observation space is Ω := S × R and the observation kernel is
O(o | x, a) := δ(sa,ra)(o).

At each decision time t within the POMDP J , the hidden state is a pair of vectors xt = (st, rt),
with st = (st,1, . . . , st,N ) ∈ SN and rt = (rt,1, . . . , sr,N ) ∈ RN . The ith entries st,i and rt,i denote
the next state and reward that would be obtained if action i were to be taken from the current base
state. After the agent selects at, the environment reveals (st,at , rt,at) and the base state updates to
st+1 = st,at , and a fresh pair (st+1, rt+1) is drawn at st+1 according to the specified couplings. For
initialization, a state s ∼ ς0 is sampled and s0 = (s, . . . , s) is set. r0 = 0 is set as a placeholder,
since the reward at the initial state is a reward obtained before any actions have been played, and
hence has no meaning and is unused. This representation is observationally equivalent to the original
MDP M: For any (s, a), the revealed pair (sa, ra) has exactly the same distribution as (S′, R)
under the kernels P (· | s, a) and R(s, a) of M, but in addition, the POMDP’s hidden state preserves
the joint counterfactual outcomes across actions at each step. This makes it meaningful to learn
joint statistics and to write joint Bellman relations, without altering the agent’s observed interaction
process.

In practice, how do we model this joint MDP? The following definitions formalize the vector-
valued RV of joint returns whose distribution we aim to estimate.
Definition 2. Let Zπ(s, a) denote the state-action return of policy π at (s, a). Then, the N -variate
joint return of policy π at s is defined as Zπ(s) = [Zπ(s, 1), . . . , Zπ(s,N)]T .
Definition 3. Let ηπ(s, a) = Law(Zπ(s, a)). Then, the joint return distribution of policy π at s ∈ S
is a coupling of {ηπ(s, i)}Ni=1. Additionally, to denote the bivariate marginal distribution of ηπ(s)
over the ith and jth dimensions, we use

ηπ(s; i, j) =

∫
zā

ηπ(s)dzā. (1)
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Table 1: SRB joint moments, calculated analytically and estimated by JIPE.

True JIPE ∥∆∥∞

µT
[
1.8 2.0

] [
1.8 2.0

]
1.849× 10−12

Corr

1.000 0.942

0.942 1.000

 1.000 0.942

0.942 1.000

 4.441× 10−16

The notation dzā denotes that the integral is over dimensions A\{i, j}.

We now provide an example for intuition on a problem we face in estimating joint distributions.

Example 3. Suppose a simple scenario where we want to estimate a bivariate Gaussian distribution
but only observe marginal samples. We observe x1, . . . , xN from the first and y1, . . . , yN from the
second marginals, each in R. We use the sample mean and variance to estimate µ̂1, µ̂2, σ̂2

1 and σ̂2
2 .

We can then estimate the joint distribution as N (µ̂, Σ̂), where µ̂ = [µ̂1 µ̂2]
T , and the marginal

covariances are σ̂2
1 and σ̂2

2 . The cross-covariance must then be ρσ̂1σ̂2. However, we realize that
although we can make educated estimates for the marginal statistics, it is impossible to do so for ρ
without observing joint samples from the bivariate distribution.

s0

s1

s2

. . .

. . .

s′2

s′1

Figure 2: The state transi-
tions shown as a tree. Starting
at s0, we store two possible
next states s1 and s′1 reached
by taking two actions. The
next two states to be stored
s2 and s′2 are only possible
next states reachable from s1.
Next states reachable from s′1
are not considered. This pre-
vents the number of stored
states from increasing expo-
nentially.

In this work, we will be interested in learning the joint distribu-
tion ηπ(s) associated with a reference policy π, or certain statistical
functionals that could aid us in inferring it. Classic RL is concerned
with learning the mean µπ(s) ∈ RA, i.e., the state-action value
function Q. As we are interested in inferring the correlations, a
natural functional to consider in addition to µπ(s) is the N × N
covariance matrix derived from ηπ(s) which we denote by Σπ(s).

However, as illustrated by Example 3, since any off-diagonal el-
ement Σπ(s)a,a′ of Σπ(s) relates knowledge about the joint re-
turns of two actions at state s, the customary transition structure
of τ := (s, a, r, s′, a′) will no longer suffice to estimate these el-
ements. If we hope to learn a meaningful joint distribution of the
returns of multiple actions at a state, we must change the struc-
ture of our saved and sampled experience replays to be τ2 :=
(s, a1, a2, r1, r2, s

′
1, s

′
2, a

′
1, a

′
2), where a1 and a2 are two distinct

actions that can potentially be played at state s, r1 and r2 the en-
suing rewards, s′1 and s′2 the respective next states, and a′1 and a′2
the actions chosen by π in the next states. Much like how, in the
conventional DRL setting, we would expect the observation of the
transition τ to lend us guidance in updating our estimate of ηπ(s, a),
we would now expect to leverage the observation of τ2 to update our estimates of µπ(s)a1

, µπ(s)a2
,

the diagonal covariance elements Σπ(s)a1,a1
, Σπ(s)a2,a2

and finally the off-diagonal covariance
elements Σπ(s)a1,a2

and Σπ(s)a2,a1
. Obviously, this would result in updating our estimate of the

bivariate marginal distribution ηπ(s; a1, a2). From now on, we will refer to such transition samples
as τ2 as joint transitions.

In the formalism of Definition 1, to get access to joint transitions, we must change our observation
space and kernel to allow us a peek into the joint structure. Letting Ω := S2 × R2 and O(o |
x, a1) := δ((sa1

,sa2
),(ra1

,ra2
)(o) suffices. At any step of the joint MDP, the observation model lets

us peek into the next state and reward of a1 (dictated by a policy π), and those of one additional,
counterfactual action a2 that could have been played instead.

Can we obtain joint transitions from an MDP in practice? Many applications of RL are increas-
ingly relying on digital twin technologies, enabling a near-perfect simulation of reality. In many RL
tasks, it is not implausible to assume having access to a perfect simulation of the system which al-
lows taking an action, observing its consequences, rewinding the simulation to the previous state and
then taking another action to observe its consequences. In programming terms, this can be thought

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

Table 2: WGW joint moments in the starting cell for actions RIGHT, LEFT, UP, DOWN.

True JIPE ∥∆∥∞

µT
[
0.771 0.732 0.792 0.732

] [
0.771 0.732 0.792 0.732

]
2.004× 10−6

Corr


1.000 0.833 0.866 0.833

0.833 1.000 0.866 1.000

0.866 0.866 1.000 0.866

0.833 1.000 0.866 1.000




1.000 0.833 0.866 0.833

0.833 1.000 0.866 1.000

0.866 0.866 1.000 0.866

0.833 1.000 0.866 1.000

 1.612× 10−4

of as saving a state of the environment and the random number generator before taking an action,
and then restoring these states to take another action.

We now introduce the joint Bellman equations.
Definition 4. Let Zπ(s) be the N -variate joint return under π and (S = s,A1 =
a1, R1, S

′
1, A

′
1, A2 = a2, R2, S

′
2, A

′
2) a sample transition. The 2nd-order joint Bellman equations

are
Zπ(s, a1)

D
= R1 + γZπ(S′

1, A
′
1),

(Zπ(s, a1))
2 D
= (R1 + γZπ(S′

1, A
′
1))

2
,

Zπ(s, a1) · Zπ(s, a2)
D
= (R1 + γZπ(S′

1, A
′
1)) · (R2 + γZπ(S′

2, A
′
2)) .

Proposition 1. Let (S = s,A1 = a1, R1, S
′
1, A

′
1, A2 = a2, R2, S

′
2, A

′
2) be a sample transition. The

2nd-order joint Bellman distributional equations are
E[Zπ(s, a1)] = E[R1 + γZπ(S′

1, A
′
1) | S = s,A1 = a1],

E[(Zπ(s, a1))
2
] = E[(R1 + γZπ(S′

1, A
′
1))

2 | S = s,A1 = a1],

E[Zπ(s, a1) · Zπ(s, a2)] =

E[(R1 + γ Zπ(S′
1, A

′
1)) · (R2 + γZπ(S′

2, A
′
2)) | S = s,A1 = a1, A2 = a2],

where E[·] denotes the expectation with respect to the joint distribution over all RVs involved.

Evidently, these equations provide us with consistency conditions that the first and second moments
of the return Zπ(s, a) must satisfy, in distribution and in expectation.

2.2 JOINT ITERATIVE POLICY EVALUATION (JIPE)

We can compactly represent the 2nd-order joint Bellman equations by defining a suitable operator.
For each (s, a), let M(s,a) ∈ RN+1 be a vector that concatenates E[Zπ(s, a)] and E[(Zπ(s, a))2] as
its first and second coordinates and E[Zπ(s, a) · Zπ(s, ã)], where ã ∈ A, ã ̸= a, as its last N − 1
coordinates. With this notation, let us define, for all (s, a),

Mµ(s, a) := M(s,a),1, Mµ ∈ RS×A

Mσ(s, a) := M(s,a),2, Mσ ∈ RS×A

Mc(s, a) :=
[
M(s,a),3 · · · M(s,a),N+1

]T
, Mc ∈ R(N−1)×S×A

M :=
[
MT

µ MT
σ MT

c

]T
, M ∈ R(N+1)×S×A.

M describes the collection of the means and the second moments of the N -variate joint return,
collected by Mµ and Mσ,Mc, respectively. We can further represent the 2nd-order joint Bellman
equations by the following 2nd-order N -variate joint Bellman operator

T π
2,N : R(N+1)×S×A → R(N+1)×S×A, M = T π

2,NM.

We propose the following dynamic programming approach, the joint iterative policy evaluation
(JIPE) scheme, which repeatedly applies the 2nd-order joint Bellman operator T π

2,N

Mk+1 = T π
2,NMk, M0 ∈ R(N+1)×S×A. (2)

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

Theorem 1 (proved in Appendix A) states the convergence of the scheme in (2). For simplicity of
notation, the theorem is stated in terms of the uncentered second moment matrix, Σ̄π(s), from which
the covariance can be derived as Σπ(s) = Σ̄π(s)− µπ(s)µπ(s)T .

Theorem 1 (Convergence of JIPE). Suppose Assumptions 1 and 2 hold. Consider the JIPE scheme
in (2). For any s ∈ S, let µk(s) and Σ̄k(s) denote the mean and the second moment matrix recovered
from Mk. Then,

∥µk(s)− µπ(s)∥∞ = O
(
γk
)
, ∥Σ̄k(s)− Σ̄π(s)∥∞ = O

(
γk

1− γ

)
.

3 LEARNING OPTIMAL JOINT DISTRIBUTIONS VIA NEURAL NETWORKS

We now present an algorithmic approach to learning the joint distribution, leveraging the deep learn-
ing (DL) paradigm. We propose to model the state-action return as a Gaussian mixture model with
K components (K-GMM), whose parameters are estimated by a neural network with weights θ.
We note that Choi et al. (2019) and Zhang (2023) have previously suggested this approach, how-
ever, as usual, these works only consider the estimation of the marginal and not of the joint returns.
For reasons such as reduced computational complexity and feasibility, we choose to only deal with
homoscedastic K-GMMs, i.e., for a given s ∈ S, Σθ,i(s) = Σθ(s) for all i ∈ [K].

We remind the reader of the discussion in Section 2 of we must rely on joint transitions to be able to
learn the correlation structure of the joint returns. (See Figure 2 for a way to gather joint transitions
without the number of states exponentially increasing.) We now propose the following distribu-
tional variant of the standard Q-learning algorithm, utilizing joint transitions: At each update step,
for a sampled experience replay transition τ2 := (s, a1, a2, r1, r2, s

′
1, s

′
2, a

′
1, a

′
2), we calculate the

distributional temporal difference error between the current state’s bivariate marginal return distri-
bution ηθ(s; a1, a2), and a TD target distribution η∗ω(s

′
1, s

′
2), which will be the distribution of an

RV we denote by r + γZ∗
ω(s

′
1, s

′
2). In other words, we take our temporal difference error to be

L (ηθ(s; a1, a2), η
∗
ω( s

′
1, s

′
2)), which then gets used to update the neural network weights θ through

backpropagation and stochastic gradient descent methods.2 In theory, any statistical distance may
be used for L. To justify this choice, we state two theorems regarding the representation error and
distributional convergence of GMMs in the Cramér distance dC . We refer the reader to Appendix
C for the details of the statements and the proofs, and to Appendix B for equivalent results in the
Wasserstein distance.

Theorem 2 (Representation error of dC-optimal K-GMM). Let ηπ(s) and η̂π(s) denote the N -
variate joint return distribution of policy π and the distribution of its dC-optimal K-GMM approxi-
mation, respectively. Then, under Assumption 2, it holds that for any s ∈ S,

dC(η
π(s), η̂π(s)) ≤

√
N(rmax − rmin)

(1− γ)K1/N
.

Theorem 3 (Distributional convergence of 1-GMMs in dC). Instate the notation and hypotheses
of Theorem 1. Let ηk(s) = N (µk(s),Σk(s)), where Σk(s) is the covariance derived from the
uncentered matrix of second moments Σ̄k(s). Let η̂π(s) = N (µπ(s),Σπ(s)) be the 1-GMM ap-
proximation of the true return distribution ηπ(s). Assume that Σπ(s) is positive definite for all
s ∈ S. Then, for any s ∈ S,

dC(η̂
π(s), ηk(s)) = O

(
√
Nγk +

Nγk

(1− γ)
√
λmin(Σπ(s))

)
.

The nature of η∗ω(s
′
1, s

′
2) = Law(r + γZ∗

ω(s
′
1, s

′
2)) must now be specified. This distribution re-

sembles the familiar TD target of both classic RL and conventional DRL settings, but due to its
multivariate nature, some clarifications must be made. In truth, η∗ω(s

′
1, s

′
2) is a coupling: It is a bi-

variate joint distribution whose univariate marginal distributions are the TD target distributions for
{ηθ(s, ai)}2i=1, i.e., Law(ri + γZω(s

′
i, a

∗
i )), where a∗i ∈ argmaxa′∈A E[Zω(s; a

′)]. Going back to

2We remind that the target RV is calculated with a separate set of parameters ω (as opposed to θ), the
parameters of the so-called target network (Mnih et al., 2015).
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Table 3: Scores achieved by unsafe policy πu and Markowitz policies πM with varying λ values.

Policy Mean Standard deviation Min Max

πu −213.4 102.4 −690.7 −11.2
πM with λ = 0.01 −118.7 101.1 −724.0 −15.0
πM with λ = 10.0 −127.1 99.4 −568.3 −16.5

GMM terminology, the ith univariate marginal dimension of η∗ω(s
′
1, s

′
2) is a K-GMM with mixing

coefficients ρω(s′i) and means ri + γµω,k(s
′
i, a

∗
i ).

We have specified the mixing coefficients and the means of the TD target η∗ω(s
′
1, s

′
2), and only

the covariance remains. Let us refer to the covariance matrix as Σω(s
′
1, s

′
2). Given our previ-

ous logic for constructing the coupling target distribution, our covariance matrix must now satisfy
Σω,i,j(s

′
1, s

′
2) = cov(ri + γZω(s

′
i, a

∗
i ), rj + γZω(s

′
j ; a

∗
j )) as a sample-based estimate of the true

covariance cov(R(s, ai) + γZ(S′
i, a

∗
i ), R(s, aj) + γZ(S′

j , a
∗
j )).

We remark that with the provision that the TD target distribution η∗ω(s
′
1, s

′
2) must be a coupling of

the TD target distributions of the two univariate marginal distributions ηθ(s, a1) and ηθ(s, a2), it
must, at its most general form, be the distribution of a K2-GMM. Letting (k1, k2) ∈ [K]2 index
the K2 components of the target mixture, and referring back to the homoscedasticity assumption
mentioned in the beginning of the section, we finally have

η∗ω(s
′
1, s

′
2) =

K∑
k1=1

K∑
k2=1

(ρω,k1
(s′1) · ρω,k2

(s′2)) N
([

r1 + γµω,k1
(s′1, a

∗
1)

r2 + γµω,k2
(s′2, a

∗
2)

]
,Σω(s

′
1, s

′
2)

)
.

In practice, this implies that at each update step, we are fitting a K-GMM to a K2-GMM. This
might be envisioned as distilling the most prominent features of the K2-GMM down to a K-GMM,
keeping the model size reasonably bounded at all times. Notably, in the case of 1-GMMs, both
ηθ(s; a1, a2) and η∗ω(s

′
1, s

′
2) have the same number of components.

4 EXPERIMENTAL RESULTS

4.1 JOINT ITERATIVE POLICY EVALUATION (JIPE)

We report two minimal MDPs that manifest correlated returns.

Goal

leftward gust

Figure 3: Deter-
ministic policy
evaluated in the
WGW environment
with leftward gust.
The gust is shared
each time step
between all actions.

Shared-Randomness Bandit (SRB). A one-state, two-action MDP with
reward Rt ∼ N (µr,Σr), in the spirit of Example 1. The shared Gaus-
sian draw induces dependence between the two actions’ rewards. We set
µr = [0.0 0.2]

T . The variance of the first action is 0.8, the second ac-
tion is 1.0 and the covariance of the two actions is 0.6. The evaluated policy
plays action 2 for all time steps.

Windy Gridworld (WGW). A 3x3 grid-world environment with a leftward
gust of wind, present with probability p = 0.35, akin to Example 2. The wind
perturbs the transition dynamics irrespective of the chosen action, pushing the
agent one cell to the left in addition to the action chosen. The agent starts in
the bottom-left cell. The goal cell is absorbing and only the actions that land
on the goal cell produce reward 1, all other state-action pairs produce zero
reward. The evaluated policy is presented in Figure 3.

For each setup we evaluate a fixed policy using the JIPE scheme to compute
the means, and the covariance matrix. We derive closed-form ground truth
values for the moments and observe precise agreement in terms of maximum
absolute distance within 20 iterations. The results are presented in Tables 1
and 2. These results validate that the JIPE scheme recovers the moments implied by the coupled
dynamics and rewards.

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

Table 4: Scores and costs of π∗ vs. πc across environments.

Scores (mean ± sem) Costs (mean ± sem) πc vs. π∗ (%)

Env. π∗ πc π∗ πc ∆Score ∆Cost

Atlantis 912204.0±10121.5 957336.0±12404.8 20483.2±158.3 16496.1±145.5 +4.9 -19.5
Boxing 100.0 ± 0.0 100.0 ± 0.0 895.9 ± 1.7 799.5 ± 5.9 +0.0 -10.8
Pong 21.0 ± 0.0 21.0 ± 0.0 2293.4 ± 13.8 722.3 ± 19.6 +0.0 -68.5

4.2 SAFETY THROUGH COVARIANCE ESTIMATION

To demonstrate how the estimated covariance matrices might be leveraged for safe RL, we use the
Cliff Walking environment (Sutton & Barto, 2018) (Figure 4) with a high slipping probability of 0.5.
Consider the naive, performance-oriented but unsafe policy πu of walking straight along the edge of
the cliff to the goal state, shown in the figure in red. πu has the potential of reaching the goal state
within the least amount of steps. However, the high probability of slipping down into the cliff and
incurring a catastrophic negative consequences introduces a large amount of variance to its returns.

T h e C l i f fS G

Unsafe path

R = −1

R = −100

Figure 4: Cliff Walking environment
with evaluated unsafe policy outlined.

We first evaluate this policy through the JIPE scheme. We
then propose to use the mean-variance selection strategy
(Markowitz, 1952)in the context of portfolio optimization
to derive a safer stochastic policy which incorporates in-
formation about the covariances. At state s, we use a so-
lution πM of the quadratic problem maxπ∈∆N

πTµ(s)−
λπTΣ(s)π as a stochastic policy, where λ strikes a bal-
ance between performance and risk-aversion. We simu-
late the environment for 2500 test episodes with the un-
safe πu and with the Markowitz policy πM found with
varying values of λ. The results are in Table 3. The aver-
age score achieved by Markowitz policies are greatly improved over πu for all values of λ.

4.3 INTERPRETABILITY THROUGH COVARIANCE ESTIMATION

We now showcase several DL applications where the learned covariances contribute to interpreting
the agent’s policy and provide context about the environment state.

Firstly, we present the estimated joint distributions of near-optimal returns for two states from the
CartPole environment after 50 thousand frames using the DL framework of Section 3, with a 1-
GMM. Because this is an environment with N = 2, we are able to plot the joint distribution of
returns. Figure 1 shows these distributions for the given frames. The degenerate ridge structure
observed on the left, in the case of a bivariate Gaussian distribution, is observed when the correlation
coefficient satisfies |ρ| ≈ 1. This indicates that the two are extremely (positively or negatively)
correlated. We anticipate extreme correlation when the pole is perfectly balanced and stable, as the
system is in near-complete symmetry and we also expect this symmetry in the covariance matrix,
which is indeed the case here.

In the domain of the Arcade Learning Environment (ALE) (Bellemare et al., 2012), we present
Figure 5, which shows three correlation matrices belonging to a near-optimal return distribution
of Pong after 50 million training frames. The stark differences between the correlation matrices
allow us to interpret the state of the environment and the decisions of the agent. On the left is
a noncritical state. The game has just started, the ball is heading towards the opponent, there is
no urgency to take any action as the agent has not observed how the ball will be heading towards
them. The corresponding correlation matrix shows that the returns of actions are almost completely
uncorrelated. In the middle are two critical states. The ball is heading toward the agent and the
agent must now start taking the correct actions to return it. The matrix shows clear correlations and
inverse correlations between the returns of actions, as taking incorrect actions at this point may lead
to conceding. On the right is a post-critical state. By this point, the agent has taken the correct
actions and has full belief that they have returned the ball with a perfect shot. Knowing that they
have already scored, any actions taken while they wait have no effect on the outcome of the point.
All actions after this point are perfectly correlated.
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Figure 5: Four examples of covariance matrices of a near-optimal return at the shown states of Pong.
The arrows are added by the authors to provide context as to where the ball is headed. The effective
ranks are respectively 0.998, 0.397, 0.194, and 0.009.

4.4 COST-EFFICIENCY THROUGH COVARIANCE ESTIMATION

With the intuition of the previous section, we propose a heuristic for the criticality of states. The
observations and discussion on Figure 5 lead us to propose the (normalized) effective rank (Roy &

Vetterli, 2007), erank(Σ) =
exp(−

∑N
i=1 pi log pi)−1

N−1 , where pi = λi∑N
j=1 λj

and λi are the eigenvalues

of matrix Σ. We observe from the figure that in noncritical states, there is small correlation between
the returns of any two actions, and the correlation matrix is close to the identity. The correlation
matrix is full rank, and erank(Σ) ≈ 1. Similarly, we observe that in post-critical states, there is very
strong positive correlation between any two actions and the entries of the correlation matrix are all
close to 1. The correlation matrix is a rank-one matrix, and erank(Σ) ≈ 0. These two observations
lead us to consider the critical states as those which satisfy δ < erank(Σ) < 1−δ for some threshold
parameter δ.

To test this hypothesis through the lens of cost-efficiency, we assign every ALE action an energy
cost. The action NOOP, which corresponds to doing nothing, has zero cost. Simple actions such
as UP, LEFT, FIRE cost 1 energy. Composites of two actions such as UPFIRE cost 2 energy.
Composites of three actions such as UPLEFTFIRE cost 3 energy. We compare the policies π∗

and πc, where π∗ is the near-optimal policy learned through the methodology of Section 3 after 50
million training frames, and πc is the cost-efficient policy which follows π∗ but ignores the dictated
action at noncritical states and takes NOOP instead. We set the threshold parameter δ = 0.005 for
Atlantis, 0.01 for Boxing and 0.015 for Pong. We present the average scores achieved and energy
costs incurred by the two policies in Atlantis, Boxing, and Pong over 25 test episodes in Table
4. πc leads to significant reduction in energy cost with zero degradation in score, and even slight
improvement in score in the case of Atlantis. It is perhaps also of note that the scores achieved in
Atlantis beat those of C51 and Rainbow (Hessel et al., 2018), as reported in Figure 14 and Table 6
in the respective works.

5 CONCLUSION

We argued that dependencies between the returns of actions are intrinsic in many MDPs and devel-
oped a principled way to capture them by learning joint return distributions. We cast the problem
as a POMDP whose hidden states store coupled potential outcomes across actions, derived joint
Bellman equations and the JIPE scheme with convergence guarantees to the joint mean and second
moments. We proposed a DL method that fits K-GMMs to estimate optimal joint return distribu-
tions. Empirical results on environments with known correlations and the proposed DL method on
control and ALE tasks showed that the approach recovers accurate moments which may be used for
safe, interpretable and cost-efficient RL. We envision that future research directions include estimat-
ing joint distributions as couplings of existing DRL methods and extensions to continuous action
spaces.
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A PROOF OF THEOREM 1

We first state a simple lemma which is used to derive the convergence results.

Lemma 1. Consider two non-negative sequences ak and bk. Assume ak ≤ γka0 and bk+1 ≤
a0Bγk + γ2bk for some B > 0 and γ ∈ [0, 1). Then, bk ≤ γ2kb0 +

a0Bγk

1−γ .

Proof. We proceed by unrolling the recurrence

bk+1 ≤ γ2bk + a0Bγk,

≤ γ2(γ2bk−1 + a0Bγk) + a0Bγk

= γ4bk−1 + a0Bγk+1 + a0Bγk.

Thus, by induction we have

bk+1 ≤ γ2(k+1)b0 + a0B

k∑
j=0

γ2(k−j)γj+1 = γ2(k+1)b0 + a0B

k∑
j=0

γ2(k−j)γj .

Using a change of variable i = k − j we can calculate the second geometric sum:

k∑
j=0

γ2(k−j)γj =

k∑
i=0

γ2iγk−i = γk
k∑

i=0

γi = γk · 1− γk+1

1− γ
.

Using this in the previous equation furnishes the proof.

We now state the proof of the main result. We re-state the theorem for convenience.

Theorem 4 (Convergence of N -variate joint iterative policy evaluation). Suppose Assumptions 1
and 2 hold. Consider the N -variate joint iterative policy evaluation scheme in (2). For any s ∈ S,
let µk(s) and Σ̄k(s) denote the mean and the uncentered matrix of second moments recovered from
Mk. Then,

∥µk(s)− µπ(s)∥∞ = O
(
γk
)
, ∥Σ̄k(s)− Σ̄π(s)∥∞ = O

(
γk

1− γ

)
.

Proof. We adopt and strengthen an argument from Chapter 8 in Bellemare et al. (2023). We will
first define the following semi-norms

∥M∥∞,µ = sup
(s,a)

|Mµ(s, a)|

∥M∥∞,σ = sup
(s,a)

|Mσ(s, a)|

∥M∥∞,c = sup
(s,a,j)

|Mc(s, a)j |

Next, we demonstrate that the second-order N -variate joint Bellman operator T π
2,N is a contraction

with respect to ∥ · ∥∞,µ with constant γ. To see this, we remark that by the definition of Mµ, M ,
and ∥ · ∥∞,µ we have that

(T π
2,NM)µ = T πMµ,

where T πRS×A → RS×A is the usual Bellman operator. Furthermore, note that ∥M∥∞,µ =
∥Mµ∥∞. Thus,

∥T π
2,NM − T π

2,NM ′∥∞,µ = ∥(T π
2,NM)µ − (T π

2,NM ′)µ∥∞
= ∥T πMµ − T πM ′

µ∥∞
≤ γ∥Mµ −M ′

µ∥∞
= γ∥M −M ′∥∞,µ

13
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where we used the γ-contraction of T π with respect to ∥ · ∥∞. Now recall, by linear convergence of
the regular Bellman update Mk+1

µ = T πMk
µ , we have

∥Mk −Mπ∥∞,µ = ∥Mk
µ −Mπ

µ ∥∞ ≤ γk∥M0
µ −Mπ

µ ∥∞ = γk∥M0 −Mπ∥∞,µ.

This result establishes that the iterative policy evaluation scheme in (2) which repeatedly applies the
second order N -variate joint Bellman operator T π

2,N converges linearly to the mean of the N -variate
joint return distribution ηπ(s).

To prove the rest of the statement, recall that for any (s, a), by Assumption 2, |E[R(s, a)]| ≤
max{|rmin|, |rmax|} ≤ B and |E[R(s, a)2]| ≤ max{|rmin|2, |rmax|2} ≤ B for some B > 0.
Furthermore, by the definition of Mµ, Mσ , M , ∥ · ∥∞,µ, and ∥ · ∥∞,σ , for all (s, a), we have

|(T π
2,NM)(s, a)2 − (T π

2,NM ′)(s, a)2| ≤ 2Bγ

∣∣∣∣∣∣
∑

(s′,a′)∈S×A

P (s′ | s, a)π(a′ | s′)(M −M ′)(s′, a′)1

∣∣∣∣∣∣
+ γ2

∣∣∣∣∣∣
∑

(s′,a′)∈S×A

P (s′ | s, a)π(a′ | s′)(M −M ′)(s′, a′)2

∣∣∣∣∣∣
≤ 2Bγ∥Mµ −M ′

µ∥∞ + γ2∥Mσ −M ′
σ∥∞

= 2Bγ∥M −M ′∥∞,µ + γ2∥M −M ′∥∞,σ

Hence,
∥T π

2,NM − T π
2,NM ′∥∞,σ ≤ 2Bγ∥M −M ′∥∞,µ + γ2∥M −M ′∥∞,σ.

Similarly, we can establish a recursive inequality for the cross covariance Mc. In particular, for all
(s, a, j) ∈ S ×A× {3, . . . , N + 1},

|(T π
2,NM)(s, a)j − (T π

2,NM ′)(s, a)j | ≤ Bγ

∣∣∣∣∣∣
∑

(s′1,a
′
1)∈S×A

P (s′1 | s, a)π(a′1 | s′1)(M −M ′)(s′1, a
′
1)1

∣∣∣∣∣∣
+Bγ

∣∣∣∣∣∣
∑

(s′2,a
′
2)∈S×A

P (s′2 | s, aj)π(a′2 | s′2)(M −M ′)(s′2, a
′
2)1

∣∣∣∣∣∣
+ γ2

∣∣∣∣∣∣
∑

(s′,a′)∈S×A

P (s′ | s, a)π(a′ | s′)(M −M ′)(s′, a′)j

∣∣∣∣∣∣
≤ 2Bγ∥Mµ −M ′

µ∥∞ + γ2∥Mc −M ′
c∥∞

= 2Bγ∥M −M ′∥∞,µ + γ2∥M −M ′∥∞,c

where aj denotes the action used to calculate the cross covariance term for (s, a) which is stored
in Mc(s, a)j , and we use the definition of the joint MDP, notably the fact that P ′(· | x, a) :=
CP (sa)× CR(sa), to bound the term in the bound (that is, the next state transition is dictated by a,
not aj). Hence,

∥T π
2,NM − T π

2,NM ′∥∞,c ≤ 2Bγ∥M −M ′∥∞,µ + γ2∥M −M ′∥∞,c.

Thus, by invoking Lemma 1, one can readily establish

∥Mk −Mπ∥∞,σ ≤ γ2k∥M0 −Mπ∥∞,σ +
2∥M0 −Mπ∥∞,µBγk

1− γ

∥Mk −Mπ∥∞,c ≤ γ2k∥M0 −Mπ∥∞,c +
2∥M0 −Mπ∥∞,µBγk

1− γ

These results establish that the iterative policy evaluation scheme in (2) which repeatedly applies the
2nd order N -variate joint Bellman operator T π

2,N converges linearly to the second moment (shifted
covariance) of the N -variate joint return distribution ηπ(s).
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B PROPERTIES OF K-GMMS UNDER THE WASSERSTEIN-2 DISTANCE

We first state a simple result, which is immediate from Assumption 2.

Proposition 2 (Boundedness of return). Under Assumption 2, Zπ(s, a) ∈ [rmin/(1−γ), rmax/(1−γ)]
almost surely. Furthermore, Zπ(s) ∈ [rmin/(1−γ), rmax/(1−γ)]N almost surely.

Next, let us recall the definition of the W2 distance and its important properties.

Definition 5 (Wasserstein-2 distance). Consider RN with the Euclidean distance as the metric. Let
p and q be two probability measures on RN with bounded second moment, i.e.,∫

RN

∥x∥2dp(x) < ∞,

∫
RN

∥x∥2dq(x) < ∞.

Then, the Wasserstein-2 distance between p and q is defined as

W2(p, q) := inf
α∈Γ(p,q)

√∫
(x,y)

∥x− y∥2dα(x, y),

where Γ(p, q) is the set of all couplings of p and q.

Proposition 3 (Properties of W2). Consider two random variables Zp and Zq with distributions p
and q, respectively. With the notation W2(p, q) = W2(Zp, Zq), the following holds

• 1-homogeneity and regularity:

W2(X + γZp, X + γZq) ≤ γW2(Zp, Zq),

for all γ ∈ [0, 1) and for any independent random variable X .

• 2-convexity:

W 2
2 (λp+ (1− λ)p̂, λq + (1− λ)q̂) ≤ λW 2

2 (p, q) + (1− λ)W 2
2 (p̂, q̂),

for all λ ∈ [0, 1] and probability measures p̂ and q̂.

We now state two main results, regarding the representation error of optimal K-GMMs and the
distributional convergence of 1-GMMs under W2.

B.1 REPRESENTATION ERROR

We first start by an intuitive definition of our optimality criterion of K-GMMs estimating a return
Zπ(s), in terms of its W2 distance.

Definition 6 (W2-optimal K-GMM approximation). Let Zπ(s) and ηπ(s) denote the N -variate
joint return random variable and its distribution, respectively, following policy π. The W2-
optimal K-GMM is a multivariate random variable Ẑπ(s) with the distribution η̂π(s) =∑K

i=1 ρ̂i(s)N (µ̂i(s), Σ̂i(s)), which satisfies W2(η̂
π(s), ηπ(s)) ≤ W2(η̃

π(s), ηπ(s)), for all K-
GMM distributions η̃π(s). Here, ρ̂i(s) ∈ ∆K are the mixture coefficients, µ̂i(s) ∈ RN are the
mixture means, and Σ̂i(s) ∈ SN+ are the mixture covariance matrices, where SN+ denotes the space
of real-valued N ×N positive definite matrices.

As stated, this definition establishes the optimality criterion for any K-GMM. We argue, however,
that when one restricts themselves to 1-GMMs, the optimal GMM is found to be parameterized by
the true mean and covariance of Zπ(s), i.e., µπ(s) and Σπ(s).

Proposition 4 (W2-optimal 1-GMM approximation). Let µπ(s) and Σπ(s) denote the mean and
covariance of the N -variate joint return Zπ(s), respectively. Then, if K = 1, the W2-optimal
1-GMM approximation of Zπ(s) has distribution η̂π(s) = N (µπ(s),Σπ(s)).

The previous definition and proposition characterize the optimal K-GMM and 1-GMM representa-
tions of Zπ(s), respectively, but make no guarantees on the accuracy of these representations. We
establish, in Theorem 5, a bound on the representation error incurred by optimal K-GMMs.
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Theorem 5 (Representation error of W2-optimal K-GMM). Let ηπ(s) and η̂π(s) denote the N -
variate joint return distribution of policy π and the distribution of its W2-optimal K-GMM approx-
imation, respectively. Then, under Assumption 2, it holds that for any s ∈ S,

W2(η
π(s), η̂π(s)) ≤

√
N(rmax − rmin)

(1− γ)K1/N
.

Proof. We adopt an argument from computational optimal transport (Peyré et al., 2019) and optimal
quantization theory (Gruber, 2004).

Recall that under Assumption 2, Zπ(s) ∈ [rmin/(1−γ), rmax/(1−γ)]N almost surely by Proposition 2.
Let us consider partitioning [rmin/(1−γ), rmax/(1−γ)]N into K disjoint cubes Qi, i ∈ [K].

The side of each cube will be of length rmax−rmin

(1−γ)K1/N . Furthermore, the volume of each cube will be(
rmax−rmin

(1−γ)K1/N

)N
.

Let C = {c1, . . . , cK} denote the center of these cubes. This helps us to define these cubes formally
as

Qi :=

{
z ∈

[
rmin

1− γ
,
rmax

1− γ

]N
| ∥z − ci∥ ≤ ∥z − cj∥, ∀j ̸= i, j ∈ [K]

}
.

Furthermore, note that ∥z − ci∥ ≤
√
N(rmax−rmin)
2(1−γ)K1/N for all z ∈ Qi.

Let wi = ηπ(s)(Qi) and note that wi ≥ 0 and
∑K

i=1 wi = 1 as ηπ(s) is a valid probability measure
on RN . Now, define the empirical measure

Pe(z) :=

K∑
i=1

wiδ(z − ci),

where δ(z) is the standard delta Dirac function. To upper bound W2(η
π(s), Pe), we define a non-

optimal coupling α between ηπ(s) and Pe as follows: For each i ∈ [K], couple all the mass of ηπ(s)
in cube Qi to the center point ci. That is, let

α̃(z, z′) :=

K∑
i=1

1z∈Qi
· δ(z′ − ci) · ηπ(s)(z).

Using this coupling, we have

W 2
2 (η

π(s), Pe) =

(
inf

α∈Γ(ηπ(s),Pe)

√∫
z,z′

∥z − z′∥2dα(z, z′)

)2

≤
∫
z,z′

∥z − z′∥2dα̃(z, z′)

=

K∑
i=1

∫
Qi

∥z − ci∥2dηπ(s)(z)

≤

(√
N(rmax − rmin)

2(1− γ)K1/N

)2 K∑
i=1

∫
Qi

dηπ(s)(z)

=

(√
N(rmax − rmin)

2(1− γ)K1/N

)2 K∑
i=1

wi

=

(√
N(rmax − rmin)

2(1− γ)K1/N

)2

.

Next, let us consider the following GMM:

η̃π(s) =

K∑
i=1

wiN (ci,Σ).
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Recall that, by definition, W2(η̂
π(s), ηπ(s)) ≤ W2(η̃

π(s), ηπ(s)). Furthermore, as W2 is a metric,
by the triangle inequality we obtain

W2(η̂
π(s), ηπ(s)) ≤ W2(η̃

π(s), ηπ(s))

≤ W2(η̃
π(s), Pe) +W2(Pe, η

π(s))

≤ W2(η̃
π(s), Pe) +

√
N(rmax − rmin)

2(1− γ)K1/N
.

In what follows, we will set Σ such that W2(η̃
π(s), Pe) ≤

√
N(rmax−rmin)
2(1−γ)K1/N , thereby proving the

stated bound.

By 2-convexity and regularity of W2,

W 2
2 (η̃

π(s), Pe) ≤
K∑
i=1

wiW
2
2 (N (ci,Σ), δ(z − ci))

=

K∑
i=1

wiW
2
2 (N (0,Σ), δ(z))

= W 2
2 (N (0,Σ), δ(z)),

using
∑K

i=1 wi = 1. Next, we will upper bound W 2
2 (N (0,Σ), δ(z)) using the independent coupling

W 2
2 (N (0,Σ), δ(z)) ≤

∫
z

∫
z′
∥z − z′∥2δ(z′) N (0,Σ)(z)dzdz′

=

∫
z

∥z∥2N (0,Σ)(z)dz = EZ∼N (0,Σ)∥Z∥2 = Tr(Σ),

where we used the properties for the trace of a matrix and the linearity of the trace operator. Setting
Σ such that Tr(Σ) =

√
N(rmax−rmin)
2(1−γ)K1/N finishes the proof.

B.2 DISTRIBUTIONAL CONVERGENCE

We now state the following result, establishing the distributional convergence in W2 distance of
1-GMMs to the W2-optimal 1-GMM, under the iterative evaluation scheme introduced in Section
2.2.
Theorem 6 (Distributional convergence of 1-GMMs in W2 distance). Instate the notation and hy-
potheses of Theorem 1. Let ηk(s) = N (µk(s),Σk(s)), where Σk(s) is the covariance derived from
the uncentered matrix of second moments Σ̄k(s) as Σk(s) = Σ̄k(s) − µk(s)µk(s)T . Then, ηk(s)
linearly converges to η̂π(s) = N (µπ(s),Σπ(s)), i.e., to the W2-optimal 1-GMM approximation of
the N -variate joint return distribution ηπ(s). That is, for any s ∈ S,

W2(η̂
π(s), ηk(s)) = O

(
√
Nγk +

√
Nγk

1− γ
·
(
1 +

λmax(Σπ(s))

λmin(Σπ(s))

))
.

where λmax(·) and λmin(·) denote the maximum and minimum eigenvalues of their argument.

Proof. Let Σk(s) = Σπ(s) + ∆k. Note that, without loss of generality, we can assume ∆k is
positive definite, otherwise we set Σk(s) = Σπ(s)−∆k. Recall that the W2 distance between two
multivariate Gaussian distributions is given by

W 2
2 (η̂

π(s), ηk(s)) = ∥µk(s)−µπ(s)∥22+Tr

(
Σπ(s) + Σk(s)− 2

(
Σπ(s)1/2Σk(s)Σπ(s)1/2

)1/2)
.

Theorem 1 establishes the linear convergence of the mean. Thus ∥µk(s) − µπ(s)∥22 = O(Nγ2k)
using norm properties. On the other hand,(

Σπ(s)1/2Σk(s)Σπ(s)1/2
)1/2

=
(
Σπ(s)1/2(Σπ(s) + ∆k)Σπ(s)1/2

)1/2
=
(
Σπ(s)2 +Σπ(s)1/2∆kΣπ(s)1/2

)1/2
.
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Since the matrix square root operator is monotone and analytic on the positive definite cone, its
Fréchet derivative exists (Higham, 2008). Thus, we can write the first-order (Fréchet) Taylor expan-
sion of the matrix square root function around Σπ(s)2 as(

Σπ(s)2 +Σπ(s)1/2∆kΣπ(s)1/2
)1/2

= Σπ(s) +X + o(∥Σπ(s)1/2∆kΣπ(s)1/2∥F ),

where X the is unique solution to the Sylvester equation:

T (X) := Σπ(s)X +XΣπ(s) = Σπ(s)1/2∆kΣπ(s)1/2,

and by the linear convergence of the covariance established by Theorem 1, we have
∥Σπ(s)1/2∆kΣπ(s)1/2∥F = O(Nγkλmax(Σ

π(s))
1−γ ).

Note that for any unitary invariant matrix norm, notably the Frobenius norm, the Ando-Hemmen
inequality establishes the Lipschitz continuity of the matrix square root (see, e.g., Equation (1)
in Del Moral & Niclas (2018)). In our application, the Lipschitz constant is strictly smaller than

1
λmin(Σπ(s)) . Consequently, the linear Sylvester operator T is positive definite and invertible. Hence,

∥X∥F = ∥T −1(Σπ(s)1/2∆kΣπ(s)1/2)∥F

≤ ∥Σπ(s)1/2∆kΣπ(s)1/2∥F
λmin(Σπ(s))

= O
(

Nγkλmax(Σ
π(s))

(1− γ)λmin(Σπ(s))

)
.

Consequently,(
Σπ(s)2 +Σπ(s)1/2∆kΣπ(s)1/2

)1/2
= Σπ(s) +O

(
Nγkλmax(Σ

π(s))

(1− γ)λmin(Σπ(s))

)
,

and∣∣∣∣Tr(Σπ(s) + Σk(s)− 2
(
Σπ(s)1/2Σk(s)Σπ(s)1/2

)1/2)∣∣∣∣ ≤ ∣∣Tr (Σk(s)− Σπ(s)
)∣∣

+O
(

Nγkλmax(Σ
π(s))

(1− γ)λmin(Σπ(s))

)
.

Using the linear convergence of the covariance (and in particular, its diagonal) as established by
Theorem 1, we have

∣∣Tr (Σk(s)− Σπ(s)
)∣∣ = O(Nγk

1−γ ), using norm properties.

Leveraging all of our findings and using the inequality
√
a+ b ≤

√
a +

√
b for positive a and b

yields

W2(η̂
π(s), ηk(s)) = O

(
√
Nγk +

√
Nγk

1− γ
·
(
1 +

λmax(Σπ(s))

λmin(Σπ(s))

))
.

C PROPERTIES OF K-GMMS UNDER THE CRAMÉR DISTANCE

We extend the analysis of the representation error of a GMM approximation to the Cramér distance,
which is an alternative metric on the space of probability distributions.

Much like the results on the W2 distance (Appendix B), the analysis is predicated on the foundational
assumption regarding the bounded nature of the reward function, which in turn ensures that the return
distribution has bounded support. (cf. Assumption 2 and 2.) Next, we provide the definition of the
Cramér distance and list its essential properties that are instrumental to the proof.
Definition 7 (Cramér distance). Consider RN with the Euclidean distance as the metric. Let p and
q be two probability measures on RN . Let X and X ′ be independent random variables drawn from
p, and Y and Y ′ be independent random variables drawn from q. The squared Cramér distance
between p and q is defined as

d2C(p, q) := 2E∥X − Y ∥ − E∥X −X ′∥ − E∥Y − Y ′∥.
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Proposition 5 (Properties of dC). Consider two random variables Zp and Zq with distributions p
and q, respectively. With the notation dC(p, q) = dC(Zp, Zq), the following holds:

• Metric property: dC satisfies the properties of a metric, including the triangle inequality:
dC(p, r) ≤ dC(p, q) + dC(q, r).

• Convexity: For probability measures p, p̂, q, q̂ and any λ ∈ [0, 1],

d2C(λp+ (1− λ)p̂, λq + (1− λ)q̂) ≤ λd2C(p, q) + (1− λ)d2C(p̂, q̂).

• Relation to expected norm: For a distribution p and a Dirac measure δc at point c, dC is
bounded by the expected Euclidean distance:

dC(p, δc) ≤ EX∼p∥X − c∥.

• Invariance under translation: For any two d-dimensional random vectors X and Y, and
for any constant vector c ∈ Rd, the following equality holds:

dC(X+ c,Y + c) = dC(X,Y).

C.1 REPRESENTATION ERROR

We now present the main theorem concerning the representation error bound with respect to the
Cramér distance.

Theorem 7 (Representation error of dC-optimal K-GMM). Let ηπ(s) and η̂π(s) denote the N -
variate joint return distribution of policy π and the distribution of its dC-optimal K-GMM approxi-
mation, respectively. Then, under Assumption 2, it holds that for any s ∈ S,

dC(η
π(s), η̂π(s)) ≤

√
N(rmax − rmin)

(1− γ)K1/N
.

Proof. The structure of this proof is analogous to that of Theorem 5, adapting the arguments from
the Wasserstein-2 distance to the Cramér distance.

From Proposition 2, we recall that the support of the return distribution ηπ(s) is the hypercube
H = [ rmin

1−γ ,
rmax

1−γ ]
N . We partition this hypercube into K disjoint cubic cells Qi for i ∈ [K], with

centers denoted by C = {c1, . . . , cK}. The side length of each cube is L = rmax−rmin

(1−γ)K1/N . For any
point z ∈ Qi, the Euclidean distance to its center ci is bounded by half the main diagonal of the
cube:

∥z − ci∥ ≤
√
NL

2
=

√
N(rmax − rmin)

2(1− γ)K1/N
.

Let wi = ηπ(s)(Qi) be the probability mass of the true distribution within cell Qi. We define an
empirical measure Pe composed of Dirac delta functions at the cell centers:

Pe(z) :=

K∑
i=1

wiδ(z − ci).

The Cramér distance is known to be upper-bounded by the Wasserstein-2 distance, i.e., dC(p, q) ≤
W2(p, q). We may therefore utilize the intermediate quantization error bound derived in the proof
of Theorem 5. Specifically, it was established that

W2(η
π(s), Pe) ≤

√
N(rmax − rmin)

2(1− γ)K1/N
.

This directly implies a bound on the Cramér distance between the true distribution and the discrete
approximation:

dC(η
π(s), Pe) ≤ W2(η

π(s), Pe) ≤
√
N(rmax − rmin)

2(1− γ)K1/N
. (3)
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Now, let η̂π(s) be the dC-optimal K-GMM approximation to ηπ(s), and consider an intermediate
GMM, η̃π(s) =

∑K
i=1 wiN (ci,Σ). By the optimality of η̂π(s), we have dC(η̂

π(s), ηπ(s)) ≤
dC(η̃

π(s), ηπ(s)). The triangle inequality for dC yields:

dC(η̂
π(s), ηπ(s)) ≤ dC(η̃

π(s), ηπ(s))

≤ dC(η̃
π(s), Pe) + dC(Pe, η

π(s))

≤ dC(η̃
π(s), Pe) +

√
N(rmax − rmin)

2(1− γ)K1/N
.

It remains to bound the term dC(η̃
π(s), Pe). Applying the convexity property of the squared Cramér

distance from Proposition 5:

d2C(η̃
π(s), Pe) = d2C

(
K∑
i=1

wiN (ci,Σ),

K∑
i=1

wiδci

)

≤
K∑
i=1

wid
2
C(N (ci,Σ), δci)

=

K∑
i=1

wid
2
C(N (0,Σ), δ0) = d2C(N (0,Σ), δ0),

where the final step uses the translation-invariance of the Cramér distance and the fact that
∑

wi =
1. Using a property from Proposition 5 and Jensen’s inequality:

dC(N (0,Σ), δ0) ≤ EZ∼N (0,Σ)∥Z∥ ≤
(
E∥Z∥2

)1/2
.

For a random vector Z ∼ N (0,Σ), E∥Z∥2 = Tr(Σ). Therefore, dC(η̃π(s), Pe) ≤
√

Tr(Σ).

We select the covariance matrix Σ to match the bound from (3). Let Σ = σ2I , where I is the identity
matrix. We set σ such that:√

Tr(σ2I) =
√
Nσ2 = σ

√
N =

√
N(rmax − rmin)

2(1− γ)K1/N
,

which implies σ = rmax−rmin

2(1−γ)K1/N . With this choice, dC(η̃π(s), Pe) ≤
√
N(rmax−rmin)
2(1−γ)K1/N .

Substituting this result into the main inequality completes the proof:

dC(η̂
π(s), ηπ(s)) ≤

√
N(rmax − rmin)

2(1− γ)K1/N
+

√
N(rmax − rmin)

2(1− γ)K1/N

=

√
N(rmax − rmin)

(1− γ)K1/N
.

C.2 DISTRIBUTIONAL CONVERGENCE

We derive a convergence result for the iterative policy evaluation scheme when the target distribu-
tion is approximated by a single multivariate Gaussian distribution (a 1-GMM). The convergence is
analyzed with respect to the Cramér distance, providing an analogue to the Wasserstein-2 distance
result in Theorem 6.

We first establish two key properties of the Cramér distance between multivariate Gaussian distribu-
tions, which are instrumental for the main proof.
Lemma 2. Let η1 = N (µ1,Σ1) and η2 = N (µ2,Σ2) be two non-degenerate multivariate Gaussian
distributions on RN . The Cramér distance dC(η1, η2) satisfies the following inequalities:

1. Shift property: The dC distance between two Gaussian distributions with identical covari-
ance matrices is bounded by the Euclidean distance between their means:

dC(N (µ1,Σ),N (µ2,Σ)) ≤ ∥µ1 − µ2∥2.
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2. Covariance property: The squared dC distance between two zero-mean Gaussian distri-
butions is bounded by the squared Frobenius norm of the difference of their matrix square
roots:

d2C(N (0,Σ1),N (0,Σ2)) ≤ ∥Σ1/2
1 − Σ

1/2
2 ∥2F .

Proof. The proof relies on the property that the Cramér distance is upper-bounded by the
Wasserstein-2 distance, dC(p, q) ≤ W2(p, q). The W2 distance for a specific coupling provides
an upper bound on the true W2 distance (which is the infimum over all couplings) and therefore also
on the Cramér distance. We construct convenient couplings for both properties.

Proof of the shift property. Let p = N (µ1,Σ) and q = N (µ2,Σ). We construct a coupling of
(X,Y ) by letting Z ∼ N (0, I) and defining:

X = µ1 +Σ1/2Z,

Y = µ2 +Σ1/2Z.

By construction, X ∼ N (µ1,Σ) and Y ∼ N (µ2,Σ). The expected squared Euclidean distance is:

E∥X − Y ∥22 = E∥(µ1 +Σ1/2Z)− (µ2 +Σ1/2Z)∥22
= E∥µ1 − µ2∥22 = ∥µ1 − µ2∥22.

Applying the upper bound dC(p, q)
2 ≤ E∥X − Y ∥22 furnishes the proof of the first property.

2. Proof of the covariance property. Let p = N (0,Σ1) and q = N (0,Σ2). We construct a
coupling of (X,Y ) by letting Z ∼ N (0, I) and defining:

X = Σ
1/2
1 Z,

Y = Σ
1/2
2 Z.

This is a valid coupling where X ∼ N (0,Σ1) and Y ∼ N (0,Σ2). Let ∆ = Σ
1/2
1 − Σ

1/2
2 . The

expected squared Euclidean distance is computed as follows:

E∥X − Y ∥22 = E∥(Σ1/2
1 − Σ

1/2
2 )Z∥22 = E∥∆Z∥22

= E[Tr((∆Z)T (∆Z))] = E[Tr(ZT∆T∆Z)]

= E[Tr(∆T∆ZZT )] = Tr(∆T∆E[ZZT ]).

Since Z ∼ N (0, I), its covariance matrix is the identity, E[ZZT ] = I . Thus,

E∥X − Y ∥22 = Tr(∆T∆) = ∥∆∥2F = ∥Σ1/2
1 − Σ

1/2
2 ∥2F .

Applying the upper bound dC(p, q)
2 ≤ E∥X−Y ∥22 completes the proof of the second property.

We now state the main theorem and its proof.
Theorem 8 (Distributional convergence of 1-GMMs in dC distance). Instate the notation and hy-
potheses of Theorem 1. Let ηk(s) = N (µk(s),Σk(s)), where Σk(s) is the covariance derived from
the uncentered matrix of second moments Σ̄k(s). Let η̂π(s) = N (µπ(s),Σπ(s)) be the 1-GMM
approximation of the true return distribution ηπ(s). Assume that Σπ(s) is positive definite for all
s ∈ S. Then, for any s ∈ S,

dC(η̂
π(s), ηk(s)) = O

(
√
Nγk +

Nγk

(1− γ)
√
λmin(Σπ(s))

)
.

Proof. Let ηk(s) = N (µk,Σk) and η̂π(s) = N (µπ,Σπ) for notational simplicity. We bound
the Cramér distance by applying the triangle inequality with an intermediate distribution η̃(s) =
N (µπ,Σk):

dC(η̂
π(s), ηk(s)) ≤ dC(N (µπ,Σπ),N (µπ,Σk)) + dC(N (µπ,Σk),N (µk,Σk)). (4)

We bound each of the two terms on the right-hand side separately.
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For the second term in (4), which involves distributions with identical covariance, we use Lemma
2.1. This gives dC(N (µπ,Σk),N (µk,Σk)) ≤ ∥µπ − µk∥2. From Theorem 1, we have ∥µk(s) −
µπ(s)∥∞ = O(γk). Relating the infinity norm to the Euclidean norm yields:

∥µk(s)− µπ(s)∥2 ≤
√
N∥µk(s)− µπ(s)∥∞ = O(

√
Nγk).

For the first term in (4), which involves distributions with identical means, the translation-invariance
of the Cramér distance and Lemma 2.2 imply

d2C(N (µπ,Σπ),N (µπ,Σk)) = d2C(N (0,Σπ),N (0,Σk)) ≤ ∥(Σπ)1/2 − (Σk)1/2∥2F .

The matrix square root function is Lipschitz continuous on the cone of positive definite matrices.

As Σk(s) → Σπ(s), we have the bound ∥(Σπ)1/2 − (Σk)1/2∥F ≤ O
(

1√
λmin(Σπ)

)
∥Σπ − Σk∥F .

We bound the term ∥Σπ(s) − Σk(s)∥F by analyzing its components, Σ(s) = Σ̄(s) − µ(s)µ(s)T .
The difference is Σπ − Σk = (Σ̄π − Σ̄k) − (µπ(µπ)T − µk(µk)T ). By Theorem 1 and standard
norm inequalities, the Frobenius norm of this difference is dominated by the convergence rate of
the uncentered second moments, giving ∥Σπ(s)− Σk(s)∥F = O

(
Nγk

1−γ

)
. Combining these results

gives the bound for the covariance-related term:

dC(N (µπ,Σπ),N (µπ,Σk)) = O

(
Nγk

(1− γ)
√
λmin(Σπ(s))

)
.

Substituting the bounds for both terms back into the triangle inequality in (4) yields the final con-
vergence rate:

dC(η̂
π(s), ηk(s)) = O

(√
Nγk

)
+O

(
Nγk

(1− γ)
√
λmin(Σπ(s))

)
.

This completes the proof.

D MARGINALIZATION IN GMMS

We take the time to discuss the relationship between indexing by actions and marginalization in
K-GMMs, which is helpful to the exposition in Section 3. Note that Z(s), unindexed by any action
a ∈ A, indicates the N -variate random variable of state-action returns for state s and for all actions.
We once again refer to the convention A = [N ] established in Assumption 1, and indicate by Z(s, i)
the ith component of Z(s):

Z(s) = [Z(s, 1) Z(s, 2) . . . Z(s,N)]
T
.

Similarly, the marginal distribution of the ith component of Z(s) may be expressed in terms of the
joint distribution η(s) as in (1), where we “marginalize out” every dimension except for the ith

dimension through integration. Note that it is straightforward to extend this definition to indexing
by multiple distinct actions, where, for instance, Z(s; i, j) would indicate the bivariate joint random
variable of state-action returns at state s and for actions i and j ∈ [N ], whose distribution η(s; i, j)
would be obtained by integrating over every dimension of η(s) except the ith and jth dimensions.

Fortunately, with the choice of N -variate mixture of jointly-Gaussian random variables to model
Z(s), the integration in (1) becomes as simple as selecting relevant entries from the mean vectors
µk(s) and from the covariance matrices Σk(s) to parameterize yet another K-GMM distribution in
R. Indeed, if η(s) =

∑K
k=1 ρk(s)N (µk(s),Σk(s)), then,

η(s; j) :=

K∑
k=1

ρk(s) N ((µk(s))j ,Σk(s)j,j) .

Similarly, it is simple enough to extend this to multivariate marginal distributions of Z(s). One only
has to extract the multiple relevant entries from the mean vectors, and select the relevant sub-block
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matrix out of the covariance matrices of the mixture. For instance, a marginalization of the 1st and
the 3rd dimensions would simply be obtained by

Σk(s) =


Σk(s)1,1 Σk(s)1,2 Σk(s)1,3 · · · Σk(s)1,N
Σk(s)2,1 Σk(s)2,2 Σk(s)2,3 · · · Σk(s)2,N
Σk(s)3,1 Σk(s)3,2 Σk(s)3,3 · · · Σk(s)3,N

...
...

...
. . .

...
Σk(s)N,1 Σk(s)N,2 Σk(s)N,3 · · · Σk(s)N,N


=⇒ Σk(s; 1, 3) =

[
Σk(s)1,1 Σk(s)1,3
Σk(s)3,1 Σk(s)3,3

]
,

and

µk(s) = [(µk(s))1 (µk(s))2 (µk(s))3 · · · (µk(s))N ]
T

=⇒ µk(s; 1, 3) = [(µk(s))1 (µk(s))3]
T
,

for each k ∈ [K], and hence,

η(s; 1, 3) =

K∑
k=1

ρk(s) N (µk(s; 1, 3),Σk(s; 1, 3)) ,

once again, the distribution of a K-GMM, this time in R2.

E RELATED WORK

A very early view of the DRL paradigm was first introduced by Morimura et al. (2010a;b), where the
concept of the distributional Bellman equations were first laid out. These works, prior to the advent
of deep learning methods, propose (non)parametric estimators for the modeling of the distribution
of returns.

After the proliferation of deep learning methods in the context of reinforcement learning, and the
success of DQN (Mnih et al., 2015), a sequence of DRL methods within this paradigm were pro-
posed. Dabney et al. (2018a) propose a taxonomy of such methods, based on their two characteris-
tics: How they parameterize the return distribution, and the distance metric they choose to optimize.
We will adhere to this taxonomy in the following exposition. C51 (Bellemare et al., 2017a), which
reinvigorated the field of DRL, and its extension Rainbow (Hessel et al., 2018) propose to model
the return distribution of each state-action pair as a categorical distribution. In their case, a neural
network produces a single categorical marginal distribution of 51 parameters for each one of the
|A| actions. They propose to use the Kullback-Leibler (KL) divergence as loss function. QR-DQN
(Dabney et al., 2018b), IQN (Dabney et al., 2018a) and FQF (Yang et al., 2019) take a somewhat or-
thogonal approach and propose to model the inverse CDF, also known as the quantile function, with
increasing levels of degrees of freedom, increasing the expressivity of the methods. They optimize
the Huber quantile regression loss.

The most similar DRL method to this work is MoG-DQN, proposed by Choi et al. (2019). They
propose to model the marginal return distributions using Gaussian mixture models (GMMs) and
use the Jensen-Tsallis distance, i.e., the ℓ2 distance between the probability distributions, as loss
function. In a similar vein, Zhang (2023) proposes the use of GMMs in RL, but proposes the
optimization of the Cramér-2 distance instead, which we adopt in the experimental results of this
work.

DRL methods which consider multivariate reward functions bear resemblance to our work. To name
a few, the Bellman GAN model (Freirich et al., 2019) is proposed as a GAN-based approach to
learn a deep generative model of the return distribution, allowing for the modeling and learning
of DRL methods with multivariate rewards. Zhang et al. (2021) propose MD3QN, which extends
distributional RL to model the joint return distribution from multiple reward sources, also aiming to
learn the correlation of rewards coming from different sources.

Another area of RL which is relevant is counterfactual reasoning. Counterfactual reasoning in RL
considers the outcomes of actions that were not actually taken, allowing one to ask “what if” ques-
tions about alternative decisions. By leveraging such counterfactuals, one can either augment the
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data available for learning or provide more interpretable explanations of an agent’s behavior. Lu
et al. (2020) propose generating synthetic experience by replacing taken actions with counterfactual
ones under learned dynamics, thereby improving sample efficiency. Amitai et al. (2024) instead
use counterfactual trajectories to highlight how different actions would have changed the observed
behavior, offering a means to interpret and communicate the agent’s decision making.

F USED NEURAL NETWORK ARCHITECTURE

Figure 6: The architecture used in practice with Atari games from the Arcade Learning Environment.
The orange blocks indicate convolutional layers. The blue blocks indicate linear layers. The first
four blocks work as a feature extractor. The green block indicates an “augmentation layer”. The
three linear layers at the right end are, from top to bottom, the mixing, covariance, and mean heads.

We specify the architecture of the neural network, presented in Figure 6, to discuss how the K-
GMM parameters are estimated. The general architecture follows that of DQN (Mnih et al., 2015)
closely, but with a few significant differences. Firstly, the fully-connected output layer of DQN
is split into three heads, estimating the mixing coefficients, the mean vectors, and the covariance
matrix separately. These heads have K, KN , and N(N+1)

2 output nodes, respectively. The raw
output of the mixing coefficient head is passed through the softmax function to produce the mixing
coefficients. The output of the mean head is used directly as the estimate for the N -variate mean
for each of the K components. The output of the covariance head is used to construct a lower-
triangular matrix, from which the estimate for the covariance matrix is constructed through the
Cholesky composition. To ensure that the resulting estimate of the covariance matrix is positive
definite, we take the exponential of its diagonal entries, and add a small positive constant.

We remark that through this process, we aim to learn a full covariance matrix with all of its off-
diagonal elements, as opposed to adopting the usual assumption of diagonal covariance matrices,
which would be no different than learning separate marginal distributions for each action, as in
conventional DRL. It is only through the learning of these off-diagonal elements that we can prospect
the interrelations and dependencies of the marginal distributions.

Furthermore, we add an augmentation layer before the covariance head, which takes two inputs u,v
and returns the vector [u v u− v u⊙ v]

T , a form familiar from LSTM literature (Chen et al.,
2017), which then gets input into the covariance head. In a sense, all the layers before the three
heads and the augmentation layer work as a feature extractor, extracting features ϕ(s) from input
state s.

The mixing coefficients for both ηθ(s; a1, a2) and η∗ω(s
′
1, s

′
2) are estimated in the same manner:

In the case of ηθ(s; a1, a2), a forward pass of s through the network yields ρθ(s). In the case of
η∗ω(s

′
1, s

′
2), one forward pass each for s′1 and s′2, yield the mixing coefficients for the two univariate

marginal distributions. The means follow a similar approach, where a forward pass of s yields
the µθ,k(s), from which the relevant µθ,k(s; a1, a2) are obtained by marginalization. Similarly,
one forward pass each of s′1 and s′2 yield µω,k(s

′
1) and µω,k(s

′
2), from which µω,k(s

′
1, a

∗
1) and

µω,k(s
′
2, a

∗
2) are obtained by marginalization of the optimizing action’s dimension.
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The estimation of the covariances follows a different pattern. Σθ(s) is obtained by a forward pass of
s to extract the features ϕ(s). Then two copies of the same ϕ(s) are put through the augmentation
layer, resulting in the input to the covariance head being [ϕ(s) ϕ(s) 0 ϕ(s)⊙ ϕ(s)]

T . This
input, passed through the covariance head, yields the estimate Σθ(s).

In the case of Σω(s
′
1, s

′
2), however, the features ϕ(s′1) and ϕ(s′2) are combined in the augmenta-

tion layer to produce [ϕ(s′1) ϕ(s′2) ϕ(s′1)− ϕ(s′2) ϕ(s′1)⊙ ϕ(s′2)]
T , which yields the estimate

Σω(s
′
1, s

′
2) after passing through the covariance head.

G ADDITIONAL EXPERIMENTAL DETAILS

In the choice of loss function, left unspecified in Section 3, the Kullbeck-Leibler divergence, the
Wasserstein-2 distance (Gibbs & Su, 2002), the Cramér distance (Bellemare et al., 2017b) or the
Jensen-Tsallis distance (Choi et al., 2019) are all tractable candidates. All of these statistical dis-
tances between, or upper bounds thereof, are simple to obtain computationally when their arguments
are two GMMs (Hershey & Olsen, 2007; Delon & Desolneux, 2020; Zhang, 2023). In this work, we
choose to present results obtained with the Cramér distance, as guided by Bellemare et al. (2017b);
Zhang (2023). The Cramér distance does not have a closed-form expression in the case of multi-
variate GMMs, so we resort to using a slicing approach guided by the Cramér-Wold theorem (An
et al., 2023) as in Kolouri et al. (2020; 2018). Because the training method outlined in Section
3 involves using multiple sample transitions starting from s under the same policy, it incurs some
bias due to the correlation of the samples. To overcome this, we use a decaying hyperparameter q
which dictates that more transitions of form τ2 are used towards the beginning of training, gradually
decreasing down to predominantly using transitions of form τ towards the end. This also aligns
with the common MDP philosophy of explore-then-commit (Lattimore & Szepesvári, 2020), as the
additional actions taken further help with exploration. For all ALE experiments, we use 3-GMMs.

H BROADER IMPACT

The goal of this work to broaden the understanding of DRL to capture joint distributions of multiple
actions per states. We argue for the validity of this underexplored approach, making appeal to the
possible dependencies of the returns of actions at a given state, arising from dependencies in the
rewards or the transition dynamics of the system. We believe there is a great deal to be explored in
this area, as existing DRL algorithms have all implicitly adopted the assumption that these returns are
independently distributed, or that it is of no use or interest to an agent to capture such dependencies.
Although we present a concrete algorithmic method to model joint distributions of returns using
GMMs, we think of these as marginal to the theoretical insights explored in the work. We believe
that the methods presented in this work will serve as prototypes for further exploration in modeling
joint distributions of returns in DRL, in the development of methods that have better performance,
are safer, more interpretable, and better-informed.

I LIMITATIONS

The standard RL workflow, evidently, does not involve intentionally revisiting past states. Therefore,
existing RL libraries are not suited (and furthermore, not optimized) for gathering experience replays
as detailed in this work, and require heavy modification before these methods become applicable.
The authors resorted to an unsophisticated and unoptimized implementation of the experience replay
gathering process, which, at a state s, simply plays possible actions a1, . . . , an one by one, observing
rewards r1, . . . , rn and visiting next states s′1, . . . , s

′
n, restoring the state of the environment and the

random number generator back to their previous values after each visit. We suggest, however, that
in theory, it is possible to parallelize this experience gathering process, simultaneously playing the
n actions and observing their consequences, resulting in a great decrease in the wall-clock running
time of the method.

An additional limitation of the algorithm is the number of additional hyperparameters it introduces
to the training process. As stated in Appendix G, because using transition samples of form τ2

has an equivalent effect to using pairs of heavily-correlated transition samples of form τ , one must
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introduce the additional hyperparameter q which dictates how often multivariate marginals are used
in training as opposed to univariate marginals.

J LICENSES FOR ASSETS USED

For the practical implementation of the methods described in this work, we credit the Autonomous
Learning Library (Nota, 2020), whose base code repository we made extensive use of.

For the CartPole environment, we credit the OpenAI Gym library (Brockman et al., 2016). For the
ALE environments, we further credit the Arcade Learning Environment (Bellemare et al., 2012).
All game visuals are © Atari.
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