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Abstract
Financial experts possess specialized knowledge that is not easily ac-
cessible, making the acquisition of such expertise a time-intensive
process. Leveraging Large Language Models (LLMs) to emulate
financial domain experts offers a promising solution, which can
offload routine responsibilities from human experts, allowing them
to focus on more strategic tasks. However, developing a GenAI
agent that matches the capabilities of a financial domain expert re-
quires more than just LLMs with Retrieval-Augmented Generation
(RAG) capabilities. The agent must interact with domain-specific
data sources, perform complex analyses, and understand niche
terminologies and processes. We propose a natural way of devel-
oping of GenAI-powered financial domain experts by following a
zero-shot approach. Our agent’s memory layer has complimentary
capabilities to few-shot prompting and provides a natural way of
remembering information as it interacts with domain experts.

This paper is presented as a case study where we propose a
comprehensive framework for building financial domain expert
agents. Our approach involves iteratively enhancing a basic LLM
with data extraction layer, coding capabilities, and a memory layer
to perform complex analyses. We show how addition of each layer
to our LLM agent improves its performance and also address the
necessary safety and governance processes to ensure the robustness
and accuracy of production ready agent.We also introduce a custom
dataset (having roots in the financial domain) for evaluating the
agent’s performance in numerical analysis andmulti-step reasoning,
providing a clearer picture of the agent’s capability to mimic a
financial domain expert.
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1 Introduction
Financial experts possess specialized knowledge of the domain,
tools, and processes that are not easily understood by everyone.
For a novice, acquiring these expertise can be an intensive process
requiring significant time commitment from the domain expert.
Additionally, from a compliance perspective, it is challenging to
identify gaps in quality control and governance processes, as under-
standing the domain itself is complex, let alone recognizing what
is missing.

Owing to their broad capability, leveraging LLMs to emulate a
financial domain expert could be considered. This approach can
significantly offload the responsibilities of human experts, allowing
them to focus on more complex and strategic activities. Addition-
ally, this should improve understanding for general users, which
could help identify and address possible compliance gaps. However,
LLMs themselves are plagued with numerous issues such as halluci-
nations, lack of long-term memory, and inability to follow complex
instructions (missing steps in the middle) [2, 13, 33]. In addition to
these issues, substantial time and effort is required during prompt
engineering (including creating relevant few-shot examples) to en-
hance their performance [22]. These challenges are significant in
any domain, but addressing them becomes even more critical in the
financial sector, where accuracy and precision are paramount [18].

Developing a GenAI agent at par with a financial domain expert
requires capabilities beyond understanding financial terminologies.
Therefore, complementing our LLM agent with RAG capabilities
is insufficient [18, 31]. At a minimum, it needs to interact with
domain-specific data sources and perform complex analyses before
it can respond to a user’s request. It must understand terminologies
and processes specific to the niche domain it aims to specialize
in, rather than hallucinating or misinterpreting meanings from
different domains. It also needs the ability to follow long processes
precisely to answer questions requiring complex analysis.

We propose a comprehensive and streamlined approach that
addresses the aforementioned shortcomings and provides a natural
way of developing GenAI-powered financial domain experts. In this
paper, we follow an iterative improvement methodology, starting
with a basic LLM agent and progressively enhancing it with tools
and features until it can emulate our financial domain expert.

Working with financial datasets requires additional considera-
tions around safety and governance. Therefore, for the layers we
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discuss, we also elaborate on the steps needed to make our agent
safe, robust, and production-ready [3, 18, 20].

Datasets used to assess performance of LLMs are primarily on
language based reasoning [16]. To evaluate our LLM agent’s per-
formance in a given financial domain, we created a custom dataset
focused on precise numerical analysis and multi-step reasoning.
The questions in this dataset are relevant to the provided financial
database schema, enabling combined performance assessment on
appropriate tool calling capabilities and multi-step numerical anal-
ysis. Therefore, the performance of our LLM agent on this dataset
should give a clearer picture of it’s capability to mimic a financial
domain expert.

2 Methodology
Gaining expertise in any domain requires extensive investment of
both time and effort. Instead of training novices on the intricacies
of a domain, we propose a framework for creating domain expert
LLM agents. Our framework targets a natural way of developing
financial domain expert. So instead of spending extensive efforts
initially in the prompt engineering phase, we let the LLM agent
learn from its interaction with the domain expert. Allowing for a
more natural way of bestowing knowledge from a domain expert
to our LLM agent.

Developing a monolithic mega agent presents several challenges
and disadvantages [6]. Therefore, we demonstrate an iterative agent
approach, progressively adding layers of capability to transform
any LLM into a financial domain expert. We begin by introducing
knowledge of domain-specific datasets in the form of SQL database
schema and complementary data extraction tool. We then add cod-
ing capabilities to perform additional analytics on extracted data.
Introducing a memory layer helps bridge the gap from a general
coding agent to a financial domain expert. This memory layer pro-
vides complementary features to few-shot examples, where the
LLM agent is able to automatically learn generalized processes as a
domain expert interacts with it. In the memory layer we also incor-
porate a keywords databases to accurately interpret the meanings
of terminologies and processes specific to a given financial domain,
avoiding hallucinations from different domains. This iterative ap-
proach makes our domain expert agent more modular, providing
easy optimization capabilities and decoupling benefits.

2.1 Data Extraction Layer
The data source for a given financial domain can exist in various
formats. Some of the most prevalent ones are SQL databases and
API endpoints. For the purpose of this case study, we have chosen
SQL databases. However, without loss of generality, API endpoints
or any other data source can also be accommodated within the
framework.

We begin by incorporating domain-specific SQL database schema
information into our system prompt. Additionally, we include few
example records per table to provide the LLM with an understand-
ing of the type of data it will be working with. As part of the system
prompt, the LLM is instructed to generate SQL statements to an-
swer user queries. We introduce a corresponding tool responsible
for extracting data using the LLM-generated SQL statements. The
extracted data is then sent back to the LLM for further inference,

allowing it to provide the final answer to the user’s original ques-
tions.

2.1.1 Drawbacks. Adding access to the data source is a necessary
first step. However, relying solely on this capability presents several
drawbacks. LLMs are capable of generating complex SQL queries
with numerous sub-queries and joins (along with using Turing
complete features) to answer atypical user questions. However, the
rate of error (both syntactic and logical) increases with increasingly
complex SQL queries, hinting at its limitations when employed for
complex analysis [29]. Using simpler queries and sending extracted
data back to the LLM for further analysis can help mitigate these
limitations to some extent, but it introduces data compliance issues.
Confidential financial data should not be exposed to a remote LLM.
While capable locally-hosted LLMs can be used, they come with
large infrastructural requirements, which introduce additional chal-
lenges. As LLMs are advancing at mind boggling rate, being stuck
to an out-dated local LLM in a non-optimal choice [17]. Therefore,
framework designs that use confidential data and can still leverage
remote LLMs is desirable. 1

2.1.2 Limited Dataset Approach. This approach of including schema
information within system prompt works well when schema in-
formation is limited. Even though the context length of LLMs is
increasing by the day, this approach should be avoided for large
database schema given cost and data similarity implications [28].
Introducing large database schema without any pre-processing can
result in the LLM agent choosing wrong dataset because of data sim-
ilarity (based on similarity in name, datatype or example records).
Or choosing different datasets with similar contextual information
between different runs. Tackling large databases is challenging and
alternative approaches needs to be employed. Creating multiple
niche agents operating with a dataset’s subset and following a multi
agent approach could be a solution. Limited dataset exposure can
make our niche agents more tractable. Alternatively, dataset subset
selection can be a precursory step before feeding control to the
LLM agent. We let the user choose between different approaches
available in literature to tackle large dataset problem [7, 8, 26].

2.1.3 In essence. Domain experts perform multiple steps of com-
plex analysis on extracted data before providing final answers. Even
though there has been significant advancement in improving the
performance of SQL-enabled LLM agents, such performance gains
are usually attributed to time intensive prompt engineering with
appropriate few-shot prompting or fine-tuning LLM models on
dataset [7, 8, 26]. Given our goal of zero-shot agent development,
we soon realize that atypical analysis is beyond the scope of a SQL-
enabled LLM agent. Also, data confidentiality requirements needs
to be met. Therefore, we introduce additional capabilities to our
agentic framework.

2.2 Scripting Layer
Incorporating a programming language capable of running analy-
ses performed by financial domain experts is essential for building
our domain expert agent. We need to brings in capabilities like data

1Remote LLMs can still have confidentiality issues through exposed database schema
and human chat messages. But keeping the raw data within the bounds of our system
should help with data licensing and localization requirements.
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visualization and data analysis using advance libraries (support of
which is current lacking in SQL). To simplify the framework, we opt
for scripting languages over compiled languages. Given its wide-
spread use in data science, we have chosen Python. Additionally,
Python’s popularity ensures that trained LLMs have encountered a
substantial corpus of newer sample code fragments, which should
result in improved performance of generated code [25].

2.2.1 Loosely Coupling with Data Extraction Layer. Integrating a
scripting layer atop our data extraction layer enables the LLM to
decompose complex problems into simpler data extraction and
scripting tasks. This division enhances problem tractability, as each
system addresses more manageable sub-problems [15].

To connect the two systems, we employ the following design for
the SQL tool (DataFrameFromSQL) and the scripting tool (Python-
Script):

DataFrameFromSQL
Field Description

select_query An SQLite SELECT statement.
df_columns Ordered names to give the DataFrame columns.
df_name The name to give the DataFrame variable in

downstream code.
PythonScript

Field Description
code Python script code.

df_names The names of the DataFrames that are already
present in memory and the code will use.

Table 1: Class Fields and Descriptions

class DataFrameFromSQL(BaseModel):
select_query: str = Field(...)
df_columns: List[str] = Field(...)
df_name: str = Field(...)

class PythonScript(BaseModel):
code: str = Field(...)
df_names: List[str] = Field(...)

(NOTE: Field description are included in Table 1.)
The LLM can invoke the DataFrameFromSQL tool multiple times

to gather all necessary datasets. Each dataset is assigned a name
using the df_name parameter, which is subsequently utilized in the
PythonScript tool via the df_names parameter.

2.2.2 Handling Errors. Despite significant advancements in LLMs’
code generation capabilities, a considerable portion of generated
code still contains syntax, runtime, and logical errors. To address
these issues, if we encounter error during generated code execution,
we append the error message to the response, prompting the LLM
agent to retry with error information. This approach allows the
LLM to refine its code incrementally rather than restarting from
scratch. There are a good number of error handling techniques,
like simply retrying, writing accompanying unit-tests, etc. [1, 32].
The approach we choose provides a good balance of simplicity,
accuracy, latency and token usage. Once the LLM successfully self-
corrects, we eliminate all error correction dialogues to minimize

unnecessary token usage. Retaining correct code ensures more
accurate responses to related follow-up questions.

In practice, we integrate the error correction capability holisti-
cally with the LLM agent itself. This allows the LLM agent make
retry attempts for not only errors in generated scripting code, but
also for data extraction layer and tool call parsing. As up until the
launch of OpenAI’s Structured Outputs, we cannot guarantee tool
call schema is respected [21].

2.2.3 Safety and Security. Executing generated code without safe-
guards poses significant security risks. Malicious code can introduce
substantial operational hazards. Therefore, it is crucial to imple-
ment measures to prevent and mitigate the execution of harmful
code. We address this through the following solutions, which can
be used in conjunction with each other:

• Deploying a separate adversarial LLM to validate that the
generated code adheres to predefined safety rules. This LLM
is explicitly programmed with validation rules and provided
with the generated code to ensure compliance. Although this
incurs a slight performance cost, the safety benefits justify
its integration into any code generation framework [19].

• Running generated code in isolated Docker containers. This
sandbox environment, devoid of elevated privileges (also
known as sudo access), read/write, or network access, limits
the potential impact of malicious code. The framework trans-
fers only the generated code and associated DataFrames to
the container, which solely performs code execution. The
container’s output is then type-validated before being serial-
ized back to the host machine. This design ensures validation
of both inputs and outputs.

• Parsing the generated Python script as an abstract syntax tree
before execution. With this step we can prevent importing
certain packages/modules, providing finer control over the
generated code for enhancing security [14].

2.2.4 Advantages.

• Loosely coupling the data extraction and scripting layers
allows the framework to reuse named DataFrames already
available in memory when addressing related questions, in-
stead of re-extracting data again.

• Error handling through self-correction (with error context)
improves overall performance, as we will also see in section
3.

• The Python scripting layer enables the framework to gen-
erate graphs/plots when responding to queries, enhancing
understanding by engaging visual cortex [11].

• Owing to its popularity Python supports a huge selection of
advance data analytics libraries, which can easily support
domain specific analysis needs.

• Combining data extraction and scripting layers facilitates
complex analyses which was difficult to achieve in a zero-
shot manner from the data extraction layer alone.

2.3 Memory Layer
Adding a scripting layer to our LLM agent makes it sufficiently
capable of performing complex analysis. However, to bridge the gap
between a general coding agent and a financial domain expert, our
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LLM agent needs to answer domain related questions like "What’s
the most likely factor to cause recession?". It should decompose
such questions into a complex process, composed of a series of
steps. The agent then needs to follow this process precisely and
combine outputs from multiple steps to provide the final answer.

Adding memorization capability to our LLM enables this func-
tionality. We use a vector database where the keys are domain-
related questions or process headings, and the related step-by-step
process to follow to get the answer is linked in its metadata. To find
relevant chunks of memory we employ a two tier process.

• First, a user’s query is generalized and searched for within
the vector database. During generalization, we ask the LLM
to strip away specifics and come up with a few variations of
generalized questions. This generalization allows us to get
bettermatch in the vector databasewhere the domain-related
questions and processes are also saved in a generalized man-
ner. If a match is found, we use the metadata to complement
the user’s question with a process that must be followed to
provide an answer. 2

• If we do not find a match for the question being asked, we
try to find how to solve part of the question. At this step,
we ask LLM to divide the original question into an a series
of smaller processes which needs to be solved to get the
final answer. These smaller processes are searched for in the
vector database, to find how to solve part of the question.
Eg: If we ask "Excluding all periods of recessions, is current
unemployment higher or lower than last 10 years average?",
then the LLM will try to find "Determine Recession Periods"
and "Calculate Unemployment" inside the memory layer.

In summary, we try to find the process which can be used to
answer the question asked. If we are successful in finding the pro-
cess then we proceed ahead by including this information with our
question. If we are not successful then the question is broken down
into smaller processes which are looked for inside the memory
layer. So, we can use memory to solve part of the question if not
whole, and let the LLM agent decide on how to solve the rest of it
(based on current chat context or SQL schema information).

2.3.1 Adding Entries to the Vector Database. The entries in the vec-
tor database (or the memory layer) are learned through interaction
with the domain expert. We start with an empty database and let
the domain expert use the LLM agent to perform analysis. The
domain expert, with knowledge of different systems, asks directed
questions like "Compare today’s fit data against last year’s and tell
me if the fit values are within 1 standard deviation of last year’s val-
ues." The expert can continue asking numerous simpler questions
to build up their analysis, while keeping an eye on the accuracy of
conducted analysis.

Once the human expert has built up their analysis by using
LLM agent provided outputs to simpler questions, the expert can

2As a simple enhancement, we don’t solely rely on vector similarity. We also use a
separate LLM to decide if the vector matched processes can be used to answer the
original question. If so, then this LLM should select the most relevant process. But
if the LLM decides the processes are not relevant, then we go ahead without any
modification to the original question. This allows us to enhance the relevance of our
vector matched selections, while spending less time on optimizing vector database
using other techniques.

ask the LLM agent to remember their analysis. 3 This is when a
SaveIntoMemory tool is called, which triggers a series of steps in
the memorization process:

• The LLM agent summarizes the entire history of interaction
between the human expert and itself as a series of steps to
be followed to get to the final answer.

• These steps are summarized in a generalized fashion, where
any specifics are replaced with variables. This is analogous to
creating a functionwith variables in contrast to remembering
a fixed recipe.

• The LLM agent then creates a related generalized process
heading based on the chat history, so it can be used to refer
to this process. Alternatively, the human expert can provide
their own process heading for more precision.

• Finally the generalized process heading is added to the vec-
tor database with its metadata linking to the generalized
summarized steps which should be followed to get the final
answer.

• While saving entry to the vector database, if there’s a match
with an existing entry then the user is notified. This allows
the user to choose between rewriting memory (if the new
process is better), or ignoring new entry (if the old process
is similar), or provide a different process heading (if they
want to keep both). Depending on the needs of the system,
more sophisticated memory models can be employed to en-
hance this layer and users can take inspiration from existing
literature [5, 24, 30, 33].

This is a more natural process of memorization when compared
to creating few-shot examples, which can provide similar func-
tionality. The interaction of domain expert with the LLM agent
is similar to interaction with a capable novice, who remembers
complex processes when asked to. This is in line with our goal of
a natural way for building LLM agents, where no time is invested
up front for prompt engineering or creating few-shot examples.
But, the LLM agents capability keeps expanding as domain experts
interact with it.

2.3.2 Domain Specific Knowledge Layer. Adding the layers of capa-
bilities so far allows our LLM agent to perform complex analysis as
a domain expert would. However, there is still a gap that needs ad-
dressing before we can truly claim that our LLM agent can become
a domain expert. In any domain, there are keyword terminologies
(both internal and publicly known) which should be used precisely
to perform correct analysis. If not provided with the exact mean-
ing, our LLM agent might hallucinate or infer meaning from other
domains. We address this issue by adding a question rephrasing
capabilities which:

• Ask our LLM to identify keywords whose meaning cannot
be exactly inferred from chat history or data schema.

• Finds themeaning of these keywords in the keyword databases.
We use a combination of both traditional database and a vec-
tor database to first try to exactly match keywords, post
which remaining are searched for in a semantic fashion
within the vector database.

3A concrete example is shown in appendix B.
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Figure 1: Architecture of GenAI Powered Financial Domain
Expert Agent.

• Rephrases the user’s question with the found meaning so
there is less ambiguity in how the user’s question needs to
be interpreted.

If the rephrased question still has unknown keywords or if the
databases have no additional information about the requested key-
words, then the LLM agent asks the user for clarification instead
of hallucinating meaning. This creates a human-in-the-loop LLM
agent, where a new keywords are also introduced in the databases
as humans provide more context [12]. Addressing hallucinations
is an important facet of building reliable LLM agents, which is a
critical requirement for building financial domain expert agents
[18].

2.4 Bringing it All Together
We start with the architecture as described in Figure 1 with no
information added to memory databases. The only piece of domain
specific knowledge the LLM agent has, is the provided SQL data-
base schema. At this stage, the LLM agent is capable of leveraging
data extraction and coding layers to perform simpler analysis. A
domain expert uses these capabilities to performing analysis as
they usually would for their day-to-day work, correcting the LLM
when required. The interaction continues with follow up questions
till the expert is satisfied with the final result of their multi-step
analysis. Then the domain expert asks the LLM agent to remember
the process, which triggers the memorization process. This allows
the LLM agent to performing more complex multi-step analysis for
simpler questions (or processes) saved in its memory. At any point
if the LLM agent is unable to infer meaning of certain keywords
it looks into the keywords databases (which starts empty) and re-
frames user’s question by injecting found meaning, so there is less
ambiguity. The LLM agent gets back to the user for clarity if the
meaning cannot be found in its memory and stores this meaning
in keywords databases for subsequent interactions.

Building expert agents requires working with domain-specific
knowledge. Instead of manually feeding in complex processes or the
meanings of keywords, we let our LLM learn from its interaction
with a domain expert. This allows for a more natural interaction
with the LLM agent instead of investing efforts into prompt engi-
neering or creating relevant few-shot examples upfront.

Building LLM agent layer by layer instead of as a monolithic
mega-agent also provides easy decoupling and optimization bene-
fits:

• Decoupling sub-agents allows for easy replacement of mod-
ular parts to adapt to different use cases [15]. For example,
interacting with an API instead of an SQL database, or using
different language than python, or using different memory
models for process memorization etc.

• Individual layer’s prompt optimization using DSPy [10].
DSPy allows for algorithmic prompt optimization by relying
on example dataset. Optimization monolithic mega-agent
(with several tools and functionality) is much harder in both
prompt optimization and example dataset creation. Prompt
optimization for decoupled sub-agents in their own isolated
context is more tractable. So more focus can be made on the
layer whose performance needs improvement. This allows
us to quickly improve our decoupled agent’s performance
for faster deployment.

3 Performance Testing and Benefits
3.1 Dataset Creation
Performance assessment of our financial domain expert is depen-
dent on defining the domain within which it is tested. This consists
of two parts. First, is the domain specific SQL database. Second, is
the set of questions against which its accuracy will be measured.

3.1.1 SQL Database. Our database contains multiple tables of
macroeconomic data extracted from publicly available FRED dataset
(See appendix A.1) [4]. There are several tables including time-series
data for Consumer Price Index (CPI), Gross Domestic Product (GDP),
money supply, rates, popular stock index and unemployment. Using
public datasets should allow interested user to verify LLM agents
performance as described in this paper.

3.1.2 Performance Evaluation Dataset. To effectively evaluate our
LLM agent’s performance, it must be tested on appropriate datasets.
Unlike traditional LLM applications, which often rely on datasets for
language-based reasoning, financial domain expert agents require
testing focused on precise numerical analysis and multi-step reason-
ing. To address this, we developed a dataset specifically designed
for our needs. For reference, we draw inspiration from articles,
where they created their own datasets to assess their domain spe-
cific performance [9, 27]. The questions in this dataset are relevant
to the provided database schema, enabling combined performance
assessment on appropriate tool calling capabilities and multi-step
numerical analysis. The performance of our LLM agent on this
dataset should give a clearer picture of its capability to mimic a
financial domain expert.

Performance evaluation dataset contains 30 questions related to
these macroeconomic datasets. (See appendix A.2). These questions
require multi-step analysis before coming to the correct answer
and are inspired by practitioners use of such macroeconomic time-
series.

3.2 Performance Comparison
We test the performance of our LLM agent under different sets of
features available to it.4 The performance is divided into four parts,
specifically:
4All testing was performed using gpt-4o (with temperature set to 0) for chat model
and text-embedding-3-large for embedding model.
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Figure 2: Performance comparison

• Data Extraction Layer : The LLM agent has access only to the
data extraction layer. It can run analysis on the extracted
data to reach the final answer. There are data leak concerns
with this approach as highlighted in section 2.1. But for the
sake of performance testing on public dataset we ran this
analysis.

• Data Extraction Layer + Coding Layer (with no retry): In this
part, we introduce coding layer without retries when it en-
counters errors. The LLM agent does not have access to
the output data (from data extraction and coding layers), as
architecturally it’s displayed to the user directly from the
python code.

• Data Extraction Layer + Coding Layer (with retries): Same as
previous part, but we let the LLM agent retry few number of
times in case of syntactic or runtime errors. As highlighted
in section 2.2.2, we include error message to let the LLM
agent use this information to correct the error made.

• Data Extraction Layer + Coding Layer (with retries) + Memory
Layer: Finally we run performance comparison by adding
memory layer. In this step relevant memory chunks contain-
ing step-by-step process to solve all or part of the question
is added inside the chat context, as described in section 2.3.

Figure 2 shows a box plot of percentage of performance evalu-
ation questions (as described in section 3.1.2) answered correctly
over several runs. 5 We look at the overall performance on our
evaluation questions to look at the capability of LLM agent under
different stages of capability. From Figure 2 we can see that:

• With just Data Extraction Layer we are able to successfully
answer ∼ 29.29% of time. From appendix A.2 we can see the
kind of questions the LLM agent has to answer are challeng-
ing for a simple SQL agent. It has been shown in literature

5For every tested question, we passed answer format requirement (as part of the
prompt) to the LLM agent. The output from our LLM agent is passed to a secondary
LLM along with answer format requirements for reformatting if required. So not
adhering to output format does not count as a failure. We also do a manual validation
of the outputs post this process. The final results are then matched exactly, except for
floats which are matched till 2𝑛𝑑 precision digit.

that the performance of SQL agent can be improved by in-
cluding relevant few-shot examples or by fine-tuning the
LLM [23, 29]. But given the zero-shot architecture chosen
for the development of domain experts, we were bound to
perform sub-optimally here.

• Whenwe introduce Coding Layer, our performance improves
to ∼ 53.57%, as the LLM agent is able to use coding skills to
divide the larger problem into simpler data extraction and
coding problems. We can also see that introducing retries
(on syntactic or runtime failures) leads to further improve-
ment in performance to ∼ 66.79%, which is inline with our
expectations.

• Introducing Memory Layer, improves our expected perfor-
mance to ∼ 82.86%. 9 out of 30 questions are aided partly by
this Memory Layer. The Memory Layer only provides partial
help while solving these 9 questions, where only part of the
question is aided by the provided memory. The LLM agent
still has to do further multi-step analysis to come to the final
result. See appendix B for details on this included memory
chunk.

One might argue that this is an unfair comparison. But the goal
of this comparison is to show the marginal benefits each iterative
layer brings, within the realm of zero-shot agent creation. Improv-
ing capability of any layer will push the frontier of performance
for all subsequent iterative layers. So, if the developer improves ca-
pabilities of Data Extraction layer, by including few-shot examples
or fine-tuning LLMs or using other state-of-the-art techniques, the
capabilities of subsequent layers will also increase leading to better
overall performance with all layers combined.

TheMemory layer provides complementary functionality to few-
shot prompting, where the agent learns about processes to solve
questions and meanings of keywords. Within our dataset we have
used only one chunk of memory, which describes recession calcu-
lation process. To keep the comparison between "without Memory
Layer" agents and "with Memory Layer" agents fair, we include the
following textual description for "withoutMemory Layer" agents: A
recession is typically defined as two consecutive quarters of negative
real GDP growth. Recession starts at then start of second downfall, and
ends at the period before GDP growth resumes. To mimic a financial
domain expert, our LLM agent needs to perform precise calculations
respecting exact dates and periods. Describing the aforementioned
textual description as a series of steps (as shown in Figure 5 and
described in appendix B) leaves less ambiguity on how it is to be
interpreted. Thereby helping improve accuracy over more complex
tasks.

3.2.1 Complex vs Simpler Tasks. Questions in our performance
evaluation dataset are divided into two categories, complex and
simpler. Even though both categories require multi-step analysis to
get to the final answer, complex questions have at least one of the
following characteristic:

• They require analysis on different datasets, where analy-
sis output of one dataset is used to run analysis on second
dataset, before final answer can be produced.

• They need to follow precise step-by-step numerical, date and
period based calculations to get the final answer. Questions
related to recession calculations fall under this category.
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Figure 3: Complex vs Simpler Analysis Questions Perfor-
mance Comparison

Summarized By Correct Answers (%) Failure (%)
LLM Agent 100% 0%
Human ∼ 19.75% ∼ 18.52%

Human (with nudging) ∼ 27.16% ∼ 16.05%
Table 2: LLM Agent Summarized vs Human Summarized
Accuracy on Long Form Analysis.

From Figure 3 we can see that performance improvement for
Simpler Analysis increases significantly when moving from Data
Extraction Layer to + Coding Layer (without retries) to + Coding Layer
(with retries), because of improved capability and error correction.
But there is insignificant change between + Coding Layer (with
retries) and + Memory Layer and we are able to get over ∼ 84.12%
accuracy. Highlighting that a good fraction of simpler questions
can be answered accurately without any memory layer. This result
is significant as we need a base set of capability, which is used
(as building blocks) to create more complex processes, which in
turn can be saved into memory to add capability to answer more
complex questions.

For Complex Analysis, we see insignificant change between +
Coding Layer (without retries) and + Coding Layer (with retries), as
complex problems are more likely to be wrong without following a
precise (process possibly stored in memory). So being wrong post
successful code execution gives similar performance to failing to
produce results. But we see a significant increase in performance
when + Memory Layer is added. Going from ∼ 36.36% to ∼ 79.09%
accuracy with addition of memory. Demonstrating the advantages
of using memory layer for complex analysis, even when used to
solve a part of the process (see appendix B for details on included
memory chunk). This benefit becomes evenmore pronounced when
the entire process can be loaded from memory, as we will see in
next section.

3.3 Long form analysis
We describe long form analysis as the ability to follow a series
of steps precisely to get at the final answer. Recession calculation
process stored in memory layer is a good example of such long form
analysis. Table 2 shows comparison between LLM agent summarized
steps and human summarized steps for long form analysis based on
recession calculation process. LLM summarized steps are exactly as
used in memory layer (see appendix B). Human summarized steps
come from human messages which were sent to the LLM agent to
create new memory (see appendix B.1).

From Table 2, we can see the following:
• LLM Agent summarized results are always correct across
several runs with different parameters. This also gives confi-
dence that memory used for exact calculations should see
significant reduction in hallucinations. So, if we had cre-
ated memory for all 30 questions in our dataset, we should
see much better results than using memory for part of our
multi-step analysis (as done currently).

• Human summarized results are accurate ∼ 19.75% of the
time and fails ∼ 18.52% of time (despite several retries). On
analyzing the results, we found the incorrect answers were
mostly off by 1 period of analysis.

• Human summarized steps with nudging was used to try to
fix the 1 period deviation resulting in wrong answer. This
helped improve the correct results to ∼ 27.16%, showing
improvements attributing to prompt-engineering. 6

Evenwith human summarized steps with nudging, the results are
still far inferior to what LLM agent summarized process highlight-
ing sub-optimal prompt-engineering. This highlights well known
drawback of LLM where steps in the middle are missed [13].

Given our goal is development of domain expert in zero-shot
realm, our focus has been on avoiding prompt-engineering. Even
though this analysis was done for a single use-case, for our goal
and use-cases LLM agent summarized steps is a much preferred
alternative. More analysis needs to be performed for a conclusive
decision, but we keep that option open for future work.

Based on our test, we found that LLM agent’s summarizing of
the process in its own words leads to much better performance.
This memorization process is superior both in terms of learning and
reproducing. It replaces time-intensive prompt optimization with
interactive chat with a responsive LLM agent. The agent can handle
longer processes without forgetting steps in the middle, compared
to human-summarized steps [13].

4 Conclusion
In this case study we looked at a natural way of building financial
domain expert agents. We demonstrate how capabilities of a basic
LLM can be improved by adding data extraction layer, coding layer
and a memory layer. We show how iteratively adding each layer of
capability improves the performance and also address the necessary
safety and governance processes to ensure robustness and accuracy
of the agent.

6With prompt engineering we should be able to get much better results than what we
have here. But given we are working under the realm of zero-shot prompting, we did
not invest more time engineering our prompt for a singular case, when memory layer
gives us a clear win.
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For natural development of our LLM agent, we took a zero-
shot approach to avoid the intensive process of creating few-shot
examples upfront. Our memory layer provides complimentary ca-
pabilities to few-shot prompting. Which allows the LLM agent to
remember interactions with domain expert, improving its capabili-
ties on similar tasks. Thereby, providing a more natural approach
for creating expert agents from a general coding agents.

For our zero-shot LLM agent, we saw that introducing coding
layer (in addition to data extraction layer) results in improved accu-
racy by diving a complex task into shared responsibility between
data extraction and coding layers. Coding layer also brings in capa-
bilities like generating graph/plots and the ability to use advance
data analytics libraries. These feature-set are part of the arsenal
used by domain experts in their day-to-day analysis. Therefore,
enriching out LLM agents with such capabilities, brings them a step
closer to emulating a domain expert. The memory layer shows clear
benefits when performing complex analysis by achieving higher
accuracy in such tasks, even when memory is supporting just part
of the multi-step analysis. These benefits should become more pro-
nounced when using memory layer for all steps in the multi-step
analysis. We also saw benefits of the memory layer, where LLM
agent summarized steps are less prone to missing steps in the mid-
dle, even though more evidence is needed to conclusively back this
claim, and is left for future work. Overall, based on the results of
our LLM agent on the financial domain dataset, we can claim that
the architecture presented in this paper presents several advantages
and it presents a natural way of building financial domain expert
agents.
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Figure 4: FRED Datasets
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A Dataset
A.1 SQL Database
We extracted the macroeconomic time-series from FRED and added
them to corresponding tables as indicated in Figure 4 [4]. We have a
mix of both long and wide format tables, to make the performance
evaluation more challenging.

A.2 Performance Evaluation Dataset
Below we list a sample of 15 questions (out of 30 total) used dur-
ing performance evaluation. These questions require multi-step
analysis before coming to the correct answer and are inspired by
practitioners use of such macroeconomic time-series.

• When did the latest recession start and how long did it last?

Figure 5: Example of Memory for Recession Calculations

• What was the unemployment rate at the start of latest reces-
sion?

• How many recessions happened in the last 30 years?
• In the last 20 years, what percentage of time did real GDP
beat real potential GDP?

• How many times did the GDP cross 20,000 billion?
• Using 6m moving average, how many times did unemploy-
ment cross 8%?

• What’s the average unemployment for the last 10 years ex-
cluding periods of recession? Also exclude 2 quarters before
recession start and 2 quarters after recession end, before
your analysis.

• Excluding all periods of recessions, is current unemployment
higher or lower than last 10 years average?

• In what year did CPI value cross 200?
• In the last 20 years, when was inflation the highest?
• What’s the correlation between inflation calculated from CPI
with 5 year break-even inflation rate, in the last 10 years?

• In the last 10 years, how many times did the CPI value kept
dipping before increasing?

• What is the inflation contribution because of Food and En-
ergy in March 2022?

• What was the latest date when the yield curve got inverted?
• What’s the correlation between federal funds rate and un-
employment?

https://arxiv.org/abs/2409.14924
https://arxiv.org/abs/2410.08105
https://arxiv.org/abs/2305.10250
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B Memory Example
As highlighted in section 2.3, the memorization process summarizes
the history of interaction and saves it in a generalized fashion.
Figure 5 shows how memory related to recession calculation looks
like. This memory is injected into questions requiring any sort of
recession calculation, to provide the LLM agent with a recipe for
accurately calculation of recession metrics.

Its important to highlight that memory is only being used to
help with part of a question and it needs to be used in conjunction
with additional analysis to come to the final answer. For example
from our performance dataset, recession memory is being used for
questions like:

• When did the latest recession start and how long did it last?
• What was the unemployment rate at the start of latest reces-
sion?

• How many recessions happened in the last 30 years?
• What’s the average unemployment for the last 10 years ex-
cluding periods of recession? Also exclude 2 quarters before
recession start and 2 quarters after recession end, before
your analysis.

For a memory to be pulled into LLM agent’s chat context, the
LLM agent has to make a decision on what calculations needs to be
performed. If it determined "Recession Calculation" as a required
piece, it does a semantic search on memory vector database and
pulls the matching vector results into the LLM agent’s chat context.

Even though we could have asked our LLM agent to create mem-
ory for all asked question, we looked at a realistic scenario where
memory is created for general processes and it is used to answer
questions requiring additional analytics. Thus, we have used only
this singular piece of "recession calculation" memory which is used
by 9 out of 30 questions. The remaining 21 questions should have
identical performance between without memory and with mem-
ory. This demonstrates a realistic use-case where the LLM agent
becomes smart not on exact tasks, but on any task having overlap
with processes already saved in memory.

B.1 Human Messages Used to Create Memory
Example

As highlighted before, the memory creation process involves a
human expert interacting with the LLM agent. The human expert
asks simpler questions and gets a feedback response from the LLM
agent as its response to the simpler question. The expert can correct
the agent generated output by providing more context, therefore
reducing ambiguity in their original statement. The expert can keep
using outputs of previous steps to build a more complex processes.
Once the expert is satisfied with the outputs of their interaction,
they can ask the LLM agent to remember the process. Doing so
results in the LLM agent summarizing the entire history of their
current interaction and creates a memory record inside the vector
database.

The following human messages were provided to the LLM agent
to generate recession calculation memory as described above.

• A recession is defined as having two consecutive periods
of real GDP decline. Create a table with time-series of real

Figure 6: Comparison of Total Time and Total Token Usage
(for 30 questions)

GDP and column indicating the total number of periods of
continuous GDP decline from year 2000.

• Continuous decline should go down to 0 when GDP in-
creases.

• Now using the information in continuous decline column,
determine when recession started. It happened when when
continuous decline becomes equal to 2.

• Also determine when recession ended. Recession ends when
continuous decline goes from >=2 to 0. It’s the period before
the continuous decline value goes to 0.

• Indicate both recession started and recession ended as boolean
against date within the table.

• Based on the columns created tell me when the recession
started, when it ended and how long was the recession for
in months.

• Now remember this process for me against "Recession Cal-
culation".

We can see that during memorization the specifics (like year
2000) were generalized before saving into memory. Memorization
also included chunks of SQL and python code to remove ambiguity,
which as we see from results of section 3.3 is quite important.

C Latency and Token Usage
From Figure 6 we can make the following observations:

• The latency/run-time and total token usage with just Data
Extraction Layer is high, because we have to send back the
extracted dataset for analysis by the LLM. Which is not the
case for others as any analysis is done locally in code. It’s also
worth noting that with just Data Extraction Layer there were
2 questions for which tokens sent in request was higher than
limit supported token context gpt-4o model, which result in
failure. These cases were not included in our token usage
plot.

• Our token usage is already quite high in the base case (of
+ Coding Layer (Without Retries). This is partly because of
including SQL database schema information in memory.
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