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ABSTRACT

Log-likelihood evaluation enables important capabilities in generative models, in-
cluding model comparison, certain fine-tuning objectives, and many downstream
applications. Yet paradoxically, some of today’s best generative models — diffu-
sion and flow-based models — still require hundreds to thousands of neural func-
tion evaluations (NFEs) to compute a single likelihood. While recent distillation
methods have successfully accelerated sampling to just a few steps, they achieve
this at the cost of likelihood tractability: existing approaches either abandon like-
lihood computation entirely or still require expensive integration over full trajec-
tories. We present fast flow joint distillation (F2D2), a framework that simulta-
neously reduces the number of NFEs required for both sampling and likelihood
evaluation by two orders of magnitude. Our key insight is that in continuous nor-
malizing flows, the coupled ODEs for sampling and likelihood are computed from
a shared underlying velocity field, allowing us to jointly distill both the sampling
trajectory and cumulative divergence using a single model. F2D2 is modular,
compatible with existing flow-based few-step sampling models, and requires only
an additional divergence prediction head. Experiments demonstrate F2D2’s capa-
bility of achieving accurate log-likelihood with few-step evaluations while main-
taining high sample quality, solving a long-standing computational bottleneck in
flow-based generative models.

1 INTRODUCTION

Log-likelihood evaluation and likelihood-based inference have long been fundamental to statistical
modeling and machine learning, serving as the backbone for parameter estimation (Fisher, 1922),
model selection (Akaike, 1974), and hypothesis testing (Neyman & Pearson, 1933). In the era of
generative Al, the ability to efficiently evaluate log-likelihood (log-density) has become even more
critical, as it directly enables key post-training techniques including reinforcement learning and pref-
erence optimization, where likelihoods are important for methods like PPO, DPO and GRPO (Schul-
man et al., 2017; Ouyang et al., 2022; Rafailov et al., 2023; Shao et al., 2024). Beyond these ap-
plications, optimizing log-likelihood also encourages generative models to capture all modes of the
data distribution, avoiding mode collapse that plagues adversarial approaches (Razavi et al., 2019).

While likelihood evaluation is useful for modern generative modeling, the most successful gen-
erative models for images and video (Rombach et al., 2022; Black Forest Labs, 2025; OpenAl,
2024; Polyak et al., 2024; Google DeepMind, 2025), namely diffusion and flow matching mod-
els, suffer from a critical weakness: computing likelihood requires prohibitively expensive iterative
neural function evaluations (NFEs). In particular, discrete-time diffusion models like DDPM (Ho
et al., 2020; Nichol & Dhariwal, 2021) require summing up variational bounds across all timesteps,
which needs hundreds to thousands of forward passes to compute a single likelihood. Similarly,
continuous-time formulations like score SDE (Song et al., 2020) and flow matching (Lipman et al.,
2022; Albergo & Vanden-Eijnden, 2022; Liu et al., 2022; Albergo et al., 2023) also must inte-
grate the divergence along the learned (probability) flow ODE, which typically requires numerical
integration with 100-1000 NFEs for accurate likelihood evaluation. While advanced solvers can
significantly reduce NFEs (Karras et al., 2022), they fundamentally cannot escape the integration
requirement and produce vastly inaccurate results when restricted to very few steps (< 10 NFEs).
This computational burden makes many likelihood-based finetuning objectives, model comparison,
and downstream applications prohibitively expensive for modern diffusion/flow matching models.
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Interestingly, diffusion and flow matching models faced the same NFE bottleneck for sampling when
they were first introduced, where they initially required 1000+ steps to generate a single image.
Research addressing this issue has been remarkably successful, with methods that learn to skip
multiple steps, either through distillation or self-consistency objectives, emerging as particularly
powerful solutions (Salimans & Ho, 2022; Song et al., 2023; Kim et al., 2023; Frans et al., 2024;
Geng et al., 2025; Boffi et al., 2025b;a). However, despite achieving few-step sampling, most of
these methods completely lose the ability to compute likelihoods, and the few methods that preserve
likelihood computation (e.g. Kim et al. (2023)) still require integrating over the entire trajectory with
hundreds of NFEs, making fast likelihood evaluation impossible. Thus, while practitioners have
solutions to fast sampling for diffusion and flow matching models, fast log-likelihood evaluation
remains an unsolved problem. Here, we show that it is possible to achieve both at the same time.

Contributions. Our key insight is that, in flow matching and continuous normalizing flows (CNFs)
in general (Chen et al., 2018), computing exact likelihoods requires solving coupled ODEs: the
sampling trajectory <+ x; = vp(zy, t) and the log-density evolution < log py (z;) = — div(ve(zy, 1)),
both depending on the same learned velocity vy. Since the divergence term can be viewed as another
output derived from the same velocity model, we can learn to distill both the flow trajectory and its
corresponding divergence computation simultaneously within a single model. By jointly optimizing
for both accurate few-step sampling and log-likelihood evaluation, we can potentially achieve a
model that succeeds at both tasks while benefiting from their complementary learning signals.

Based on these insights, we propose fast flow joint distillation (F2D2), a simple and modular frame-
work for jointly learning fast sampling and fast log-likelihood evaluation in flow-based models. Our
key idea is to leverage the flow map framework (Boffi et al., 2025a) to train a single model to pre-
dict both the sampling trajectory and cumulative divergence in parallel using a joint self-distillation
objective, ensuring both outputs learn to skip the numerous steps in training. This makes F2D2
plug-and-play with any flow-based few-step sampling method like shortcut models and MeanFlow,
and requires only a new divergence prediction head alongside the existing velocity prediction. To
our knowledge, F2D?2 is the first method to enable accurate few-step log-likelihood evaluation in
diffusion/flow-based generative models, solving a long-standing limitation of these frameworks.

We demonstrate that our method produces both calibrated likelihoods and high quality samples with
few-step NFEs on image datasets CIFAR-10 (Krizhevsky et al.) and ImageNet 64 x 64 (Deng et al.,
2009). We show that our F2D?2 are compatible with and can be directly apply to pre-trained shortcut
models, MeanFlow and a new distillation method we propose in this paper.

As an application of our method, we introduce maximum likelihood self-guidance, a lightweight
test-time intervention which uses rapid likelihood evaluation to optimize over generated samples,
requiring only an additional forward and backward pass through the model. Remarkably, we show
that F2D2 with maximum likelihood self-guidance instantiated with 2-step MeanFlow achieves
lower FID than a 1024-step flow matching model of the same size on CIFAR-10. This proof of
concept demonstrates the expanded algorithmic sandbox enabled by rapid likelihood evaluation.

2 BACKGROUND

Let pgata denote the data distribution with samples x € R, We consider a time variable ¢ € [0,1]
where ¢ = 0 corresponds to a simple noise distribution py = N(0, I) and ¢t = 1 corresponds to the
data distribution p; = pgan- We denote the marginal distribution at time ¢ as p;(x).

Flow Matching. Flow matching (Lipman et al., 2022; Albergo & Vanden-Eijnden, 2022; Liu et al.,
2022; Albergo et al., 2023) is a scalable training method for generative modeling that learns a time-
dependent velocity field vy : R? x [0, 1] — R? to transport samples from a simple noise distribution
po to the data distribution p;. Along a straight-line path x; = (1—t)xo-+tx; that linearly interpolates
between a noise sample xy ~ po and a data sample x1 ~ pj, it models the evolution dynamic with
the ordinary differential equation ODE:
d . .

= vg(Zt,t),  To ~ po (2.1
where 2, arises from integrating the learned flow model. Since the velocity along this path is simply
r1 — Zo, flow matching minimizes the regression objective:

['FM(H) - Et~[0,1]7m0~p0,w1~p1 [Hva(xt,t) - (‘rl - JjO)”Q] (22)
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This objective encompasses diffusion models as a special case with different interpolation
schemes (Gao et al., 2024). For sampling, it solves the ODE from ¢ = 0 to ¢ = 1 with numeri-
cal solvers like Euler or doprib, and typically requires 100-1000 NFEs for high quality samples.

Continuous Normalizing Flows and Likelihood Computation. A flow-matching model is a spe-
cial case of a continuous normalizing flow (CNF) (Chen et al., 2018), which transports data from
an initial distribution 2y ~ po to an estimated distribution by integrating an ODE. In the case of
flow-based models, this is precisely Eq. (2.1). An advantage of the CNF formalism is the ability to
explicitly compute likelihoods via the coupled system of ODEs:

o] - Lai )

dt |log pre (i) — div(vg (@, t)).

Above, div(vg(Z¢,t)) = Tr(Vz,ve(d,t)) denotes the divergence of the velocity field vg, and pe.g
represents the likelihood of Z; under Eq. (2.1), which we note depends on model parameter via vy.
Integrating backwards from ¢ = 1 (data) to ¢ = 0 (noise) with initial conditions [x1,0] ", we obtain:
0 1
logp1(z1) = log po(&0) + / div(vg (&, t))dt = log po(Zo) — / div(vg(Zy, t))dt,  (2.4)
1 0
where % and the intermediate Z;’s are obtained by integrating the flow backward from x.

Likelihood evaluation is typically expensive, requiring both careful, finely-discretized integration of
an ODE across time steps, and a computation of the divergence term whose exact computation (or
the variance of its randomized estimator (Grathwohl et al., 2018)) scales at least linearly in ambient
dimension d. Thus, likelihood evaluation is far more computationally burdensome than sampling.

Few-Step Flow-based Models. To address the computational expense of multiple ODE integrations
in sampling, recent few-step flow-based models (Kim et al., 2023; Frans et al., 2024; Geng et al.,
2025; Boffi et al., 2025a;b) learn to directly predict the outcome of integrating the ODE in Eq. (2.1)
using only a small number of function evaluations (NFEs). These methods can be viewed as sharing
a common strategy of learning to predict the flow map of the underlying ODE.

Definition 2.1 (Flow Map). Given an ODE dx; = v(xy, t)dt, the flow map ® : R? x [0, 1]? — R?
is the solution operator that maps any state at time ¢ to its corresponding state at time s:

D(xy,t,8) = a4 + / v(xr, T)dT = T4 (2.5)
¢

After learning the flow map with network parameter 6, one can directly perform few-step sampling
by discretizing the time interval [0, 1] into K steps with timesteps 0 = tp < t; < ... < tx = 1, and
iteratively applying the learned flow map: #;,., = ®g(&y,,t;,ti41) fori = 0,..., K — 1, starting
from xg ~ pg. This reduces sampling from hundreds of ODE solver steps to just K NFEs (typically
K < 10), as each application of ® directly predicts the integrated result over the interval [¢;,¢; 1]
without explicit numerical integration.

3 METHOD

We propose to jointly accelerate both sampling and likelihood evaluation by learning a flow-map
on the joint ODE system described in in Eq. (2.3). Again, py = N (0, I) is the source distribution,
D1 = Ddata- Dt Tepresents the marginal distribution of the interpolant x; = tx1 + (1 —t)xo, v denotes
the ground truth velocity and p;.¢ is the distribution of £, under the learned flow model Eq. (2.1).
Our aim is to design model which supports two key capabilities:

1. Fast sampling: Draw a ; from a trained flow model, using a few number of NFEs,
Koamp < 10.

2. Fast likelihood evaluation: Evaluate the log likelihood of either model samples 2, or data
samples z; using a few number of NFEs, K} < 10.

3.1 FAST FLOW JOINT DISTILLATION (F2D2): PARAMETRIZING A JOINT FLOW MAP

Our key insight is that we can apply few-step flow-based models to the ODE in Eq. (2.3) which
jointly parametrizes sampling and likelihood evaluation. Following Boffi et al. (2025a); Frans et al.
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(2024); Geng et al. (2025), we adopt a linear parametrization of the flow map:
<I>9(;it,t,s) :Zi't+ (S*t)’l,bg(i’t,t,s) (31)
where ug : R? x [0, 1]2 — R? predicts the average velocity that directly transports states from time
t to time s and ideally ug(z¢,t,s) ~ =& [’ v(x,, 7)dr. With this parametrization, we recovers an
estimate of the instantaneous velocity as ug(x¢, t,t) in the s — ¢ limit, and obtain simple conditions
for valid flow maps.
Proposition 3.1 (Flow Map Conditions (Boffi et al., 2025a)). An operator ®(x,t,s) = = + (
t,t

t)u(z, t,s) is a valid flow map if and only if for all (t, s) € [0,1)? and for all z € R, u(w,t,
v(z, t) and any of the following conditions holds:

) —

(a) ® solves the Lagrangian equation 0;®(x,t, s) = u(®(z,t,s), s, s).
(b) @ solves the Eulerian equation 0,®(x,t,s) + V,®(z,t, s)u(z,t,t) = 0.
(¢) ® satisfies the semigroup property ®(®(x,t,r),r,s) = ®(z,t,s) fort <r < s.

Let 2z, = log pi(z;) € Rand 2, = logpt.o(&:) € R denote the log likelihood, we can then separately
parametrize the flow maps for the two subsystems in Eq. (2.3) as

(I)X;ex (‘i‘ht’ S) = ‘%t + (8 - t)uex (jjtata S)a

PN . N 3.2
Dy, (T, 2,t,8) = 2+ (s — t) Dy, (T, t, 9) (3:2)

Here ug, (&4, t, s) still estimates the average velocity, and Dy, (x,t, s) approximates the average

divergence Dy, (z¢,t,s) ~ —<%; [,” div(v(z,, 7))dT along the true trajectory between ¢ and s.

Notice that average divergence depends only on x, not z;. The fact that x; is sufficient in our
parametrization follows from the joint ODE Eq. (2.3), where the evolution of the likelihood z; is
determined by the divergence of the first flow evaluated at ;.

Therefore, denoting the joint state at time ¢ as y; = (2, 2;) | , we can then parametrize the joint flow
map using shared parameter 6 as

. D x(Ty,t, s N .
(I)Y;H(ytvt; S) = |:<I)ZAE(«/i7(t72t7t7)s>:| =Yt + (S - t)f0<xt7ta 5)3

(ot 5) (3.3)
~ _ | ue\T¢, 1,8
Jolut,5) = {De(:%t,as)}
Above, the networks for ug and Dy share the same backbone with separate prediction heads for their
respective components. The exact architecture is described in Appendix C.

Theoretical Justification. To justify the parameterization Eq. (3.3), we recall a property denoted
the tangent condition by Boffi et al. (2025a), leveraged by Kim et al. (2023); Geng et al. (2025) to
recover the instantaneous velocity and divergence in the s — ¢ limit:

Lemma 3.2 (Tangent Condition). The flow map ®y (y,t,s) for the joint system Eq. (2.3) satisfies
lim; ., 0Py (y,t,8) = f(z,s,8) = (v(z,t), —div(v(zs, 1)) 7.
We can then characterize valid joint flow maps under our parametrization as the following:
Proposition 3.3 (Characterization of the Joint Flow Map). Let Oy (y,t,s) = y + (s — t) f(z, t, 3)
satisfy f(x,s,s) = (v(x,t), —div(v(xs,t))) " denotes the dynamics for the joint sampling and
likelihood system Eq. (2.3). Then, ®y (y,t,s) is the flow map for the joint system if and only if
Y (y,t,s) € R x [0, 1], any of the following conditions are satisfied:

(a) Dy solves the Lagrangian equation 0,9y (y,t,s) = f(Py (y,t, s), s, ).

(b) @ solves the Eulerian equation 0;®y (y,t,s) + V, Py (y,t,s)f(y,t,t) = 0.

(c) @ satisfies the semigroup property Oy (y,t,s) = Oy (Py (y,t,7),7,8) fort <r < s.

We provide the full analysis of the characterization in Appendix A. We refer to the family of al-
gorithms which learns a joint map of this characterization as fast flow joint distillation (F2D2).
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Algorithm 1 Shortcut-F2D2 Training

1: for each training step do

2: T1 ~ Ddatar To ~ Do, (t,8) ~U(]0,1]?) with t < s

r (t+s)/2

xp (1 —t)xg + tay

Ty < Tt + (7" - t)u9(‘rt7t7 T)

Luysc(8) « [lua(ze, t,t) — (21 — z0)||?

Losc(8) « |lug(we, t,s) — 3sg (ug(ay, t,7) + ug(zr,7,5))
D, + sg (div(ug(x¢,t,1)))

9: Laiv-sc(0) < || Do (x¢,t,t) + Dyl|?

10: Lpsc(0) « || Do(as,t,s) — %sg (Dg(z¢,t,7) + Dg(20,7,8)) ||
11: Lsc-rap2 (9) — Lym-sc (9) + Lu-sc(e) + ﬁdiv-sc(e) + Lp.sc (0)
12: Update 0 w.r.t. Lsc.rap2(0)

13: end for

14: return 6

I?

AN A

Notably, we can derive four separate training objectives — one pair for the sampling subsystem and
the other pair for the likelihood subsystem — and jointly optimizing them yields a valid flow map
for Eq. (2.3). The general F2D?2 training objective is:

EFZDZ(Q) = EVM(O) + EU(Q) + EdiV(Q) + ED(H) 3.4)

where the first two terms optimize for the sampling flow map ®x: Lyy enforces the instantaneous
velocity matching (i.e. the tangent condition, which is often enforced by the flow matching loss in
practice), while £,, enforces one of the flow map conditions from Proposition 3.1 for ® x. Similarly,
the last two terms optimize for the likelihood flow map ®: Lg;, matches the instantaneous diver-
gence, and L, ensures that @ satisfies the conditions needed for the joint flow map Py to be valid
according to the conditions in Proposition 3.3.

3.2 INSTANTIATING F2D2 WITH SHORTCUT AND MEANFLOW

Though our method is, in principle, compatible with any flow map-based method, we instantiate
our formulation for Shortcut Models (Frans et al., 2024), based on the semigroup property, and for
MeanFlow (Geng et al., 2025), based on the Eulerian equation.

3.2.1 JOINT SHORTCUT: SHORTCUT-F2D2

Shortcut models (Frans et al., 2024) enforce the semigroup property (Proposition 3.1 (c)) by applying
it to the midpoint between timesteps ¢ and s. This amounts to the shortcut self-consistency loss:

1
ﬁu-sc(e) = ]Et<s,zt Hue(xtu t7 S) - §Sg (Ue(ﬂft, ta T) + UG((I)X;Q(.’L}, ta T'), T, S)) ||2 (35)
where sg (-) denotes stop-gradient. Combined with the tangent condition (at ¢ = s),
’Ug(ﬂ?,t) = U@(J:,t,t), (36)
and training with the flow matching loss as Ly,
Lun-sc(8) = Eif0,1],00~po,z1~ps U0 (e, t,8) = (31 — z0)|1?] (3.7)

this self-consistency loss L.sc serves as £, and yields a valid flow map by enforcing both the
tangent condition and the semigroup property (see Corollary B.1 in Appendix B for details).

We convert this method to a joint self-distillation method by introducing the two additional losses:
Laiv-sc(0) :=E [|| Do(z, t,t) + div(u, (4, t,t))[|?] (3.8)

1
ED-SC(G) = Eis ||D9(xta t, S) - isg (DG(xtv t, T’) + D@(@X;g(xt, t, T)a T, 5)) ”2 (3.9)

The first loss proceeds by analogy to Eq. (3.6), where the correct Dy is precisely the instantaneous
velocity field in the Z-component, and this is precisely div(ug) by Eq. (2.3). The second loss
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simply the enforces the semigroup property on the Z-component. Take then together, we arrive at
the shortcut variant of F2D2, Shortcut-F2D2, obtained by minimizing the loss

ESC—FZDZ (9) = EVM—SC (9) + Eu-sc(e) + Ediv-sc(e) + ED—SC (9) (3-10)

We demonstrate the derivation of Shortcut-F2D2 in Appendix A and provide the pseudocode for
Shortcut-F2D2 in Algorithm 1.

3.2.2 JOINT MEANFLOW: MEANFLOW-F2D2

Alternatively, MeanFlow (Geng et al., 2025) learns the time-averaged velocity ug(z, ¢, s) by enforc-
ing the so-called MeanFlow identity ug(zy, s,t) = v(2¢,t) + (s — t) Lug(2y, s,t), which we show
in Corollary B.2 in Appendix B solves the Eulerian equation (Proposition 3.1 (b)).

For efficiency, Lu(x,s,t) can be computed as dyu(z,t,s) + Vyu(z,t,s)v(z,t) obtained via a
Jacobian—vector product (JVP). The training objective is then to enforce this identity by regressing
the model’s prediction to the target implied thereby:

Lar(0) = Brcoanan |00t ) = 58 (5 = )@l t,5) + Voo, b, s)o(@e,t) + vl )]

(3.11)
where v(x;,t) = x1 — x¢ is the ground truth instantaneous velocity of the interpolant. Importantly,
Eq. (3.11) encapsulates both Ly and £, since Ly recovers the flow matching loss when s = t.

To extend this this method to the joint system, we introduce the additional loss
Laiv-me(0) = IE[HD@(J;t, t,s) —sg((s —t)(0eDo(xs,t,8) (3.12)
+ VaDo(24,t, 8)v(z, t)) — div(ug (2, t, t)))||2],

By analogy to Ly, Lgiv.ur Obviates the need for explicit divergence matching term Ly .
MeanFlow-F2D2 then amounts to training the objective

Lyvrrap2(0) = Lye(0) + Laivwe(0)- (3.13)
We demonstrate the derivation of MeanFlow-F2D2 in Appendix A.

3.3 PRACTICAL DESIGN CHOICES

While instantaneous velocity supervision for sampling is straightforward to obtain from data, ob-
taining reliable and tractable supervision for the instantaneous divergence presents significant chal-
lenges. We address these through several key practical considerations.

Parameter Sharing. Since both X and Z components of our joint flow map derive from the
same underlying velocity field, learning to predict both components simultaneously is fundamen-
tally learning two transformations of the same underlying dynamics. As a result, we efficiently
parametrize the joint flow map using a shared backbone network with two separate prediction heads.
This parameter sharing architecture ensures both outputs are derived from a consistent representation
of the flow dynamics and reduces the number of parameters compared to training separate models.

Hutchinson Trace Estimator. Computing divergence terms div(v(z¢,t)) requires O(d) backward
passes for exact computation, making training prohibitively expensive for high-dimensional data.
Following standard practice (Grathwohl et al., 2018; Lipman et al., 2022; Song et al., 2020), we
employ the Hutchinson trace estimator div(v) ~ Eoxr(o,1)[€ Vov - €] which provides unbiased
estimates with only O(1) computational cost per training step.

Staged Training with Warm Start. Since divergence supervision depends on having accurate
velocity predictions, we adopt a staged training approach. In practice, we pre-train the sampling
velocity component ug alone using existing flow map distillation techniques, which provides a
good initialization for joint training later. Optionally, we can also pre-train a teacher flow matching
model vy that serves as a reliable source of divergence supervision, replacing the potentially noisy
div(ug(axy, t,t)) with the more accurate div(vg (x4, t)) during joint distillation.

Shortcut-Distill-F2D2. To further improve training stability and performance, we propose
Shortcut-Distill, a shortcut model variant that combines the semigroup flow map with a learned
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Algorithm 2 Maximum Likelihood Self-Guidance Sampling with F2D2

Lo ~ Po

[

2: D+ Dy(x0,0,1)
3: £NLL — — logpo(xo) - D
4: x¢ + Adam(zq, D) > One step Adam update w.r.t. xg optimizing LN,
5: 1o, ... LK, o, < linspace(0, 1, Kgamp + 1)
6: fori=0,..., Ksamp — 1 do
7: U <— UQ(l‘i,ti,ti_;ﬂ)
8: Tiy1 < x; + (ti+1 — tl)u
9: end for
10: return x;

teacher instantaneous velocity. Our three-stage pipeline consists of: (1) Teacher pre-training:
Train vy using standard flow matching; (2) Shortcut-Distill: Warm start ¢ with the teacher param-
eters and replace Lg;y.sc With teacher supervision: E; [||u9(xt, t,t) — ve(zy, t)HQ}; (3) Joint dis-
tillation: Warm start 6 from sampling distillation, add divergence head and train both components
jointly. This approach maintains the semigroup condition while leveraging a pre-trained velocity
field to ensure the joint flow map are well-aligned.

3.4 APPLICATION: MAXIMUM LIKELIHOOD SELF-GUIDANCE WITH F2D2

Now that we have access to log-likelihood computation with few NFEs, we can explore various
applications. One particularly interesting one is using the one-step divergence prediction (combined
with the source distribution’s log-likelihood) as a pseudo-likelihood objective for inference-time
optimization. Specifically, we can optimize the initial noise x( to improve sample quality before
running the sampling procedure. This approach resembles reward-based initial noise optimization
for one-step generation models (Eyring et al., 2024), except we do not require external reward mod-
els. Instead, we obtain the guidance signal from the model’s own likelihood prediction head —
effectively performing self-guidance at inference time to improve sample quality. This maximum
likelihood self-guidance sampling algorithm is described in Algorithm 2.

4 RELATED WORKS

Likelihood computation in diffusion and flow models. While diffusion and flow-based mod-
els excel at sample generation, their likelihood evaluation remains computationally expensive.
Discrete-time diffusion models compute likelihoods through variational bounds requiring hundreds
of NFEs (Ho et al., 2020; Nichol & Dhariwal, 2021). Continuous formulations enable exact likeli-
hood via the probability flow ODE (Song et al., 2020) but require numerical integration with 100-
1000 NFEs. Prior research has explored various techniques to improve likelihood estimation (Grath-
wohl et al., 2018; Song et al., 2021), but they still require many NFEs for accurate evaluation.

Accelerating sampling in flow-based models. Reducing sampling costs has been a major focus
in diffusion and flow matching research. Advanced ODE solvers (Karras et al., 2022; Lu et al.,
2022) leverage the semi-linear structure of the probability flow ODE to reduce discretization error.
Distillation methods (Salimans & Ho, 2022; Sauer et al., 2024) and self-distillation models (Song
& Dhariwal, 2023; Zhou et al., 2025) provide alternative solutions by training student models to
match teacher trajectories or training to perform self-bootstrapping with fewer steps. In particular,
consistency models (Song et al., 2023) and consistency trajectory models (Kim et al., 2023) learn
direct mappings from any point along the trajectory to data.

Flow map-based methods. Flow maps provide a general framework to model the solution op-
erator of ODEs, enabling direct prediction of integrated trajectories (Kim et al., 2023; Boffi et al.,
2025a;b). Recent works exploit this structure for few-step sampling. For example, as we have shown
above, shortcut models (Frans et al., 2024) imposes semigroup property to learn the flow maps while
MeanFlow (Geng et al., 2025) and Align Your Flow (Sabour et al., 2025) enforce Eulerian condi-
tions. While these methods successfully reduce sampling to less than 10 NFEs, they either abandon
likelihood computation entirely or still require full trajectory integration for likelihood evaluation.



Under review as a conference paper at ICLR 2026

Table 1: NLL and FID results on CIFAR-10 dataset with different numbers of Euler steps. The flow
matching model here, which achieves BPD 3.12 as the NLL with 1024 steps and FID 2.60 with 200
steps, is also the teacher model we use in our Shortcut-Distill. For NLL, the closer to the teacher
result (3.12 BPD) the better, and for FID, the lower the better. We denote the best results in bold, the

second best with underlines, the overall best results in and invalid predictions in

Method 8 Steps 4 Steps 2 Steps 1 Step
NLL FID NLL FID NLL FID NLL FID
Flow Matching 20.63 64.27 146.24 313.54
Shortcut Model 7.10 9.63 16.04 27.28
Shortcut-Distill (Ours) 5.01 541 7.13 12.75
MeanFlow 4.34 5.14 2.84 2.80
Shortcut-F2D2 (Ours) 3.07 8.78 326 1021 273 15.58 0.20 27.35

Shortcut-Distill-F2D2 (Ours) 568 287 596 238 735 162  13.76
MeanFlow-F2D2 (Ours) 191 378 131 437 129 333 3.02

Flow Matching Shortcut Model Shortcut-F2D2 Shortcut-Distill Shortcut-Distill-F2D2

Figure 1: CIFAR-10 generated samples from different models with different numbers of steps.

5 EXPERIMENTS

5.1 SETUPS

We empirically verify the effectiveness of our method on image datasets CIFAR-10 (Krizhevsky
et al.) and ImageNet 64 x 64 (Deng et al., 2009). We evaluate the sample quality using Fréchet In-
ception Distance (FID) (Heusel et al., 2017) on 50K generated images. The negative log-likelihood
(NLL) is measured in bits per dimension (BPD) on the entire test set of CIFAR-10 and a randomly
sampled 10K subset of the ImageNet test set. We compare our method against flow matching (Lip-
man et al., 2022), shortcut models (Frans et al., 2024) and MeanFlow (Geng et al., 2025) as base-
lines, and augment the later two for joint distillation. All models are unconditionally trained on both
datasets. We use 1, 2,4, 8 Euler steps for sampling and likelihood evaluation in both experiments.
Implementation details about our method and the baselines can be found in Appendix C.

5.2 RESULTS

CIFAR-10 Table | and Figure | show the quantitative and qualitative comparison on CIFAR-10 re-
spectively. As we can observe, flow matching yields poor FID and invalid NLL estimates in few-step
setting. Shortcut model and MeanFlow achieve significantly better FID and are able to compute NLL
for their ability to recover instantaneous velocity, but their NLL values remain invalid. Incorporat-
ing our proposed F2D2 brings the NLL estimations to a calibrated range close to the teacher’s BPD
across different settings. In particular, both Shortcut-F2D2 and Shortcut-Distill-F2D?2 substantially
improves NLL compared to plain their orignal counterparts while maintaining competitive FID,
indicating that F2D2 can provide reasonable likelihood estimates without sacrificing much sam-
ple quality. Finally, MeanFlow-F2D2 shows FID improvements relative to the original MeanFlow
while simultaneously producing calibrated NLL, demonstrating that F2D2’s potential in providing
complementary training signals that are beneficial to both components.

ImageNet 64 x 64 Shown in Table 2, flow matching quickly degenerates under few-step sampling,
with invalid NLL and extremely poor FID. Shortcut-Distill improves the few-step FID but still pro-
duces invalid NLL. By contrast, Shortcut-Distill-F2D?2 achieves both competitive FID and mean-
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Table 2: Negative log-likelihood (NLL) measured in BPD and FID results on ImageNet 64 x64
dataset with different numbers of Euler steps. The flow matching model here, which achieves BPD
3.36 as the NLL with 1024 steps and FID 23.39 with 200 steps, is also the teacher model we use in
our Shortcut-Distill. For NLL, the closer to the teacher result (3.36 BPD) the better, and for FID,
the lower the better. We denote the best results in bold and invalid predictions in .

Method 8 Steps 4 Steps 2 Steps 1 Step
NLL FID NLL FID NLL FID NLL FID
Flow Matching 39.35 73.65 156.83 340.85
Shortcut-Distill (Ours) 29.80 32.58 40.49 58.68

Shortcut-Distill-F2D2 (Ours) 3.88 2949  3.78 32.24  3.59 40.13 3.30 58.60

Meanflow+F2D2

Meanflow Meanflow+F2D2 +Self-Guidance

=o= Meanflow

5.0] —= Meanflow + F2D2
Meanflow + F2D2 NFE=1 NFE=2
+ Self-Guidance

45 Flow-matching

w/ 1024 NFE

NFE=2 NFE=3

NFE=4

NFE=5

NFE=9

LA
L

LAl

{ NFE=8

25

1 2 4 5 6 7 89

3
Forward NFE

(a) FID comparison across different num- (b) Example samples from various MeanFlow-based models us-
bers of forward NFEs. ing different numbers of forward NFEs.

Figure 2: Results of MeanFlow-based methods on CIFAR-10.

ingful likelihoods close to the teacher’s BPD of 3.36 across all step counts. These results further
confirm F2D2’s ability for simultaneous fast sampling and fast likelihood evaluation.

5.3 MAXIMUM LIKELIHOOD SELF-GUIDANCE WITH MEANFLOW-F2D2

Figure 2 shows the FID and qualitative comparison among different methods built upon MeanFlow
using the number of forward NFE on CIFAR-10. As we can observe, our F2D2 improves the
model’s inference time scaling ability. With additional self-guidance, the model not only surpasses
the baseline MeanFlow performance but also outperforms a 1024-step flow matching model of the
same size, demonstrating the effectiveness its own likelihood predictions as valid signals to guide
the sampling process toward higher-quality generations.

6 CONCLUSION

We present fast flow joint distillation (F2D2), a simple and modular framework that enables both
fast sampling and fast likelihood evaluation in flow-based generative models. By jointly distilling
the sampling trajectory and divergence computation into a unified flow map, our method simul-
taneously achieves accurate likelihood evaluation and high sample quality with just a few NFEs.
Our experiments on CIFAR-10 and ImageNet 64 x 64 demonstrate that F2D2 maintains accurate
likelihood estimates while preserving sample quality when applied to existing few-step methods in-
cluding shortcut models and MeanFlow. The efficiency gains from F2D2 enable new algorithmic
possibilities, as illustrated by our maximum likelihood self-guidance method, which enables a 2-step
MeanFlow model to outperform a 1024-step flow matching model of the same size on CIFAR-10.
As flow-based models continue to scale, we believe that efficient likelihood evaluation alongside fast
sampling will become increasingly important for enabling new training objectives, model analysis
techniques, and downstream applications that require both capabilities.
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REPRODUCIBILITY STATEMENT

We provide proofs to our theoretical results in Appendix A and B. We also provide the implementa-
tion details to reproduce our algorithm and experimental results in Section 5 and Appendi C.
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A CHARACTERIZATION OF THE JOINT FLOW MAP

In this section, we provide an analytical characterization of the joint flow map for the combined
sampling and likelihood dynamics Eq. (2.3). For the simplicity of notations, we define the joint
system

d
— 1z = v(wy, t), z(0) = o ~ N(0,1)
dt
q (A.1)
T —div(v(xy, t)), zo = log po(xo)
where we will use the shorthand z; for log pt T} Moreover, we define the right-hand side
of Eq. (A.1) as g(y,t) T = (v(x,t), —div(v(zs, t where y = (z,2) .
We then define the flow maps for the two subsystems in Eq. (A.1) as
® . =+ -1 ,t,8),
x(z,t,8) =z + (s — t)u(x, t,s) (A2)

Dy(x,2,t,8) =z+ (s —t)D(x,t,s)

In Eq. (A.2), we note that the hierarchical structure in Eq. (A.1) is explicit, and that the function D
only depends on x and not on z. We then define the joint flow map as

Bl = g1 | = - 0ot

u(x,t,s
flants) = | 0]
We first recall the simple tangent identity denoted the tangent condition by Boffi et al. (2025a), also

leveraged by (Kim et al., 2023; Frans et al., 2024; Geng et al., 2025), which allows us to recover the
instantaneous velocity and divergence in the s — ¢ limit:

(A3)

Lemma A.1 (Tangent Condition). The flow map ®y (y,t, s) for the joint system Eq. (A.1) satisfies
limy s 0Py (y,t,s) = g(y,s) = f(z,s,s). In particular, u(z,s,s) = v(z,t) and D(z,s,s) =
—div(v(z, s

Proof. The proof follows by application of Lemma 2.1 from Boffi et al. (2025a). O

Now, given Eq. (A.3), we may now state the following proposition, which is based on an identity
similar to Lemma A.1 in reverse.

Proposition A.2 (Characterization of the Joint Flow Map). Let ®y (y,t,s) = y + (s — t) f(z, ¢, 5)
satisfy f(z,s,s) = g(y,s) where g(y,t)T = (v(x,t), —div(v(x¢,t))) " denotes the dynamics for
the joint sampling and likelihood system Eq. (A.1). Then, Oy (y,t, s) is the flow map for the joint
system if and only if any of the following conditions are satisfied:

1. (Lagrangian condition) Z  satisfies the Lagrangian equation

0s®y (y,t,5) = f(Py(y.t,8),8,8) ¥V (y,t,5) € R x [0,1]%. (A4)

2. (Eulerian condition) ®y (y,t, s) satisfies the Eulerian equation

at(I)Y(yv ta 3) + qu)Y(ya ta s)f(yv tv t) = 0, v (y, tv S) € Rd+1 X [03 1]2 (AS)

3. (Semigroup condition) Z ; satisfies the semigroup property

Dy (y,t,8) = By (Py (v, t,7),7m,8), Y (y,t,r,s) € RTIX[0,1]%t <r < s. (A6)

Proof. The proof follows by application of Proposition 2.2 from Boffi et al. (2025a) applied to the
joint system. O

13
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Proposition A.2 gives three characterizations of the joint flow map that may be used to devise few-
step flow-based training algorithms. In each case, by definition of Eq. (A.3), the X block reduces
to the flow map characterizations introduced in Boffi et al. (2025b;a) for the sampling system. The
second block for the likelihood dynamics is new, which we focus on now to instantiate the resulting
equations.

Lagrangian likelihood equation. By inspection, Eq. (A.4) leads to the equation
D(x,t,s) = —div(v(®x(x,t,9),5)) — (s —t)0s D(Px (2,1, 5),1,5). (A7)

Squaring the residual leads to the objective function

£(D) = E[ID (@i, t,5) = (~div(v(@x (21,1, 5),5)) = (s = )0, D(Dx (w1,t,5).1,9)) |1
(A.8)
At training time, because we don’t have access to the true —div(v) or the true sampling flow map
®x(x,t, s), we may replace them by their self-consistent estimates,

L(0) =E [||Dg(2¢,t,5) — sg (—div(ug(Px;0(¢,t, 5),5)) — (s — t)0s Dg(x;0(24, ¢, 5), 1, 5)) ||°]

(A9)
where we have also placed a stopgrad operator to avoid backpropagation through Jacobian-vector
products and to control the flow of information from the teacher to the student. This gives the
Lagrangian likelihood self-distillation algorithm.

Eulerian likelihood equation. To derive our Eulerian schemes, we first note that

V. ®x(z,s,t) 0

VilyW.l8) =15 &, (2,2, 1,5) V.Dy(x, 2 1,5)

(A.10)

Hence to compute the second component of the Eulerian equation, we must collect some simple
algebraic identities,

0Pz (x,z,t,8) = —D(x,t,8) + (s — )0 D(x, t, s),
Vie®@z(x,2,t,8) = (s — 1)V D(x,t, s), (A.11)
V. Pz (z,2,t,8) =1
Using the above, we find that the Eulerian relation for Y becomes
—D(z,t,8) + (s —t)0:D(x,t,s) + (s — )V D(z,t, s)v(z, t) — div(v(z,t)) = 0.  (A.12)
We may enforce this equation by minimizing the square residual,

E(b) =E [||D(:ct,t, $) — ((s = t)0rD(xy, t,5) + (s — )V D(m4, t, s)v(x, t) — div(v(zy, t))) ||2] .
(A.13)

At training time, we again place a sg () operator to avoid backpropagating through the derivatives,

L(O)=E [||D9(xt, t,s) —sg((s —t)0:Do(xt,t,8) + (s — t)VaDo(x¢, t, s)v(z, t) — div(v(ze, t))) HZ] .
(A.14)
In the above, we do not have access to the ideal v(x;,¢) nor —div(v(x¢,t). However, we observe
that because of the placement of sg (-), resulting gradient will be linear in v(z¢,t), so that we may
replace it by its Monte Carlo estimate. In practice, this reduces to conditional-OT flow matching.
Second, we replace —div(v(x¢,t) by the self-consistent estimate —div(ug (¢, t,t), leading to

L(6) =E[||Do(wr,t,5) = sg (s — )0eDo(wr,t,8) + (s — 1) VaDo(, 1, 8) (@1 — za) — div(ug(ze, t,1)))||°] -
(A.15)
This gives the MeanFlow-F2D2 algorithm.

Semigroup property. Last, we consider the semigroup approach. The second block is given by,
Y1 (2) =Yy (Vs u(2)). (A.16)
Dy (y,t,8) = Py (Py (y,t,7),7,5) (A.17)
Writing this out using Eq. (A.3), we find that
24+ (s —t)D(t,s) = Py(x, 2,t,r) + (s — ) D(Pz(x, 2,t,7),1, ),

<~ z+4+(s—t)D(x,t,8) =2+ (r —t)D(x,t,r) + (s — 7)D(®x (x, t,7),7,5), (A.18)
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Setting r = %(t + s) recovers a continuous limit of shortcut models, as shown in Boffi et al. (2025a).
In this case, Eq. (A.18) becomes

1
D(.’L‘,t, S) = 5 (D(.’L‘,t, T) + D(@x(I,t,T),’I", S)) ) (A19)
Squaring the residual gives
R . 1
L(D)=E |:D($t=t7 s) — ) (D(:L‘t,tﬂ“) + D(<I>X(xt7t,r),r, s)) ||2:| ) (A.20)

where as in the above Eulerian and Lagrangian approaches, we have replaced the ideal flow map X
by the self-consistent estimate. Again, to control the flow of information we may place a stopgrad,

1
L(O)=E [||D9(xt,t,s) — gsg (Do(xt,t,7) + Do(Px.9(xs, t,7),7,5)) |2} , (A.21)

which gives our Shortcut-F2D2 algorithm.

B ADDITIONAL THEORETICAL ANALYSIS
Corollary B.1. Shortcut models enforce semigroup property with their self-consistency loss.

Proof. The same proof as the semigroup property for &y holds for @ x. O

Corollary B.2. MeanFlow (Geng et al., 2025) directly enforces the Eulerian condition with Mean-
FLow identity.

Proof. Since u(xy,t,t) = v(xy,t) is implied by the linear parametrization in Equation 3.1, we can
have

0P (x4, t,8) + Vo, P4, t, s)u(zy, t,t) =0
Oz + (s = t)u(z, t,8)) + Vau, (2 + (s — t)u(wy, t, 8))v(ze,t) =0
—u(ze, t,8) + (s — t)Opu(zy, t,8) + (I + (s — 1) Vg, u(zy, t, ))v(ze, t) =0
(s —t) (Opulzy, t, 5) + Vay,u(zy, t, s)v(z, t) + v(w, t) = u(zy, t, s)
(5~ 1) i, 1,5) + vz 1) = u(a b, 5
which is exactly MeanFlow identity. O
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Unconditional CIFAR-10  ImageNet-64 x 64

Noise embedding Positional Positional
Channels 128 256
Channels multiple 1,2,2,2 1,2,2,2
Attention resolution 16 16,8
Residual blocks per resolution 4 2
Dropout 0.13 0.13
Batch size 512 128
GPUs 8 L40S 8 L40S
Iterations 150k 75k
Learning Rate le-4 (constant) le-4 (constant)
Warmup Steps 30k (linear warmup) 60k (linear warmup)
Precision float32 float32
Optimizer RAdam RAdam
EMA rate 0.9999 0.9999

Table 3: Training hyperparameters for flow-matching.

C IMPLEMENTATION DETAILS

Flow-matching. We use linear interpolation to generate training targets. Flow-matching models are
trained on both unconditional CIFAR-10 and ImageNet-64 x 64 using the configurations in Table 3,
with 200 standard Euler steps for sampling. This model serves as the teacher model for the second
distillation stage.

Shortcut Model. We reimplement the shortcut model ( Frans et al. (2024)) for CIFAR-10. Fol-
lowing their method, we use discrete timesteps and set 1/128 as the smallest unit of time for ap-
proximating the ODE. We consider 8 possible shortcut lengths ranging from (1,1/2,...,1/128).
Similarly, we divide the batch into 3/4 for flow-matching training and 1/4 for self-consistency train-
ing. However, instead of DiT, we use a U-Net backbone with configurations in Table 3. We train for
100k iterations on CIFAR-10 and sample with 1, 2, 4, and 8 standard Euler steps. Additionally, we
follow the original paper and parametrize the model to take x4, t and s — ¢ as inputs.

Shortcut-Distill. We use the velocity predicted by the flow-matching model as the target for the
flow-matching loss, instead of Tgats — Tnoise. All other configurations remain the same as in the
Shortcut Model.

MeanFlow. We directly use the pre-trained model weights and parametrization provided by the
official PyTorch repository to conduct the CIFAR-10 MeanFlow experiments. The provided pre-
trained MeanFlow model has the same size as all other models we implement for CIFAR-10.

F2D2 for Shortcut Model and Shortcut-Distill. For F2D2 training, we add a scalar head after
the UNet decoder. The scalar head is implemented as an MLP: the decoder’s final feature map is
first flattened, then passed through two fully connected layers with SiLU activations, and finally
projected to a single scalar. This head maps the spatial feature representation into a scalar value,
which we use to predict divergence.

For CIFAR-10, the hidden sizes are 128 and 64, while for ImageNet-64 x 64 they are 64 and 16. We
linearly warm-start the model with teacher weights and train it using the flow-matching loss, with the
teacher model taken from either the Shortcut Model or the Shortcut Model-Distill. We also adopt
the same discrete timesteps as in the Shortcut Model. To balance the four losses, we scale down
the divergence distillation targets by a factor of 20,000 for CIFAR-10 and 100,000 for ImageNet-
64 % 64. We train Shortcut-Distill-F2D2 for 60k iterations on CIFAR-10, 10k iterations on ImageNet-
64 x 64. We also train Shortcut-F2D2 for 10k iterations on CIFAR-10. We stop the training when
the calibrated value of bpd is reached. All other configurations remain the same. Although our
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derivation matches —div(v), our implementation parametrizes to predict div(v), which yields an
equivalent formulation as long as the training loss and the sampling process as the appropriate signs.

F2D2 for MeanFlow. We use the same scalar head for CIFAR-10 with Shortcut-Distill-F2D2 and
train for an additional 50 epochs using the same configurations as in the original PyTorch imple-
mentation. We use the pre-trained flow matching model to provide the instantaneous divergence
supervision.

Maximum Likelihood Self-Guidance with F2D2. We first predict the negative likelihood using
randomly sampled noise with 1-step divergence prediction and take this negative likelihood as the
loss. We then update the noise with one step of Adam, using a learning rate of 1 x 10~2 for 1-step
sampling and 5 x 1073 for 2-, 4-, and 8-step sampling. We then evaluate FID using 1, 2, 4, and 8
standard Euler steps for sampling.

BPD. We use the same method as Lipman et al. (2022) to compute the BPD. To compute BPD with
F2D2 models, we discretize the interval from 1 to 0 into equal segments, while the uniform step size
serves as the second time input.

D ADDITIONAL RESULTS

We provide additional qualitative results in Figure 3,4,5,6,7,8,9,10,11,12,13,14,15,16,17. All images
shown in this section are non-cherry picked results.
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Figure 4: 8-step unconditional ImageNet 64 x 64 generation with our Shortcut-Distill.
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Figure 5: 2-step unconditional ImageNet 64 x 64 generation with our Shortcut-Distill.
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Figure 6: 8-step unconditional ImageNet 64 x 64 generation with our Shortcut-Distill-F2D2.
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Figure 7: 2-step unconditional ImageNet 64 x 64 generation with our Shortcut-Distill-F2D2.
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Figure 8: 8-step unconditional CIFAR-10 generation with our Shortcut-Distill.
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Figure 9: 2-step unconditional CIFAR-10 generation with our Shortcut-Distill.
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Figure 10: 8-step unconditional CIFAR-10 generation with our Shortcut-Distill-F2D2.
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Figure 11: 2-step unconditional CIFAR-10 generation with our Shortcut-Distill-F2D2.
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Figure 12: 8-step unconditional CIFAR-10 generation with our Shortcut-F2D2.
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Figure 13: 2-step unconditional CIFAR-10 generation with our Shortcut-F2D2.
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Figure 14: 2-step unconditional CIFAR-10 generation with MeanFlow-F2D2 (Ours).
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Figure 15: 1-step unconditional CIFAR-10 generation with MeanFlow-F2D2 (Ours).
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Figure 16: 2-step unconditional CIFAR-10 generation with our MeanFlow-F2D2-Self-Guidance.
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Figure 17: 1-step unconditional CIFAR-10 generation with our MeanFlow-F2D2-Self-Guidance.
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E LIMITATIONS AND FUTURE WORKS

In this section, we discuss the limitations and future works of our method. First, F2D?2 train-
ing requires careful early stopping: once the calibrated BPD value is reached, further training can
potentially lead to overfitting or degraded likelihood estimation. Future work could address this
through improved network architecture and auxiliary regularization. Second, on the ImageNet-
64 x 64 dataset, due to computational resources constraints, we only train with reduced model size
and insufficient training iterations rather than an ideal large-scale configuration. We expect training
with longer duration and larger models can further improve the performance. We also restrict our-
selves to unconditional generation, which is substantially more challenging than conditional setups.
Finally, the performance of our method is sensitive to divergence target scaling and its practical
effectiveness in other architectures or modalities remains to be fully validated in future works.

F THE USE OF LARGE LANGUAGE MODELS (LLMS)

We use Large Language Models (LLMs) to refine and polish the manuscript. LLMs also support
our code debugging, but they are not involved in developing the algorithms or conducting the exper-
iments. The authors take full responsibility for the content of manuscript.
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