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Abstract

There is a dire need for medical imaging datasets with accompanying annotations
to perform downstream patient analysis. However, it is difficult to manually
generate these annotations, due to the time-consuming nature, and the variability
in clinical conventions. Artificial intelligence has been adopted in the field as
a potential method to annotate these large datasets, however, a lack of expert
annotations or ground truth can inhibit the adoption of these annotations. We
recently made a dataset publicly available including annotations and extracted
features of up to 104 organs for the National Lung Screening Trial using the
TotalSegmentator method. However, the released dataset does not include expert-
derived annotations or an assessment of the accuracy of the segmentations, limiting
its usefulness. We propose the development of heuristics to assess the quality of the
segmentations, providing methods to measure the consistency of the annotations
and a comparison of results to the literature. We make our code and related
materials publicly available at https://github.com/ImagingDataCommons/
CloudSegmentatorResults and interactive tools at https://huggingface.
co/spaces/ImagingDataCommons/CloudSegmentatorResults.

1 Introduction

Availability of annotations is critical for secondary use of public imaging datasets. In the case of
large-scale datasets, annotating them manually in a timely manner is not feasible. In recent years,
artificial intelligence (AI) tools have shown promise in automatic annotation of both anatomy and
pathology, for a variety of use cases. For instance, the TotalSegmentator model can annotate up to
118 anatomical structures in computed tomography (CT) volumes [1] and has recently been extended
to magnetic resonance imaging (MRI) [2]. Other popular models include the nnU-Net framework [3]
and its set of pre-trained models covering segmentation of the prostate, kidneys, cardiac substructures,
and other regions, for multiple modalities. More recently, the SegVol [4] method provides a universal,
interactive method for annotating medical images.

Despite the availability of robust pre-trained models, there are still many large publicly available
datasets without sufficient annotations. One of the largest collections in the NCI Imaging Data
Commons (IDC) repository [5] is data from the National Lung Screening Trial (NLST) [6]. The CT
arm of this collection holds over 26K patients scanned over a period of three years, yielding over 200K
computed tomography (CT) volumes. Until recently, most of these were unlabeled, complicating their
downstream use. Earlier, we used the TotalSegmentator pre-trained model to volumetrically segment
the organs and anatomic structures in over 125K of those CT images, and extracted 28 radiomics
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Figure 1: Example segmentations generated from the TotalSegmentator AI model on a patient from
the National Lung Screening Trial cohort, displayed using 3DSlicer [15]. The treemap summarizes
anatomic structures segmented across the entire cohort.

features for each of the 9.5 million generated segmentations [7, 8]. The annotations generated by this
AI-based curation effort are publicly available from IDC.

A practical challenge in the downstream use of AI-generated segmentations is in the lack of certainty
about their correctness. The NLST collection does not include ground truth segmentations. While
selective visual checks can help build confidence about these annotations, with the total number
of over 9.5 million of segmentations and a range of 23-96 segmented structures per individual
scan, neither complete review by the experts nor the creation of ground truth for a sample of this
dataset is practical. Additionally, it would be beneficial to inform the user of segmentations that
may be problematic. As our dataset contains annotations for over 125K+ CT volumes, it is virtually
impossible to perform a manual review without the aid of efficient methods for detecting failures.

Several methods have been developed for the analysis of segmentation results without associated
expert-derived or ground truth data. These can be divided into two main approaches, ones that focus
on predicting overlap metrics [9–11], and ones that predict the error-specific regions of a segmentation
mask [12–14]. However, all of these machine learning and deep learning approaches suffer from
limitations. For instance, they may exhibit low performance when evaluated on data with a different
domain from the training dataset. Additionally, the fact that all methods involve training one or more
models can be time-consuming.

We therefore propose simple heuristics that aim to help with detecting failures and assessing the
performance of the volumetric segmentations. This approach does not require the use of machine
learning and may potentially be beneficial beyond the dataset evaluated therein. Given the AI-
generated segmentations of over 9.5M structures across 125K+ CT volumes of the NLST collection,
we evaluate the developed heuristics and provide interactive tools for visualizing and exploring
analysis results, and assessing the presented heuristics. As a surrogate of the effectiveness of
those heuristics, we investigated if removal of the results deemed to be failures by the heuristics
leads to improved consistency of 1) volumes of left vs right structures such as the ribs 2) within-
patient volumes of structures, and 3) vertebral volumes compared to a population in the literature.
Additionally, to enable user interaction and exploration of the AI-generated segmentations, we
propose multiple tools the user can utilize for benchmarking purposes. Finally, we make all of our
code and interactive tools publicly available on https://github.com/ImagingDataCommons/
CloudSegmentatorResults and https://huggingface.co/spaces/ImagingDataCommons/
CloudSegmentatorResults.
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2 Methodology

We developed four heuristics for analyzing AI-generated results and identifying problematic seg-
mentations in the absence of expert annotations. Figure 1 displays an overview of the segmentations
that we generate using TotalSegmentator, displayed using 3DSlicer [15]. These heuristics are in
part based upon the DICOM metadata extracted from the segmentations presented in previous work
[7, 8]. Please see the Supplementary materials for details concerning the metadata. Using the set of
heuristics, we investigated the effect of them on three studies: 1. left vs right volumes of the ribs, 2.
within-patient volumes, and 3. comparison of AI-generated vertebral volumes to a population study.

2.1 Heuristics

The four heuristics are described below. Barring the connected components check, the remaining
heuristics yields a true/false flag for each of the individual segments that need to be analyzed, with
the "fail" value corresponding to a segment flagged as problematic by a given heuristic rule. We left
the connected components in numerical form to let the user adjust the threshold if needed.

1. Segmentation completeness: Depending on the inferior-to-superior extent of the axial CT
scan, some anatomical structures may be included only partially. To remove these incomplete
segmentations from further analysis, we evaluated the completeness of the segmentation by
ensuring that there was at least one empty slice above and below the segment. Furthermore,
we hypothesized that the segmentation might not be complete if it appears on the most
inferior or superior transverse slices of the scan, indicating that it could extend beyond
the scanned range, despite a theoretical possibility of a perfect alignment occurring on the
terminal slices. We note that this heuristic can only indicate whether TotalSegmentator had
the opportunity to segment a structure completely, but not the accuracy.

2. Connected component: Each anatomical region that is segmented volumetrically should be
continuous and consist of a single connected component. However, using the pre-trained
TotalSegmentator model with minimal post-processing can yield unconnected components
for an anatomical region. Using the pyradiomics [16] package, the VoxelNum field proves
the number of connected components, which in the ideal case should be one. We therefore
used this field to identify segmentations with extraneous or noisy voxels.

3. Laterality: Segmentation algorithms may produce the incorrect laterality label (left vs right)
of a region. To detect this, we evaluated the laterality by using metadata extracted from
the segmentations using the pyradiomics [16] general feature CenterOfMass field. This
attribute provides the center of mass of the region in the world-coordinate system. Using
this system, the coordinates increase from right to left; therefore, we can easily determine if
the laterality of a paired structure is correct.

4. Minimum volume from voxel summation: To our knowledge, the adrenal gland is the
smallest organ segmented by TotalSegmentator. The average volume according to [17] is
approximately 5 mL. We used the pyradiomics feature Volume from Voxel Summation
to discern volume and chose 5 mL as the threshold for all segmentations to remove artifacts.

2.2 Interactive visualization

To facilitate analysis of the segmentation results, we developed an interactive dashboard based on
the Streamlit framework (https://github.com/streamlit/streamlit) and hosted it on the
free tier of Hugging Face spaces (https://huggingface.co/spaces/ImagingDataCommons/
CloudSegmentatorResults). The dashboard consists of two pages. The ‘Summary’ page contains
the results of applying each of the four heuristics to each of the segments. The table can be sorted
to quickly gain insights into which of the segmentations were flagged as outliers. The "Plots" page
features two types of plots and includes filtering options for radiomics feature, anatomical structure,
laterality, and the four heuristics. We display upset plots, which show how many segments passed
or failed the heuristics, and in what combinations. Additionally, we display violin plots, which
demonstrate the distributions of the standard deviation of radiomics features before and after applying
the heuristics within a patient. This helps in studying the effect of the heuristics on the consistency of
a radiomics feature value distribution for a given anatomical structure within a patient. Both plots are
updated dynamically depending on the choice of filters.
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2.3 Left vs right volumes of the ribs

The ribs comprise a large portion of the regions segmented by TotalSegmentator, accounting for
24 out of the total 104 segments. However, the ribs may suffer from a number of problems which
could result in inaccurate segmentations, for instance, they are relatively small structures. Secondly,
training of the TotalSegmentator method utilized data from the RibFrac 2020 challenge [18] (https:
//ribfrac.grand-challenge.org/dataset) that provided a single segmentation of the ribs,
which were then post-processed by the developers of TotalSegmentator into 24 individual segments.
Lastly, the portion of the ribs close to the vertebrae was excluded in the original segmentation. Due
to these potential issues and the symmetry of the ribs, we chose to focus on the consistency of the left
vs right rib segmentation.

For each pair of left vs right ribs, we computed the normalized difference of the volume: (left-
right)/(left+right). The differences were computed for four sets of volumes, the original before
any filtering is applied, after the segmentation completeness is applied, after the single connected
component is applied, and after the laterality heuristic is performed. Multiple linear effects models
were used to assess the effect of the addition of each heuristic. In all cases, the patient ID was
included as a random effect, to account for the fact that a patient is scanned multiple times.

2.4 Within-patient volumes

Each patient from the NLST study was scanned three times over three years. One or more scans were
acquired within each time point (known as a study). Within each study, various convolution kernels
were used for reconstruction of the CT scan, in order to enhance and visualize different parts of the
chest. According to the NLST protocol [6], a single helical scan was obtained from a patient, and two
or three axial reconstructions were performed. The patient was scanned until a satisfactory scan was
obtained. Since each patient is scanned over three years, we expect some variability in the organs.
Therefore, we chose to study the volumes of vertebrae before and after applying the heuristics, to see
if there are significant differences between the distributions.

2.5 Comparison of AI-generated vertebral volumes to a population study

We chose to study the vertebra, as the vertebral segments account for approximately 23% of the
possible structures segmented by TotalSegmentator. The volume of the vertebrae in particular is a
useful measure for a number of different areas. For instance in osteoporosis, a disease that causes
reduced mass of the bones and vertebral fractures, the volume of the vertebra may be used to monitor
the progression of the disease [19]. We compared our observations with Limthongku et al. 2010 study
[20] of the volume of the lumbar and thoracic vertebrae. In that study CT scans were performed on 40
patients (even distribution of men and women) and the BrainLab software (Munich, Germany) was
used to calculate the vertebral volumes. Both interobserver and intraobserver studies were performed
to confirm the reliability of the volume measurements.

3 Results

3.1 Heuristics and interactive visualization

The "Summary" page of the dashboard (https://huggingface.co/spaces/
ImagingDataCommons/CloudSegmentatorResults)) reveals how many segments corre-
sponding to the individual anatomic structures passed each of the heuristics when applied
independently.

1. Segmentation Completeness: Given that the region of interest in the NLST scans is the chest
area, most organs within the thoracic region were segmented completely. The segmentation
performance was highest for organs located in the middle of the thoracic region and gradually
decreased for organs located towards the outer regions. Only 32% (34/104) of the total
organs segmented by TotalSegmentator passed the segmentation completeness check in over
90% of the cumulative total number of segmentations. These successfully segmented organs
included 8 thoracic vertebrae (T3-T10), 14 ribs (two through eight), all 5 lung lobes, all 4
heart chambers (atria and ventricles), the pulmonary artery, and the myocardium.
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Figure 2: Picking volume from voxel summation as the radiomics feature, and selecting upper lobe
of lung as the body part and left as the laterality, upset plots for failed checks indicate a total of
10,147 segmentations had more than one connected volumes, 4037 segmentations did not pass the
segmentation completeness check, and 8 segmentations did not the minimum volume of 5 mL criteria.
Intersection sizes on the top right reveal how these were distributed in each combination. Furthermore,
selecting segmentation completeness to pass, the violin plot shows the change in distribution of
standard deviation of volume from voxel summation feature before and after applying the connected
volumes filter.

2. Laterality : Laterality test was performed for all paired organs, a total of 56 organs. To-
talSegmentator assigned laterality exceptionally well, with nearly 100% accuracy in 75%
(42/56) of the organs segmented, and over 95% accuracy in 98% (55/56) organs.

3. Connected components: TotalSegmentator uses nnU-Net as the base algorithm, performing
segmentations volumetrically. Ideally, we expect a single connected volume per segmen-
tation. All four heart chambers, the pulmonary artery, aorta, myocardium, and deep back
muscles had more than 98% of segmentations with a single connected volume. The portal
and splenic veins had the lowest number of single volumes, with only 13% (16385/124329)
of segmentations being single volumes. All vertebrae except for T2, T3, and T7-12 had less
than 80% of segmentations with a single volume. Specifically, C7, L3, and L4 had less than
50% of segmentations with a single volume.

4. Minimum volume from voxel summation: We found that 58% (60/104) of the organs had
90% or more segmentations with volume of at least 5 mL. As anticipated, the majority of
these organs were located in the thoracic region. However, it is noteworthy that the eleventh
and twelfth ribs, all lumbar vertebrae (with the exception of L1), and all cervical vertebrae
had less than 90% of their segmentations meeting the minimum volume threshold. All
organs below abdomen area failed the threshold as well.

In the following we perform a more detailed analysis of the results to evaluate whether they have
effect on quantitative feature analysis. Figure 2 displays an example visualization from the dashboard.

3.2 Left vs right volumes of the ribs

We first investigated the effect of applying multiple heuristics to aid in the filtering of series of
interest, as demonstrated in Figure 3. We assign the heuristics to the following: A = segmentation
completeness check, B = number of connected components = 1, C = volume > 5 mL, D = laterality
check, and apply them successively. For each rib, we calculate the normalized difference between the
left and the right rib by computing (left-right)/(left+right). In the figure, we plot the mean normalized
difference for each rib pair, and a line connecting the mean +/- one standard deviation. We observe
that the application of each successive heuristic usually decreases the mean normalized difference,
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Figure 3: We plot for each pair of ribs the mean normalized volume difference (left-right)/(left+right).
We also include the mean +/- the standard deviation. Each line for each rib pair corresponds to the
inclusion of successive heuristics, starting from the original data and applying filters. Here, A =
segmentation completeness check, B = number of connected components = 1, C = volume > 5 mL, D
= laterality check. We observe a decrease in standard deviation as heuristics are applied for most ribs,
indicating the removal of outliers.

which is satisfactory as we only want to include rib pairs that are symmetric and have a similar
volume between the left and the right. We also observe that for most ribs, the application of successive
heuristics lowers the standard deviation of the normalized difference, also indicating that outliers are
removed from this process. We performed statistical testing to evaluate the effect of applying each of
the successive heuristics, and to see if there was a significant difference between the original data and
after applying all of the heuristics. Linear mixed-effects modeling was performed between each set
of data and a sucessive heuristic applied, taking into account that each patient had repeated measures
by considering it to be a random effect. Detailed results can be seen in the supplementary materials,
where we observed the significant effect of the segmentation completeness heuristic.

There are cases where the heuristics worked as expected, and removed problematic series. For
instance, in Figure 4A, the heuristic correctly identified segmentations that were incomplete, as
can be seen for the 12th rib. As the scan does not fully cover the 12th rib, this series was removed
from further analysis. However, there are cases where the heuristics did not work as expected. In
Figure 4B, we can see an example of one of the series not filtered. The 12th rib is incorrectly labeled,
as part of the vertebrae is likely segmented instead. Additionally, it can be seen that the 11th rib is
oversegmented and incorrectly labeled, as part of it should be the 12th rib.

3.3 Within-patient volumes

Figure 5 demonstrates the within-patient consistency of the right kidney. For each patient, we
compute the standard deviation of the volumes, and plot the distribution of these standard deviations.
We compare the original volumes (no heuristics applied) to the distribution of volumes after all
heuristics have been applied. We observe a lower standard deviation of volumes after filtering, as
well as a larger concentration around the lower median, indicating that filtering likely removed
some problematic series. However, despite appying the heuristics, they do not remove all outliers as
observed in Figure 5.

3.4 Comparison of AI-generated vertebral volumes to a population study

In Figure 6 we plot on the left the distribution of the number of series per vertebra. We observe that
there is a significant drop off in the number of series for the cervical and lumbar vertebrae, which
is appropriate as the NLST cohort is for imaging the chest where the thoracic vertebrae are located.
Therefore, we focus on extracting the volume features of only the thoracic vertebrae, as seen on the
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Figure 4: (Left) Example of an outlier that was correctly removed with our heuristics, created using
3DSlicer [15]. The ribs are not completely segmented (indicated by the red arrows), as the scan is cut
off. (Right) Example of an outlier that was not removed with the heuristics, created using 3DSlicer
[15]. Part of the vertebra is mislabeled as the 12th rib (yellow arrow), and part of the 11th rib should
be the 12th rib (red arrow).

Figure 5: Within-patient consistency of the right kidney before and after applying heuristics. The
figure in the middle shows an example of a kidney that passed all heuristics, while the figure on the
right also passed all heuristics but should not have been included in the analysis.

right. Here we can observe the distribution of volumes after applying the heuristics, and an increase
in the median volume as one goes from superior to inferior, which agrees with the literature [20].

We also compared the volume values after the four heuristics to the literature, as seen in Figure 7. We
observe a similar trend in the thoracic vertebrae for our population vs the paper for both males and
females. However, we do observe a large shift in the volumes from our approach vs that of the paper.
This is due to the fact that the study from the paper measured the volume of the vertebral body, while
our method measured the volume of the entire vertebra, which consists of both the vertebral body
(anterior arch) and the posterior arch.

4 Discussion

We have provided a set of heuristics that can be applied to help identify problematic segmentations in
large datasets. With our dataset consisting of over 125K CT volumes and up to 104 possible regions
segmented in each of those CT volumes, the task of manual evaluation, and identifying failures is next
to impossible. In this manuscript we have demonstrated several possibilities of not only how one can
identify failures in the segmentation, but how one can quickly summarize datasets and annotations,
and perform a comparison to literature. Overall, our provided dataset and annotations enhance further
exploration beyond the use cases demonstrated in this paper. Additionally, we make our code and
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Figure 6: On the left we show the distribution of the original number of series per vertebra, and
observe the decrease in series in the cervical and lumbar regions. On the right we plot the distributions
of the volumes (mL) of the thoracic vertebrae after applying the four heuristics, and observe an
increase in the mean volume which follows literature [20].

Figure 7: Here we plot a comparison between the literature and our vertebral volumes (after applying
heuristics) for males vs females. The males from the literature are in green, with ours in blue, and the
females from literature are in red, with ours in orange. We also plot the mean and the line to +/- 1
standard deviation. We can observe the similar trend in both the males in females in comparison to the
literature, with the shift in volume occurring because different parts of the vertebra were measured.

data available in order to encourage reproducibility, and demonstrate how the same qualitative and
quantitative heuristics can be used for analysis of any similar data.

There are several applications where the developed heuristics can have immediate impact. First,
by detecting the problematic cases we can reduce the noise in the data for studies that are relying
on segmentation-derived measurements. Second, by eliminating failed segmentations, the burden
of manual review of the AI-generated segmentations can be reduced. This preliminary evaluation
ensures that only the most accurate and reliable segmentations are forwarded for manual review.

The heuristics that we developed do suffer from a few limitations. The segmentation completeness
heuristic requires an unsegmented slice above and below the segmented region. Segmentation of a
single voxel with the empty slices above and below would be qualified as complete. Additionally,
the segmentation completeness check may only be useful for certain organs, for instance ones that
are more localized in the inferior-superior direction. For organs such as the vessels or veins, or deep
muscles of the back, that have a much larger extent in the inferior-superior direction, this type of
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heuristic may not be beneficial. For the laterality check, we observed that this heuristic did not make
a significant difference in assessing failures of the segmentations. However, this is likely due to the
robustness and high performance of the TotalSegmentator algorithm. For other algorithms that are
either not as robust or are in development, this metric could be potentially useful.

For the heuristic that treats having a single connected component as ideal, there are a few limitations
that exist. TotalSegmentator sometimes produces artifacts in many segments. For example, a single
connected component could consist of just a single voxel and would not be flagged by the check.
On the other hand, a segmentation with two components may be flagged as problematic even if
the first component corresponds to a precise segmentation and the second component containing a
single voxel. Other limitations include inability to identify cases where one segment is mislabeled
as another, or where a segmentation is technically correct, but the entirety of the structure is not
segmented. Finally, none of the heuristics we introduced are able to assess the alignment of the
boundary of the segmentation with the boundary of the organ/structure in the image. These heuristics
cannot replace quantitative assessment of the overlap with the expert segmentations.

There are also some limitations in the analysis that we performed. In the evaluation of the vertebral
volume distributions we compared our results with those by Limthongkul et al.[20], which reported
the distribution of the volumes of the vertebral body (anterior arch). Our analysis is based on the entire
vertebra segmentation, which consists of both the vertebral body (anterior arch) and the posterior
arch. Therefore, we could not perform direct comparison with the results of that study. Another
limitation of our analyses was the issue of repeated measures. Each patient was scanned multiple
times (multiple studies). Within each study, each patient consisted of both series reconstructed from
the same scan, and new scans. Our statistical analysis did not account for all the hierarchical degrees
of repeated measures, and instead only considered the top level patient-wise repeated measures.
Additionally, we did not perform an analysis of how our heuristics perform with regards to gender
and race, and if these heuristics unfairly impact specific groups.

The dashboard we developed allows users to quickly filter for regions of interest and visualize the
effect of applying different heuristics. However, with more time, there are additional features that
would be useful. For instance, we currently can only select a single region at a time, along with a
single feature. This limits the amount of comparison that the user can currently perform. Additionally,
one may want to compare features for the left vs right structures, which is currently not supported.
Improvements for filtering in the table by body part, for instance picking all rib regions, would be
helpful.

There are numerous improvements that can be implemented. A portion of our heuristics are dependent
on thresholds, such as the volume of the segmented area. Those could be replaced by structure specific
values from the literature. Additionally, the heuristics could include additional radiomics features
among those available. We would also like to perform more population studies for regions that are
associated with the lungs and lung cancer, as those were not specifically a focus in the manuscript.
We could also consider the development of AI or machine learning models to capture the uncertainty
of the model and perform quality control, by leveraging the TotalSegmentator ground truth data
for training. Additionally, the interactive Hugging Face dashboard could be improved in terms
of comparing multiple regions and features, and including additional plots and more user-friendly
filtering.

5 Conclusion

We have demonstrated the potential of simple heuristics to aid in the quality control and detection of
failures in large, annotated datasets without access to ground truth. We have proposed the use of four
heuristics to capture and detect issues with if a region is fully segmented, the presence of multiple
components, the laterality of the region and the minimum volume from voxel summation. With
these measures we have provided methods to easily interact with, summarize, and understand the
data. Additionally, we have demonstrated three studies that can be performed with the use of these
heuristics, including the studying of the consistency of left vs right rib segmentations, the variability
of a region for a patient, and a comparison to literature. While the proposed approach cannot flag
all of the problematic segmentation results and has limitations, it is relatively easy to apply and is
effective in identifying some of the outliers. We hope our work presented here can stimulate future
research into the challenging task of automating quality control for the AI-generated analysis results.

9



Acknowledgments and Disclosure of Funding

This work was supported in part by NIH NCI under Task Order No. HHSN2611 0071 under Contract
No. HHSN261201500003l. Our use of JetStream2 resources was supported by the ACCESS project
230025 [21, 22].

References
[1] J Wasserthal, HC Breit, MT Meyer, M Pradella, D Hinck, AW Sauter, T Heye, DT Boll, J Cyriac,

S Yang, and M Bach. Totalsegmentator: Robust segmentation of 104 anatomic structures in CT
images. Radiology: Artificial Intelligence, 5:5, 2023.

[2] TA D’Antonoli, LK Berger, AK Indrakanti, N Vishwanathan, J Weiß, M Jung, Z Berkarda,
A Rau, M Reisert, T Küstner, and A Walter. Totalsegmentator mri: Sequence-independent
segmentation of 59 anatomical structures in MR images, 2024.

[3] F Isensee, PF Jaeger, SA Kohl, J Petersen, and KH Maier-Hein. nnU-Net: a self-configuring
method for deep learning-based biomedical image segmentation. Nature methods, 2:203–11,
2021.

[4] Y Du, F Bai, T Huang, and B Zhao. Segvol: Universal and interactive volumetric medical
image segmentation, 2023.

[5] A Fedorov, WJ Longabaugh, D Pot, DA Clunie, SD Pieper, DL Gibbs, C Bridge, MD Herrmann,
A Homeyer, R Lewis, and HJ Aerts. National cancer institute imaging data commons: Toward
transparency, reproducibility, and scalability in imaging artificial intelligence. Radiographics,
43(12):e230180, 2023.

[6] National Lung Screening Trial Research Team. Reduced lung-cancer mortality with low-dose
computed tomographic screening. New England Journal of Medicine, 365(5):395–409, 2011.

[7] VK Thiriveedhi, D Krishnaswamy, D Clunie, S Pieper, R Kikinis, and A Fedorov. Cloud-based
large-scale curation of medical imaging data using AI segmentation, 2024.

[8] VK Thiriveedhi, D Krishnaswamy, D Clunie, and A Fedorov. TotalSegmentator segmentations
and radiomics features for nci imaging data commons CT images. URL https://zenodo.
org/records/8347012.

[9] T Kohlberger, V Singh, C Alvino, C Bahlmann, and L Grady. Evaluating segmentation error
without ground truth. In International Conference on Medical Image Computing and Computer-
Assisted Intervention, pages 528–536, 2012.

[10] L Zhou, W Deng, and X Wu. Robust image segmentation quality assessment, 2019.

[11] X Wang, Q Zhang, Z Zhou, F Liu, Y Yu, Y Wang, and W Gao. Evaluating multi-class
segmentation errors with anatomical priors. In 2020 IEEE 17th International Symposium on
Biomedical Imaging (ISBI), pages 953–956, 2020.

[12] FA Zaman, L Zhang, H Zhang, M Sonka, and X Wu. Segmentation quality assessment by
automated detection of erroneous surface regions in medical images. Computers in biology and
medicine, 164:107324, 2023.

[13] EG Henderson, AF Green, M van Herk, and Osorio EM Vasquez. Automatic identification of
segmentation errors for radiotherapy using geometric learning. In International Conference on
Medical Image Computing and Computer-Assisted Intervention, pages 319–329, 2022.

[14] VV Valindria, I Lavdas, W Bai, K Kamnitsas, EO Aboagye, AG Rockall, D Rueckert, and
B Glocker. Reverse classification accuracy: predicting segmentation performance in the absence
of ground truth. IEEE transactions on medical imaging, 36(8):1597–606, 2017.

[15] A Fedorov, R Beichel, J Kalpathy-Cramer, J Finet, JC Fillion-Robin, S Pujol, C Bauer, D Jen-
nings, F Fennessy, M Sonka, and J Buatti. 3D slicer as an image computing platform for the
quantitative imaging network. Magnetic resonance imaging, 30(9):1323–41, 2012.

10

https://zenodo.org/records/8347012
https://zenodo.org/records/8347012


[16] JJ Van Griethuysen, A Fedorov, C Parmar, A Hosny, N Aucoin, V Narayan, RG Beets-Tan,
JC Fillion-Robin, S Pieper, and HJ Aerts. Computational radiomics system to decode the
radiographic phenotype. Cancer research, 77(21):e104–7, 2017.

[17] X Wang, ZY Jin, HD Xue, W Liu, H Sun, Y Chen, and K Xu. Evaluation of normal adrenal
gland volume by 64-slice CT. Chinese Medical Sciences Journal, 27(4):220–4, 2012.

[18] L Jin, J Yang, K Kuang, B Ni, Y Gao, Y Sun, P Gao, W Ma, M Tan, H Kang, and J Chen.
Deep-learning-assisted detection and segmentation of rib fractures from CT scans: Development
and validation of fracnet. EBioMedicine, 62, 2020.

[19] DL Kendler, DC Bauer, KS Davison, L Dian, DA Hanley, ST Harris, MR McClung, PD Miller,
JT Schousboe, CK Yuen, and EM Lewiecki. Vertebral fractures: clinical importance and
management. The American journal of medicine, 129(2):221–e1, 2016.

[20] W Limthongkul, EE Karaikovic, JW Savage, and A Markovic. Volumetric analysis of thoracic
and lumbar vertebral bodies. The Spine Journal, 10(2):153–8, 2010.

[21] DY Hancock, J Fischer, JM Lowe, W Snapp-Childs, M Pierce, S Marru, JE Coulter, M Vaughn,
B Beck, N Merchant, and E Skidmore. Jetstream2: Accelerating cloud computing via jetstream.
In Practice and Experience in Advanced Research Computing, pages 1–8, 2021.

[22] TJ Boerner, S Deems, TR Furlani, SL Knuth, and J Towns. Access: Advancing innovation:
NSF’s advanced cyberinfrastructure coordination ecosystem: Services support. In Practice and
Experience in Advanced Research Computing, pages 173–176, 2023.

11



NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: In our abstract and introduction, we provide the reader with the our main
contributions. These are, the development of heuristics to detect failures in segmentation
and assess the performance of the volumetric segmentations. To understand the effect of the
heuristics, we perform three studies to see if the removal of the results thought to be failures
(by the heuristics) lead to improved consistency. These three studies include the consistency
of volumes of left vs right ribs, the within-patient volumes of structures, and a comparison
of the vertebral volumes to literature.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Yes, we provide the limitations of our work. We discuss these in the Discussion
section, and detail limitations of: the heuristics themselves and how they may not identify
all failures, as well as limitations of the analysis that we performed for the population study.
We also discuss the limitations of the interactive dashboard and improvements that could be
made. We discuss the computational efficiency in the supplementary materials.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We do not include any theoretical results in the manuscript.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Yes, the paper discloses all of the information that is necessary to reproduce the
main experimental results of the paper. We provide the necessary links to the GitHub reposi-
tories (which inclues our Google Colab notebooks) and explanations in the Supplementary
material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Yes the paper provides open access to the code and generated data, with
instructions to faithfully reproduce the main experimental results. The instructions are in
the supplementary material. We provide GitHub repo, which contains our Google Colab
notebooks to reproduce our data and results (figures and statistics).

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, we provide all of the necessary details in order to understand the results.
We also provide additional information in the supplementary material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We perform statistical significance tests. We use linear mixed models to assess
the influence of adding in each heuristic. We do this for the left vs right rib analysis, and
provide the details (p values) in the supplementary material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide the necessary material in the supplementary material about the
computer resources, and also provide the information in our Google Colab notebooks in our
GitHub repo.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Yes the research conforms to the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In our discussion section, we address the positive impact of such work, of
how one can quickly summarize and understand datasets, and detect outliers. We also
discuss limitations of the heuristics and the fact that we did not closely study the effect of
gender/race on the performance of the heuristics.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The manuscript does not pose any such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Yes, the creators and original owners of the assets are properly credited. We
provide the license information in the supplementary material.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Yes, new assets are introduced in the paper and documentation is provided.
We provide the details in the supplementary material. We provide a GitHub repo with the
necessary files and Colab notebooks.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: We only conduct research with publicly available datasets.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We only conduct research with publicly available datasets.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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