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Abstract
The phenomenon of model-wise double descent, where the test error peaks and then reduces as the
model size increases, is an interesting topic that has attracted the attention of researchers due to the
striking observed gap between theory and practice [2]. Additionally, while double descent has been
observed in various tasks and architectures, the peak of double descent can sometimes be noticeably
absent or diminished, even without explicit regularization, such as weight decay and early stopping.
In this paper, we investigate this intriguing phenomenon from the optimization perspective and
propose a simple optimization-based explanation for why double descent sometimes occurs weakly
or not at all. To the best of our knowledge, we are the first to demonstrate that many disparate factors
contributing to model-wise double descent (initialization, normalization, batch size, learning rate,
optimization algorithm) are unified from the viewpoint of optimization: model-wise double descent
is observed if and only if the optimizer can find a sufficiently low-loss minimum. These factors
directly affect the condition number of the optimization problem or the optimizer and thus affect
the final minimum found by the optimizer, reducing or increasing the height of the double descent
peak. We conduct a series of controlled experiments on random feature models and two-layer
neural networks under various optimization settings, demonstrating this optimization-based unified
view. Our results suggest the following implication: Double descent is unlikely to be a problem for
real-world machine learning setups. Additionally, our results help explain the gap between weak
double descent peaks in practice and strong peaks observable in carefully designed setups.

1. Introduction

The phenomenon of double descent [2, 40], where the generalization error first decreases, increases,
and then decreases again as the model size P surpasses the dataset size N (the interpolation threshold),
has attracted a lot of attention from the machine learning community. This unexpected behavior calls
into question the traditional understanding of generalization in both under- and over-parameterized
regimes. Over the past few years, the double descent phenomenon has been observed in various
models [5, 16, 40, 51] and learning paradigms [8, 9, 21, 40, 50]. Previous research has contributed
to our understanding of the double descent phenomenon in various contexts and from different
perspectives, including bias-variance trade-off tools [11, 57], VC theory [34], condition numbers
[32, 52] (the ratio between the maximum and the minimum singular values of the data matrix for
linear regression), and aspects of optimization [17, 18, 29]. Although double descent is ubiquitous
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across many machine learning and deep learning setups, it is not always observed [1, 4, 10, 24, 54],
and depends heavily on various factors [12, 19, 30, 35, 40, 47, 48].

Many factors contribute to double descent occurring or not occurring in any given deep learning
setup. These include the initialization, learning rate, scale of features, normalization, batch size,
and choice of optimization algorithm. For the first time, we demonstrate that the effect of all these
disparate factors is unified into a single phenomenon from the viewpoint of optimization: double
descent is observed if and only if the given optimizer1 can find a sufficiently low-loss minimum.
For hyper-parameters affecting the underlying optimization problem, the condition number (the
ratio between the largest and the smallest singular values of the feature matrix) is affected, which
in turn affects the minimum being found by the optimizer. For hyper-parameters affecting the
optimizer directly, those that lead to a worse minimum reduce the peak of double descent. Although,
in hindsight, these results are intuitive and almost obvious, we are unaware of any prior work
connecting these phenomena in this simple manner.

Our results on simple random feature models and two-layer neural networks indicate that
classifiers in practice are unlikely to exhibit the peaking phenomenon. First, inductive biases and
hyperparameters are usually chosen carefully using a validation set to prevent overfitting so that no
model is over-trained. Second, even if a model overfits, many iterations are required for critically
parameterized models to exhibit a strong double descent curve (Section 6). Therefore, realistic setups
already act as a “natural” mitigator of double descent. While no existing theoretical framework
explains all our results, we believe our results are particularly useful for suggesting avenues for
further theoretical study.

2. Related Work

There has been some previous work investigating when the double descent phenomena occur and
when it doesn’t [1, 4, 10, 19, 24, 30, 41, 54]. Previous work has shown that the number of iterations
(early-stopping) can affect the double descent peak, and sometimes eliminate it [3, 40, 57]. A recent
study also argues that the double descent occurs due to label noise [20], but we show that double
descent can be observed with clean datasets. However, we are unaware of any work investigating
the effect of normalization, learning rate, batch size, choice of optimization algorithm, or the other
hyperparameters we investigate on the observed peak in double descent.

Apart from the double descent phenomenon in generalization error, prior work, from the optimiza-
tion perspective, has also identified a similar descent-like phenomenon in the condition number for
simple linear regression problems. Specifically, for least-squares linear regression, prior theoretical
and experimental work has shown that the condition number increases near the peak of the double
descent, where the condition number here is the ratio between the maximum and the minimum
singular values of the data matrix for linear regression. Poggio et al. [46] is the first to show that the
condition number for a random matrix peaks when the number of rows equals the number of columns
for linear regression. Rangamani et al. [49] demonstrated that the condition number regulates the
stability of the least squares solution, which is why the error peaks at P = N . Kuzborskij et al. [32]
argued that the condition number of the feature matrix is determined only by the minimal singular
value under the assumption that the maximum singular value is constant. Their theory included
dependence of the excess risk on the minimal eigenvalue. Mei and Montanari [38] hypothesized

1. We use the term “optimizer” to refer to an optimization algorithm configured with the corresponding hyperparameters.
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that the peaking at P = N can be explained by the explosion of the variance, which is related to the
condition number.

To the best of our knowledge, previous studies have theoretically identified the peak in the
condition number of random matrices and observed it in some real datasets but have not established
a connection to the double descent curve. Our work connects the previous finding on the peaking of
the condition number and its effect on a double descent curve. In Figure 1, the condition number is
largest at P = N (the double descent peak), which agrees with theoretical results. We find that this
makes optimization harder at P = N , so models are less likely to converge, which causes the peak
of double descent to be reduced or disappear, but reappear with longer training (Section 6). This
finding extends the previous ones because we show the interplay of the condition numbers in features
and other elements in optimization. Our observation on condition number also extends the previous
work in that we can control the magnitude of double descent by controlling the condition number, as
shown in Figures 1, 6 and 7. Our work is also related to the mitigation of double descent, which we
briefly discuss in Appendix B.

3. Experimental Setup

We present empirical evidence on random feature models trained on MNIST [33] and include
additional results for both random feature models and two-layer neural networks on Fashion-MNIST
[56] and CIFAR-10 [31] in Appendix C. Full experimental details are given in Appendix A. We also
emphasize that we choose a setup that avoids known factors that could mitigate the double descent
phenomenon as much as possible. Specifically, we do not use early stopping, which is known to
remove the double descent phenomenon [3, 40, 57] . On the contrary, in the default setup, we train
all models for a sufficient number of epochs (1000) so that most models converge in the first 1/10 of
the epochs. To further exclude the possibility of stopping too early, even in this scenario (which is
not likely), we extend it to 10,000 epochs in Section 6. We also do not use any norm-based weight
penalty to restrict the parameter space [41] or add dropout layers during training. See Appendix A
for a detailed experimental setup.

4. Poor Conditioning Reduces Double Descent

It is well-known from optimization theory that better conditioning leads to faster convergence for
gradient descent optimization [42]. We observe that the height of the double descent peak negatively
correlates with the condition number of the random feature matrices. In Figure 1, we see that, at
P = N , the peak in condition number is always present, regardless of the peak in double descent.
However, the height of the condition number matters because the setting with a lower condition
number (lighter color in row 1) corresponds to a more prominent double descent peak (lighter color
in row 2). Here, the poor conditioning of the optimization problem makes it more difficult for
the model around P/N = 1 and the optimization algorithm to converge to a sufficiently low-loss
minimum, as illustrated in the third row in Figure 1. Previous studies also have shown the condition
number peaks at the peak of the double descent (which occurs at P = N ) [7, 23, 32, 46, 49]. We
observe this to be the case in Figure 1, confirming the findings of these previous studies.

We see that the double descent peaks disappear when the feature matrix is 1) unnormalized, or
when the random matrix/features have a smaller scale due to the 2) scaling of the features (e.g.,
scaling the feature matrix by a small constant) or 3) the initialization of the random matrix (e.g.,
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Figure 1: Condition number, test
error, and training loss on random
feature models with varying proper-
ties features on an RFM with ReLU
features. Darker colors represent
higher condition number in row
1, weaker double descent in row
2, and high training loss in row
3. Row 1: Normalizing the data
and increasing the scale of the fea-
tures and random matrix yield bet-
ter (smaller) condition numbers at
P = N . Row 2: Double de-
scent does not occur in unnormal-
ized, small-scale input features and
small random matrix initialization.
Double descent is observed more
strongly when a lower condition
number is at the peak. Row 3: A
higher double descent peak corre-
sponds to a lower training loss at
P = N .

from a normal distribution with a small variance) (because they all change the input features to
the linear classifier). We plot the training loss and observe that the setting where double descent
occurs has a training loss much smaller than one in which double descent does not occur (Figure 1,
bottom). The condition number is largest at P = N (the double descent peak) in Figure 1, which
agrees with prior theoretical results (see Section 2). We find that this makes optimization harder
at P = N , so models do not converge, which causes the peak of double descent to be reduced or
disappear, but reappear with longer training (Section 6). We observe that double descent tends to
occur in better-conditioned matrices because a lower minimum is found by the optimizer.

5. Slow-Convergence Leads to Disappearance of Double Descent

Our results suggest that a slow-convergence setting2 often reduces or removes the peaking phe-
nomenon, and fast-convergence setting (i.e., finding a lower minimum) restores the peaking phe-
nomenon. We observe this pattern in hyperparameters that affect the optimizer, such as learning rate
(constant and decay), batch size, and optimization algorithm. All three factors can be considered as
affecting the convergence of the optimizer directly, where a higher minimum found by the optimizer
corresponds to a less prominent peak.

We observe that a faster-convergence optimization algorithm that finds a lower loss minimum
exhibits double descent more strongly, and slow-convergence settings may not exhibit it at all (last
two columns of Figure 2). We observe that the peak height negatively correlates with the training
loss at P = N . For curves with Cholesky decomposition, the error rate approaches random guessing

2. We use the term “slow-convergence setting” to refer to situations where the model converges slowly given the
optimization problem, the optimization algorithm, its associated hyperparameters, and all other hyperparameters.
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Figure 2: Test error and training loss on random feature models with varying learning rates, batch
sizes, and optimization algorithms. Double descent occurs with a sufficiently large and steady
learning rate, a small enough batch size, or a low-enough minimum is obtained by the optimizer.

in both ridge regression and logistic regression. Similar observations can be made on SAGA and
SGD, where the double descent peak occurs mildly with a slight increase in test error.

We observe that low learning rates, which are insufficient to reach a low-loss minimum, reduce
or eliminate the double descent peak (first column of Figure 2). When the overparameterization
ratio P/N is greater than 3, using a lower learning rate has almost no impact on the test error, but it
eliminates the peak without any form of explicit regularization. The same result holds for learning
rate decay. We observe that faster learning rate decay has a similar effect to a small constant learning
rate, and decaying every iteration removes the peak entirely. Both imply that the emergence of double
descent requires maintaining a stable and large enough learning rate during training, corresponding
to a faster convergence optimization setting that lands at a lower minimum loss.

We observe that large batch sizes reduce or eliminate the double descent phenomenon. In
Figure 2, the peaking phenomenon disappears on the generalization curve for batch sizes of 500
(full-batch) and 256. Modifying the batch size changes the number of updates the optimization
algorithm performs. Thus, large batch sizes take fewer steps.

6. Training Longer Recovers Double Descent

We show that for hyper-parameter setups that do not exhibit double descent, we can recover this
phenomenon simply by running the optimization procedure longer to reach a lower training loss.
In Figure 3, we increase the number of iterations by a factor of 10 so that the training loss of a
slow-convergence setting is aligned with or approaches the default (a much lower one). We observe
that the double descent peak is recovered for all factors. Precisely, in Figure 3 for the learning rate
(column 4) and batch size (column 6), both the test error and training loss curves with ten times the
original epochs exactly overlap with curves produced by the faster-converging optimization setup
(i.e., the larger learning rate of 1e−2 or the smaller batch size of 32). Our results suggest that the
optimization length is a simple but strong indicator of why double descent is observed in some
realistic settings.
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Figure 3: Test error and training loss on random feature models with varying learning rates, batch
sizes, and optimization algorithms at 10x iterations. The peaking phenomenon is recovered as long
as a sufficient number of gradient updates is applied, even for ill-conditioned features.

In practical settings, proper regularization often prevents models from reaching 0 training error.
Even though no explicit regularization is applied, we usually do not continue training for a large
number of epochs when the model has already overfit the training set. In our experiments, for double
descent to recover Figure 3, models are usually trained 200-400 times longer after converging to 0
training error, which is not realistic for deep and large models used in practice. This also implies that
the peak’s emergence rate largely depends on the specific optimization setup, where optimization
settings that converge slowly do not exhibit the peaking behavior.

7. Experiments with Two-Layer Neural Networks

We present results on two-layer neural networks in Figure 9 in the Appendix. Despite the fact that
two-layer neural networks are fully non-linear models, we observe that the results on two-layer
neural networks are consistent with our previous findings on random feature models.

8. Conclusion

In dissecting the occurrence of double descent in machine learning, our study elucidates a unify-
ing underlying phenomenon tied to optimization: double descent occurs when the optimizer can
achieve a low-loss minimum. While seemingly disconnected, factors like initialization, learning rate,
normalization, batch size, and optimizer choice work together to influence the overall optimization
trajectory, thereby affecting the optimizer’s path to a minimum. Our findings not only simplify the
understanding of these variables but also shed light on the practical likelihood of double descent,
which is minimized due to careful hyperparameter selections and inherent inductive biases in real-
world setups. Although current theoretical frameworks fall short of encapsulating our observations
entirely, our results shed light on promising directions for deeper theoretical scrutiny into the interplay
between optimization and double descent, thereby paving the way for a deeper understanding of the
intriguing phenomenon.
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Appendix A. Experimental Setup and Hyperparameters

In this section, we described the detailed setup of the dataset, models, and training.

A.1. Datasets

We perform all experiments on MNIST [33], Fashion-MNIST [56], and CIFAR-10 [31]. We select
small subsets of size N from the full training set as our training data and evaluate the generalization
error using the complete test set. We trained models for RFMs with a random feature size of up to
P/N = 5, while for two-layer NNs, we utilize models up to P/N = 5 · C parameters, where C is
fixed at 10 in our setting. For two-layer NNs, the interpolation threshold is at N · C instead of N
[2]. By default, we normalize the image pixel features to follow a normal distribution by applying
the transformation X−µ

s · γ, where µ, s, γ are the mean, standard deviation, and the scaling factor,
respectively.

A.2. Training

Models. For random feature models, we use static first-layer weights W0 ∈ Rd×P and trainable
second-layer weights W1 ∈ RP×C , where P and C represent the projected feature dimension and
the number of classes, respectively. We initialize both weight matrices from W0 ∼ N

(
0, k0√

D

)
and

W1 ∼ N
(
0, k1√

P

)
, where k0 is a scaling factor for the standard deviation of the weight matrix, and

D represents the input feature dimension. k1 is always 1 in all experiments. Bias terms are always
set to 0, and the ReLU nonlinearity is used by default. Our setup for two-layer neural networks
resembles that of a random feature model. The only difference is that the first layer weights are
trained.

Optimization. In our learning rate decay experiments, we adopt an inverse square root schedule
similar to Nakkiran et al. [40], but we multiply the initial learning rate by the factor 1√

⌊t/l⌋+1
, where

t is the current iteration and l is an interval parameter. By controlling the interval l, we modify
the decay frequency during the training trajectory. In optimizer experiments, we select numerical
solvers, Cholesky and QR [43], for ridge regression and Newton-Cholesky for logistic regression
because they obtain solutions with much lower loss than SGD. We also chose SAGA [13] as an
alternative gradient-based algorithm that (empirically) converges slower than SGD with momentum
for comparison. A small regularization constant 1e-8 is used for numerical stability. In the 10x
iteration experiments, we ensure that the number of gradient updates matches that in a mini-batch
case. Given a full-batch setting, we calculate the extended number of iterations by Tnew = ⌈N/b⌉ · T ,
which is equal to the number of gradient updates in a mini-batch setting with batch size b and T
iterations.

Producing double descents. Consistent with Belkin et al. [2] and Nakkiran et al. [40], we employed
the same set of hyperparameters for all model sizes and trained them using SGD with a fixed number
of epochs and constant step size. The default hyperparameters are selected based on two training
error constraints: 1) the largest model has to attain 0 training error within the first 1/10 iterations,
and 2) (at least) all models with P ≥ N have to converge to 0 training error before the final iteration.
These constraints, derived from empirical observations, are fast in convergence and effective in
generating the double descent phenomenon for both RFM and two-layer NN trained with SGD on
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MNIST and Fashion-MNIST. After some exploration, we use SGD with a Nesterov momentum
of 0.95, a mini-batch size of 32, and a constant step size of 1e-2 for 1000 epochs. For two-layer
NNs, we increase the step size to 5e-2 and the number of epochs to 1500. By default, we utilize
the standard MSE loss. When a specific hyperparameter is studied, all other parameters follow the
default ones. We primarily focus on the MSE loss because it has been heavily studied in the literature
[2, 14, 15, 22, 38]. We follow the previous implementation and do not include softmax at the network
output Belkin et al. [2], Hui and Belkin [27]. In our experiments, we strictly control the confounding
variables with potential effects on the peak in all experiments, such as label noise, which could
exacerbate the curve [19, 40], and all forms of weight decay and early stopping, which are known to
flatten the peak [41]. This ensures the robustness of our results. All experiments are repeated at least
five times.

Appendix B. Related Work on Double Descent Mitigation

While we do not intend to mitigate the double descent, our work investigates conditions under
which the peak of double descent does or does not occur. Related, various techniques have been
demonstrated to successfully reduce the peak, including ℓ2 regularization [12, 28, 35, 38, 40, 41, 47,
48], ensemble methods [12, 36, 44, 55], cross-validation [45], dimensionality reduction [26], input
concatenation [6], and the type of non-linear random features [14]. Several works claim that double
descent is not observed in certain settings, even without the explicit mitigation techniques mentioned
above. These settings include self-adaptive training [24, 25], level of supervision [10, 37], random
forest models [4], a two-layer neural network with certain initialization of the first layer weight [1],
and special activation functions [53, 54]. We highlight that our focus in this paper is not to propose
a technique to mitigate double descent. Instead, we find that the conditioning of the optimization
problem and specific setups significantly affects the magnitude of the peaking phenomenon, and
models in slower-convergence settings do not exhibit the peak. However, this observation might
be helpful as a simple technique to mitigate double descent in practice, which we leave to future
research. We also emphasize the importance of carefully examining the effect of optimization in
producing double descent. This is because optimization is involved in almost all settings mentioned
above. Therefore, it is crucial to identify whether the absence of double descent is due to optimization
before examining other more complicated factors.

Appendix C. Additional Experiments

Here, we present the exact figures as in the paper’s main text but on additional datasets (Fashion-
MNIST and CIFAR-10) and two-layer neural networks. Our findings in the paper’s main text
generalize to these datasets and models.

C.1. Time Evolution of A Double Descent Curve

We present the temporal evolution of a double descent curve through gradient descent iterations,
demonstrating that the peaks form only post-model convergence. This aligns with the theoretical
findings and synthetic experiments by Bodin and Macris [3], indicating that the peaking phenomenon
at P ≈ N appears only beyond a certain iteration, with a monotonic curve prevailing prior. Figure
Figure 4 illustrates the iteration-wise change in training/test error and loss. We discern that models
at P ≈ N converge on the training set after 50 epochs. Moreover, a training span of fewer than
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Figure 4: The time evolution of a double descent curve. At the interpolation threshold P = N , all
models have achieved zero training error, and the peak starts to emerge only after zero training error
is obtained.

200 epochs is inadequate for these models to manifest the peaking phenomenon. Despite the model
maintaining a zero training error up to the 1000-th epoch, the peak in test error initiates and escalates
as the training loss goes down. This insight corroborates preceding studies [3, 40], asserting that
early stopping diminishes the peak. Yet, we contend that the use of early stopping in hyperparameter
tuning might be excessive for this goal, given double descent necessitates a substantial number of
iterations post-convergence to appear. Hence, from an optimization standpoint, mitigating double
descent is feasible, provided a model is not over-trained.

C.2. Ill-Conditioned Non-Linear Features

For random feature models, another way to modify the input features is the choice of the non-linear
function. Previous work shows that activation functions reduce the peaking phenomenon [14], but we
show that we can recover the peak by simply increasing the number of iterations. In the left figure of
Figure 5, we employ ReLU, mish [39], softsign, and sigmoid nonlinearities. ReLU and sigmoid show
consistent behavior for both RFM and two-layer neural networks, even though activation functions
operate differently on these two models (i.e., one with the input and the other with the intermediate
embeddings). However, for mish and softsign, double descent is only observed in RFMs. In the
second figure of Figure 5, we show that the absence of double descent on sigmoid follows the same
pattern as our previous experiments in Figure 3. Non-linear features produced by sigmoid make
optimization difficult, resulting in monotonicity, but we can recover the peaking phenomenon by
scaling the number of iterations by 10.
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(a) Varying nonlinearities
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(b) Increasing iterations

Figure 5: Left: Test error and training loss curves for RFMs trained and four different activation
functions. Models with activation functions that converge a higher training loss tend to avoid double
descent. Given the same optimization and hyperparameter setup, the sigmoid activation does not
exhibit double descent in RFM and two-layer neural networks. Right: Test error and training loss
curves for RFMs trained and sigmoid activation. 10x iterations recover double descent. This matches
our findings on the impact of a slow-convergence setting on double descent.
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Figure 6: Additional results to support Figure 1 using the Fashion-MNIST dataset.
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Figure 7: Additional results to support Figure 1 using the CIFAR-10 dataset.
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(a) Two-layer neural network on MNIST
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(b) Two-layer neural network on Fashion-MNIST

Figure 8: Additional results to support Figures 1 and 2. Test error and training loss curves by
(using) normalization, varying scale of features or initialization, learning rate, batch size, and
optimization algorithm of a two-layer neural network on MNIST and Fashion-MNIST. The peaking
phenomenon becomes less prominent as the features become worse-conditioned or directly using a
slow-convergence setting.
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C.3. Slow-Convergence Settings in Optimization
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(a) RFM on Fashion-MNIST
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(b) RFM on CIFAR-10

Figure 9: Additional results to support Figure 2. Test error and training loss curves by varying
learning rate, batch size, and optimization algorithm of a random feature model on Fashion-MNIST
and CIFAR-10. The peaks are reduced on slow-convergence settings with too small a learning rate,
too frequent learning rate decay, too large batch size, and slow-convergence settings.
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(a) RFM on Fashion-MNIST
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(b) RFM on CIFAR-10

Figure 10: Additional results to support Figure 3. Test error and training loss curves of slow-
convergence settings with 10x iterations of RFMs on Fashion-MNIST and CIFAR-10. We are able to
recover the peaking phenomenon in all cases by scaling the number of iterations by a factor of 10.
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(a) Two-layer neural network on MNIST
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(b) Two-layer neural network on Fashion-MNIST

Figure 11: Additional results to support Figure 3. Test error and training loss curves of slow-
convergence settings with 10x iterations of two-layer neural networks on MNIST and Fashion-
MNIST. We are able to recover the peaking phenomenon in all cases by scaling the number of
iterations by a factor of 10.
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