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Abstract
While large language models (LLMs) are001
equipped with longer text input capabilities002
than before, they are struggling to seek cor-003
rect information in long contexts. The "lost in004
the middle" problem challenges most LLMs,005
referring to the dramatic decline in accuracy006
when correct information is located in the mid-007
dle. To overcome this crucial issue, this paper008
proposes to enhance the information searching009
and reflection ability of LLMs in long contexts010
via specially designed tasks called Position-011
Agnostic Multi-step QA (PAM QA). Trained012
in this task, our model excels in focusing more013
precisely on the desired information. Experi-014
mental results show substantial improvement in015
Multi-doc QA and other benchmarks, superior016
to state-of-the-art models by 13.7% absolute017
gain in shuffled settings, by 21.5% in passage018
retrieval task. We release our model and code019
to promote related research in the community.1020

1 Introduction021

Large Language Models (LLMs), renowned for022

their exceptional generative and zero-shot learning023

abilities across diverse natural language process-024

ing (NLP) fields, have found extensive downstream025

applications (OpenAI, 2023; Boiko et al., 2023;026

Cheng et al., 2023; Waisberg et al., 2023; Hu et al.,027

2023). However, LLMs suffer from severe hallu-028

cinations, significantly compromising their perfor-029

mance in knowledge-oriented QA, dialogue, and030

writing (Roberts et al., 2020; Agrawal et al., 2023).031

Retrieval Augmented Generation (RAG) is an ef-032

fective solution to hallucinations and remarkable033

improvements have been achieved by incorporat-034

ing supporting knowledge into the input of LLMs035

(Lewis et al., 2020b; Shuster et al., 2021; Thop-036

pilan et al., 2022; Shi et al., 2023a). The most037

fundamental challenge to address in RAG is long038

context and Multi-document question answering039

(Multi-doc QA).040

1It is publicly available at https://xxx

Thorough research has been conducted to deal 041

with long context inputs, categorized into three 042

mainstreams: The first one is to expand the context 043

window using a sliding window (Dai et al., 2019). 044

Other researchers proposed to enhance the extrapo- 045

lation ability by improving the Relative Positional 046

Encoding in Transformers, the backbone of most 047

LLMs (Su et al., 2021; Press et al., 2021; Luo et al., 048

2022; Vaswani et al., 2017). These two kinds of 049

modifications both show substantial improvement 050

in language modelling (LM). The third category 051

of studies focuses on the recurrent compression 052

of memory for long-range sequence learning (Rae 053

et al., 2019; Peng et al., 2023). This methodology 054

effectively learns the comprehensive representation 055

of context, demonstrating notable proficiency in 056

rapid computation and cost-effectiveness during 057

inference. Though the methods above show strong 058

performance in specific tasks and support LLMs 059

with extra-long context windows, i.e. GPT3.5- 060

Turbo-16k, Claude-v1.3-100k, Longchat (Dacheng 061

et al., 2023), LLMs fail to produce correct answers 062

if related documents are located in the middle of 063

the context, called "lost in the middle" (Liu et al.). 064

It is fatal for Multi-doc QA. However, whether a 065

similar deterioration exists in Chinese LLMs has 066

been unexplored and solutions to this problem have 067

rarely been researched. 068

We hypothesise that the scale of attention scores 069

of the beginning context grows large after pretrain- 070

ing and instruction tuning while that of the middle 071

context, whose position is less trained, remains 072

small for a long distance to the current token. The 073

small attention scores limit the contribution of re- 074

lated information to the answer and result in lower 075

QA accuracy. 076

To overcome the pitfall, we proposed position- 077

agnostic decompositional training to even up the 078

attention scores over input context. Concretely, we 079

designed a tailored Multi-doc QA task in which 080

positive documents are located at various posi- 081
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Figure 1: The workflow of PAM QA. The blue dashed lines indicate information flows. The desired output of a
sample is composed of three parts, corresponding to three steps: Question repetition, index prediction, and answer
summarization.

tions in contexts among noisy documents. The082

task presents a significant challenge, compelling083

the models to extract and summarize information084

despite the interference of useless ones (Ye et al.,085

2022). As human beings routinely solve complex086

tasks by decomposition to obtain higher quality087

outcomes (Cheng et al., 2015; Correa et al., 2023),088

we modified the Multi-doc QA task as a multi-step089

reasoning task, the Position-Agnostic Multi-step090

QA (PAM QA), combining the Chain-of-Thought091

(COT, Wei et al.) and position-agnostic Multi-doc092

QA. Trained with explicit extraction of the ques-093

tion and the index of supporting documents before094

generating answers, models learn to distinguish095

correct information from noisy ones and attend096

to them. It also makes the attention to the ques-097

tion and supporting indexes stronger because the098

attention scale decays with increasing distance (Su099

et al., 2021).Empirical results on Multi-doc QA100

and other benchmarks show that, with only 1/2 or101

1/4 context window size, our model improves upon102

state-of-the-art (SOTA) models by 7.0% in the top-103

ranked setting and by 13.7% in the shuffled setting.104

Competitive results are shown in other attention-105

dependent tasks including passage retrieval and106

summarization.107

The contribution of this paper is threefold:108

• This paper proposed a novel task named PAM109

QA to tackle the "lost in the middle" issue,110

which is fatal for knowledge-intensive scenar-111

ios. To our knowledge, it is the first attempt to112

solve the problem by training on special tasks.113

• We investigate the model’s behaviour in-depth,114

revealing that failing to focus on target infor-115

mation may be the cause of "lost in the mid-116

dle".117

• Comprehensive experiments have shown that 118

the proposed PAM QA is effective in solving 119

the "lost in the middle" problem. Our model 120

surpasses SOTA in Multi-doc QA and other re- 121

lated tasks on renowned Chinese benchmarks. 122

It is non-trivial that the general QA ability 123

of the model is also strong and satisfying. 124

The model is open-sourced to boost future 125

research in the community. 126

2 Position-Agnostic Multi-step QA 127

Multi-doc QA refers to a type of QA task where a 128

model is presented with multiple documents and 129

asked to answer questions based on these docu- 130

ments. It is difficult both for models and human be- 131

ings, where we need to aggregate and comprehend 132

information from noisy candidates to generate accu- 133

rate answers while struggling with fading memory. 134

In this situation, task decomposition, identifying 135

subproblems and reasoning about them, becomes 136

essential (Correa et al., 2023). 137

Therefore we decomposed the difficult Multi- 138

doc QA to PAM QA. This innovative task com- 139

prises three steps, as depicted in Figure 1. 140

2.1 Question repetition 141

The first step is question repetition (QR). The ques- 142

tions are placed at the front as a contextual-aware 143

representation (Liu et al.). The subtask is started 144

with prefix1, "As for the question:" (or expres- 145

sions with identical meaning) to prompt the model. 146

2.2 Index Prediction 147

The second step is index prediction (IP), namely 148

to predict the indexes of the supported documents 149

for the question as an MRC task, beginning with 150

prefix2: "Based on the information numbered". 151
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Supporting evidence not only helps LLMs ver-152

ify themselves but also aids users in evaluating153

responses (Menick et al., 2022). Remarkable re-154

sults have been shown in generating quotes and155

citations (Thoppilan et al., 2022; Menick et al.,156

2022). Different from previous works, it is sug-157

gested to predict the indexes of corresponding evi-158

dence rather than a verbatim quote extracted from159

a longer source retrieved from documents. In this160

step, we hypothesize that the indicator helps to en-161

code and navigate the attention to corresponding162

documents. Considering the indexes in the sec-163

ond step only count for a small number of tokens164

and are hard to emphasize in the sequential cross-165

entropy loss during training, a relevance MRC task166

is added as a supplement. The task needs to predict167

indexes of correct documents only.168

2.3 Answer Summarization169

The third step is to generate the final answer for170

the Multi-doc QA task. Thanks to the previous171

two steps, this task can be simplified as a summa-172

rization task, called answer summarization (AS).173

The step begins with an answer indicator like "my174

answer is" as prefix3.175

The entire process of PAM QA unfolds as fol-176

lows: when receiving a question, a set of candidate177

documents, and a specific instruction, the model178

initiates by generating prefix1. It then proceeds179

to restate the question, predicting the indexes of180

related evidence after incorporating a connecting181

phrase, denoted as prefix2. Finally, it formulates182

an answer to the question by aggregating previ-183

ous information, following an answer indicator,184

prefix3.185

In line with the proverb "the palest ink is better186

than the best memory," we teach the model to take187

notes, turning these annotations into a highway to188

the relevant knowledge. It can reduce the distrac-189

tion of extraneous information and make the atten-190

tion to the question and supporting index stronger191

because the attention scale decays with increasing192

distance.193

3 Training Data Construction194

We equipped our model with distinguishing ability195

through instruction tuning. The training procedure196

is composed of two stages. We expand the LLM’s197

context window to 8K in the first stage. In the198

second stage, the model was trained with PAM199

QA data to solve the attention (or memory) failure200

called "lost in the middle". 201

3.1 Context Window Expansion 202

We used about 300k selected data for general super- 203

vised finetuning (SFT). The data cover various cat- 204

egories of tasks including QA, MRC, role-playing, 205

writing, coding, translation, brainstorming, math, 206

Language Modeling (LM), and other natural lan- 207

guage understanding (NLU) tasks like text classifi- 208

cation. Then the data are packed to 8k window size 209

in a multi-turn conversation style except for the LM 210

task, while the LM task calculates the cross-entropy 211

loss on the whole sequence. 212

3.2 PAM QA 213

Data are constructed according to the three steps 214

in PAM QA. We collected Multi-doc QA data and 215

adapted it to PAM QA data. 216

First, we filtered out 30k samples of the Fact 217

category with a single answer from DuReader2.0 218

dataset (He et al., 2018) and 20k samples from 219

WebCPM (Qin et al., 2023). DuReader2.0 is the 220

largest Chinese MRC dataset from Web doc and 221

community QA, containing 200K questions, 420K 222

answers and 1M documents. To ensure the quality 223

of data, we creatively utilize a reward model to 224

score the samples and select the high-quality part 225

of them with a certain threshold, inspired by (Li 226

et al., 2023). The reward model is trained with 227

69k human-ranked samples for alignment in gen- 228

eral tasks, following (Köpf et al., 2023; Ouyang 229

et al., 2022). As both datasets exclusively consist of 230

positive samples, negative samples are ingeniously 231

generated and incorporated in a sophisticated man- 232

ner. 233

For each sample, documents in the whole col- 234

lection except the positive ones are regarded as 235

negative samples. As collaborative learning is ben- 236

eficial to RAG (Izacard et al., 2022), we build an 237

embedding-based search engine with all the docu- 238

ments in the corresponding dataset. Subsequently, 239

we retrieved negative documents with questions 240

from the search engine for a partition comprising 241

70% of the data, while we randomly sampled from 242

the original negative candidates for the remaining 243

portion of data. The retrieved negative samples 244

are more relevant to questions and harder to distin- 245

guish from the positive ones than random samples. 246

Next, documents are shuffled within each sample 247

in 50% of the data to prevent positive ones from 248

consistently being positioned at the beginning of 249

contexts. Next, 25k samples were sampled from a 250
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retrieval benchmark, T2Rank (Xie et al., 2023) as251

the relevance MRC data for a supplement for step 2.252

The negative samples are randomly sampled from253

the original hard negative collections. Indexes of254

positive candidates are recorded and shuffled with255

the negative ones. The max lengths are sampled256

from 1k to 8k under the uniform distribution in all257

samples. This ensures our model can deal with sam-258

ples of various input lengths. In this way, correct259

documents can be located at any position.260

Additionally, we generate 5% of samples, where261

all documents are negative as the positive ones262

are excluded. The answer for these samples is a263

constant term indicating "I don’t know." Termed264

"Synthetic Unknown," these samples are employed265

to train the model to recognize situations where the266

correct document is absent.267

Finally, We replayed the same distribution of268

data in general SFT with a ratio of 20% in this stage269

to alleviate the catastrophic forgetting (McCloskey270

and Cohen, 1989; Rebuffi et al., 2017). The total271

training samples in this stage summed up to 90k.272

3.3 Training273

We trained our model based on a pre-trained LLM274

that adapted from LLaMA2 (Touvron et al., 2023;275

Gan et al., 2023; Zhang et al., 2023). We trained276

for 2 epochs on 16 A100 GPUs in both stages with277

constructed data. The learning rate began with 1e-5278

then decayed to 1e-6 with a warmup for the first279

0.05% steps in the first stage. The max learning280

rate for the second stage was 5e-6. Flash Atten-281

tion (Dao et al., 2022) was utilized to accelerate282

the training procedure. Sampling is turned on for283

all models during testing in the benchmarks. The284

hyper-params for testing are listed in Appendix A.285

4 Experiments286

In this section, we evaluate the long-context QA287

abilities of our model and existing representative288

LLMs. By inspecting the performance, we can289

verify whether our model overcomes the so-called290

"lost in the middle" problem (Liu et al.).291

4.1 Benchmarks292

We conducted experiments on a long context bench-293

mark, LongBench (Bai et al., 2023) and Retrieval-294

Augmented Generation Benchmark (RGB, Chen295

et al.). The benchmark measures various abilities of296

the models given long input contexts. Specifically,297

we tested models on three related tasks in Long-298

Datasets Avg length Source Metrics
Multi-doc. 15,768 DuReader Rouge-L
Synt. 6,745 C4 Chinese Accuracy
Summ. 15,380 VCSUM Rouge-L
RGB NR. 1,105.7 Self Generated EM

Table 1: The statistics of input lengths of the testing
datasets. Multi-doc. is short for Multi-doc QA. Synt.
and Summ. represent Synthetic Tasks and Summariza-
tion respectively while RGB NR is the abbreviation of
RGB noise robustness task.

Bench: Chinese Multi-doc QA, Synthetic tasks, 299

and summarization. We also used the noise robust- 300

ness testbed in RGB to test the QA ability in short 301

texts, which examines the information extraction 302

ability given a certain ratio of noise documents. 303

Synthetic task is a document retrieval task, 304

where given a summary, the goal is to find the 305

corresponding document from a large number of 306

documents. This task evaluates the information 307

retrieval ability of LLMs in long contexts. The 308

summarization task gives extremely long meeting 309

records from multiple speakers and asks for a sum- 310

mary. It assesses the model’s memory and sum- 311

marization capabilities. The context lengths and 312

other statistics of the datasets are listed in Table 1. 313

The evaluation scripts provided by the LongBench 314

official website2 and RGB official repository were 315

used to compute the results. 316

We also re-constructed Synthetic Task to exam- 317

ine whether the models are "lost in the middle". 318

The correct passages are relocated at the 1st, 5th, 319

10th, 15th and 20th with passages located beyond 320

the 20th removed. The results are in Figure 2. 321

Considering that the documents in the samples 322

of Multi-doc QA tasks are basically sorted by rele- 323

vance, we shuffled the first 10 candidate documents 324

in each sample to make the real performance ex- 325

posed, called Multi-doc QA shuffled. 326

In addition, we conducted a comprehensive hu- 327

man evaluation of model capabilities to see if train- 328

ing on PAM QA harms the general abilities of LLM. 329

The test set contains 200 questions from a wide 330

range of categories. 331

4.2 Baselines 332

We compared the performance of the most pop- 333

ular LLMs with a long context window. These 334

strong baselines include: GPT3.5T-turbo-16k ex- 335

tends the context window to 16K tokens, while 336

2https://github.com/THUDM/LongBench
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Model Multi-doc QA Synthetic Tasks Summarization
(Baichuan2-Turbo-192k) 36.8 90.0 18.4
Longchat-v1.5-7B-32k 19.5 7.6 9.9
ChatGLM2-6B-32k 37.6 64.5 16.1
(ChatGLM3-6B-32k) 44.8 94.0 17.8
GPT3.5-Turbo-16k 28.7 77.5 16.0
Vicuna-v1.5-7B-16k 19.3 5.0 15.1
Xgen-7B-8k 11.0 3.5 2.2
InternLM-7B-8k 16.3 0.9 12.4
Our model 44.6 98.5 15.6

Table 2: The results are Rouge-L percentage for Multi-doc QA and Summarization while Synthetic Tasks compute
the accuracy (EM scores). Models are separated in lines by certain context window sizes. ChatGLM3-6B-32k and
Baichuan2-turbo-192k are new models after our work.

both Longchat-v1.5-7B-32k (Dacheng et al., 2023)337

and ChatGLM2(3)-6B-32k (Du et al., 2022) fur-338

ther push the boundary to 32K tokens. Vicuna-339

v1.5-7B-16k (Zheng et al., 2023) and Xgen-7B-340

8k (Nijkamp et al., 2023) offer fine-tuned models341

on user-shared conversations and 8K sequences re-342

spectively. Baichuan2-13B-Chat (Yang et al., 2023)343

stands out in few-shot learning with a 4K token344

window, alongside a larger closed-source variant.345

Lastly, Qwen-14B-chat introduces a 14B parameter346

model with dynamic ntk (dyn, 2023), trained on an347

8K token window size.348

5 Results and Discussion349

In this section, we analyze the experimental results350

of the LLMs and discuss the reason for the findings.351

5.1 Longer window size does not guarantee352

better performance353

As shown in Table 2, Our model has a Rouge-L of354

44.6% in the Multi-doc QA task, 7.0% higher than355

ChatGLM2-6B-32k, which was the SOTA model.356

With only 1/4 window size, Our model can outper-357

form ChatGLM2-6B-32k at this task. It reveals the358

strong attention ability of our model since it is an359

open-book QA task. This Chinese Multi-doc QA360

dataset does not need to consider all of the con-361

texts, as the correct documents are located at the362

beginning of contexts.363

In the Synthetic task, namely an abstract retrieval364

task, Our model achieves the highest result with an365

accuracy of 98.5%. This indicates that the "lost in366

the middle" issue is almost solved by the proposed367

method in this paper, as long as the average length368

is covered.369

As for summarization, ChatGLM2-6B-32k and370

GPT3.5-Turbo-16k have similar performance with 371

different context window sizes, showing that longer 372

context window sizes do not guarantee better per- 373

formance. The Rouge-L of our model is only 0.5% 374

lower than SOTA, without any summarization data 375

in the PAM QA training. As the average length of 376

the task is much longer than 8k, Our model with 377

a longer context length will have a promising im- 378

provement. 379

Figure 2: The EM score on Synthetic (passage retrieval)
Task from LongBench with correct document inserted
to certain position ranging from 1st to 20th.

5.2 PAM QA alleviates lost in the middle (and 380

tail) problem 381

Experiments on the Synthetic (passage retrieval) 382

benchmark with modifications to display the per- 383

formance of models on different positive document 384

positions. Concretely, the correct passage for each 385

sample is inserted into the 1st, 5th, 10th, 15th, and 386

20th locations respectively among the other docu- 387

ments in each experiment. Ideally, we should see a 388

U-curve described in (Liu et al.), called "lost in the 389
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(a) ChatGLM2-6B-32k (b) Our model

Figure 3: The attention scores over the input tokens in the self-attention procedure within ChatGLM2-6B-32k and
our model on a document repeated 20 times. Length differs with tokenizers.

middle". Results are displayed in Figure 2.390

Figure 2 suggests that most open-source LLMs391

are lost not only in the middle but also in the tail.392

A significant decrease is observed when positive393

documents are placed at the 10th position. De-394

spite the employment of techniques such as Al-395

ibi() or NTK to expand the context window (i.e.396

Baichuan2-13B-Chat and Qwen-14B-Chat), mod-397

els still demonstrate low results in the absence of398

training. However, Our model can survive in differ-399

ent settings of positions, holding a record of 99%.400

It reveals the effects of PAM QA training.401

5.3 Models defeated by shuffled dataset,402

attention failure being the culprit403

Figure 4: Performance on Multi-doc QA before and
after shuffling. ChatGLM2 is short for ChatGLM2-
6B-32k, GPT3.5-Turbo is short for GPT3.5-Turbo-16k.
Scores are in percentage.

Figure 4 demonstrates the models’ performance 404

on Multi-doc QA before and after shuffling. We can 405

see a sharp decline in all three models except ours. 406

The largest gap reaches 17.3%, from ChatGLM2- 407

6B-32k. Meanwhile, Baichuan2-13B-Chat also has 408

a 7% reduction although the shuffled documents are 409

within its context length. Therefore, LLMs without 410

extra long context windows also have difficulty 411

dealing with the challenge. Our model is the most 412

robust model with a 3.7% decrease. 413

To unearth the cause of the decline and exam- 414

ine the attention capabilities of models, we visu- 415

alize the attention scores of the last layer for the 416

identical input. We repeat a sentence including 417

the correct answer 20 times as the context to find 418

if all the answers will be highlighted in the self- 419

attention procedure in models. Attention scores of 420

ChatGLM2-6B-32k and Our model over the input 421

are depicted in Figure 3. 422

We can see the attention scores on documents 423

are fading away in ChatGLM2-6B-32k, as the con- 424

text after the first 100 tokens is almost neglected. 425

The situation in Our model is quite different. 20 426

peaks of attention scores are observed (the last one 427

is next to the beginning of instruction), correspond- 428

ing to the answers in sentences. It reveals that 429

attention to related tokens is the key to the perfor- 430

mance gap between models. The models struggle 431

to precisely focus on the correct tokens, paying 432

tremendous attention to the beginning and the end- 433

ing tokens (where instruction and query are fre- 434

quently located), which is the culprit of the "lost in 435

the middle" problem. 436
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5.4 Each step in PAM QA matters437

Here we inspect the contribution of each step in438

PAM QA. The variants are evaluated on Multi-doc439

QA and Synthetic tasks. Results of this ablation440

study are listed in Table 3.

Variants Multi-doc QA Synt.
Our model 44.6 98.5
- QR 38.8 98.0
- QR - IP 37.8 1.3
Only-SFT 8.7 7.5

Table 3: Synt. is short for Synthetic tasks. Results are
in percentage. QR is short for question repetition. IP
is short for index prediction. Only-SFT represents the
finetuned model only with context window expansion.

441
When we remove the question repetition, the442

first step in PAM QA, a 5.8% decrease can be ob-443

served in Multi-doc QA, showing the inevitable444

contribution to high performance. It strengthens445

the attention of the question and constrains the fol-446

lowing generation procedure explicitly. By repeat-447

ing the question first, models can directly attend to448

the question in the subsequent steps without going449

through a long context, avoiding the disruption of450

context when performing self-attention.451

When the index prediction(IP) step is also re-452

moved, a pronounced decrease in Synthetic tasks453

emerges, which emphasizes the importance of IP.454

It not only teaches LLMs to distinguish between455

related and irrelevant information but also frees the456

model from a prior experience (i.e., seeking infor-457

mation from the beginning and the end of context).458

Meanwhile, this step relieves models from scan-459

ning the long input again and makes them focus on460

the abstracted related information in the subsequent461

process. Since the scale of the attention scores de-462

cays as the distance grows (Su et al., 2021), models463

with rotary position embeddings (RoPE) struggle464

to remember the remote tokens without training. A465

slight drop of Rouge-L in addition also shows the466

benefit of the second step in QA. With the former467

two steps, the question and the potentially correct468

evidence are listed just a few tokens ahead. This469

reduces the probability of forgetting questions and470

context by decreasing the distance.471

An enormous gap between the results of Our472

model and the model without QR and IP, which473

represents the performance of only trained with474

filtered Multi-doc QA data, indicates the substan-475

tial improvement from PAM QA training. We also476

Noise Ratio 0 0.2 0.4 0.6 0.8
GPT3.5-Turbo 95.67 94.67 91.00 87.67 70.67
ChatGLM2-6B 86.67 82.33 76.67 72.33 54.00
(ChatGLM3-6B) 91.67 90.00 89.00 84.67 66.33
Baichuan2-13B-Chat 93.00 90.33 89.00 82.33 63.33
(Qwen-14B-Chat) 94.67 92.00 88.00 85.30 69.67
Our model 96.00 90.67 90.00 85.50 67.33

Table 4: Performance in RGB noise robustness testbed.
EM scores are in percentage. ChatGLM3-6B and Qwen-
14B-Chat are new models after our work.

visualize the attention scores when predicting the 477

first token and discover the generated questions 478

and indexes are highlighted, shown in Figure 7 in 479

Appendix C. 480

Compared with Only-SFT, the model only with 481

the first stage training, the variant model without 482

QR and IP steps also gains 29.1% improvement, 483

which shows position-agnostic Multi-doc QA data 484

benefit the related abilities. By simply transforming 485

the Multi-doc QA into PAM QA, the same data can 486

boost the performance by 16.8% in Multi-doc QA, 487

and 97.2% in Synthetic Task. 488

5.5 Competitive results observed in short text 489

Multi-doc QA 490

As reported in Table 4, Our model still has a com- 491

petitive performance among open-source models 492

on short-text multi-doc QA although not trained 493

on any short texts. Even compared with the lat- 494

est popular Chinese LLMs, Qwen-14B-chat and 495

ChatGLM3-6B-32k, results from Our model are 496

higher under the setting of noise rate in [0,0.4,0.6]. 497

5.6 General ability is preserved with PAM QA 498

Training 499

A side-by-side (SBS) comparison was performed 500

by 3 human annotators to check the general ability 501

of Our model. They are all master students. Capa- 502

bilities including commonsense, math, reasoning, 503

QA, writing, harmlessness, etc. are examined in 504

the test, as shown in Figure 5. The annotators have 505

to choose which one is better based on the answers 506

unless the answers are both bad or the same, as in 507

(Zheng et al., 2023). They are blind to the mod- 508

els and other information. Results compared with 509

similar size models, Ziya-LLaMa-13B-v1.13 and 510

Baichuan2-13B-Chat respectively are illustrated in 511

Figure 6. 512

3https://huggingface.co/IDEA-CCNL/Ziya-LLaMA-13B-
v1.1
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Figure 5: The distribution of tasks in the general ability
test.

Figure 6: SBS results on general ability evaluation
that contains a wide range of tasks. The results of our
model are superior to Ziya-LLaMa-13B-v1.1 and close
to Baichuan2-13B-Chat.

Figure 6 summarizes the human preference be-513

tween Our model and other open-source LLMs.514

Although Our model was trained only with PAM515

QA data, its performance is only slightly inferior to516

Baichuan2-13B-chat and better than Ziya-LLaMa-517

13B-v1.1 significantly. Thus, the general capabili-518

ties are maintained after the PAM QA training.519

6 Related Works520

6.1 Retrieval-Augmented Language Models521

Retrieval-Augmented Language Models (RALMs)522

mark notable progress in natural language process-523

ing by merging the capabilities of expansive lan-524

guage models with the precision and intricacy of-525

fered by external knowledge sources. (Guu et al.,526

2020; Lewis et al., 2020a; Izacard et al., 2022).527

These models use a retriever to search through a528

large body of evidence, like Wikipedia, to find a529

specific set of documents related to the user’s query.530

Afterwards, a reader component is utilized to care- 531

fully examine these documents and generate a re- 532

sponse. This two-step process guarantees both rel- 533

evance and depth in the produced answers. Recent 534

research efforts have concentrated on enhancing 535

the performance of the retriever (Karpukhin et al., 536

2020; Sachan et al., 2023) or the reader(Izacard and 537

Grave, 2020; Cheng et al., 2021), training the sys- 538

tem end-to-end (Lewis et al., 2020a; Sachan et al., 539

2021), and integrating the retrieval systems with 540

black-box large language models (Shi et al., 2023b; 541

Yu et al., 2023; Trivedi et al., 2023) 542

6.2 RALMs Adapted to Long and Noisy 543

Context 544

Recent research emphasizes the influence of con- 545

textual length and the position of related context on 546

the performance of language models (Krishna et al., 547

2023; Bai et al., 2023; Liu et al.). The research 548

closely aligned with ours is the study by (Yoran 549

et al., 2023), focusing on training RALMs to dis- 550

regard irrelevant contexts. However, it overlooked 551

scenarios involving long contexts, specifically the 552

"lost in the middle" issue, a key consideration in 553

our work. 554

7 Conclusion 555

In this paper, we assume that the widely recognized 556

"lost in the middle" phenomenon may caused by 557

weak attention to target information. We found 558

popular Chinese LLMs are "lost" not only in the 559

middle but also tail. A novel approach is proposed 560

to address the deficiency in LLMs by training mod- 561

els with Posistion-Agnostic Multi-step (PAM) QA. 562

Experimental results show the superiority and ef- 563

fectiveness of our method, surpassing SOTA LLMs 564

in Multi-doc QA and passage retrieval significantly, 565

with only 1/4 context window size. By shuffling 566

the candidate documents in open benchmarks, de- 567

graded performance is observed in all models, 568

among which our model is the most robust one. 569

The ablation study also reveals the significant ef- 570

fect of PAM QA and the positive contribution of its 571

components. Our study also finds that LMs with 572

extremely long context windows do not ensure bet- 573

ter performance on Multi-doc QA and passage re- 574

trieval tasks. We hope our study provides profound 575

insight into the "lost in the middle" problem at a 576

broader scale and sheds light on developing more 577

intelligent LLMs. 578
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Limitations579

Our work only covers the "lost in the middle" issue580

and experiments with Chinese Benchmarks using581

popular Chinese and some English LLMs with long582

context capability. More crucial further investiga-583

tions are welcome.584
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A Hyper-parameters 881

We used the following settings in the inference 882

phrase in the LongBench test: do_sample = 883

True, topp = 0.85, temperature = 0.8, 884

repetition_penalty = 1.0, early_stopping = 885

True. 886

As for the RGB noise robustness testbed, the tem- 887

perature was set to 0.2 for all models, with other 888

parameters unchanged. 889

B Demonstration of PAM QA 890

A case of Multi-doc QA and the answer produced 891

by Our model and ChatGPT3.5 are shown in Table 892

5. 893

C Visualization of attention scores on 894

tokens in answer summarization step 895

The heatmap of attention scores of each token when 896

generating the final answer is displayed in Figure 897

7. 898
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Chinese:

English:

<s><human>: Given question: What is the expected peak world population in the UN’s 2022 population
outlook?
Essays:
[1] The World Population Prospects 2022 report released by the United Nations predicts that India will
surpass China as the world’s most populous country next year.
[2] According to the World Population Prospects 2022 report published by the United Nations De-
partment of Economic and Social Affairs, the global population is expected to reach 8 billion by 15
November 2022. The report also predicts that the world’s population is expected to peak at about 10.4
billion in the 2080s and remain at that level until 2100.
[3] On November 15, according to real-time statistics from the statistics website Worldometers, the
global population has exceeded 8 billion.
[4] The United Nations (UN) nuclear watchdog on Tuesday approved Japan’s plan to "dismantle
nuclear wastewater," allowing Japan to discharge more than 1 million tons of nuclear wastewater from
the damaged Fukushima Daiichi nuclear power plant into the ocean, despite opposition from local
fishermen and other countries in the region.
[5] According to the official website of the United Nations, the 193 member states of the United Nations
recently unanimously adopted a legally binding agreement aimed at strengthening the conservation and
sustainable development of marine biodiversity, especially the protection of the high seas.
Please read and understand many of the passages above and answer the questions correctly. If the
search results are not relevant, please answer that they are not relevant.

<bot> : In response to the question "What is the expected peak world population in the United
Nations 2022 population outlook?" Based on the information numbered 1,2,3 above, my answer is that
according to the World Population Prospects 2022 report published by the United Nations Department
of Economic and Social Affairs, the global population is expected to reach 8 billion on November 15,
2022. The report also predicts that the world’s population is expected to peak at about 10.4 billion
in the 2080s and remain at that level until 2100. As a result, the United Nations expects the world’s
population to peak at about 10.4 billion.</s>

ChatGPT3.5: The expected peak world population in the UN’s 2022 population outlook is not explicitly
mentioned in the provided essay passages.

Table 5: A Multi-doc QA sample and the output of Our model, ChatGPT3.5 in the last two cells respectively. The
answer of Our model starts after the <bot> :. Special tokens are removed when testing ChatGPT3.5. We can see that
Our model produces a correct answer while ChatGPT3.5 fails to answer the question.
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Figure 7: The heatmap of attention scores on the last 100 tokens when our model begins to generate an answer.
The darker represents the higher score. The English version is translated from the Chinese heatmap token by token.
The first token of the generated question and the first predicted index are attended to, indicating the utility of the
question repetition and index prediction in PAM QA.
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