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Abstract

Prompt tuning is an efficient solution for train-
ing large language models (LLMs). However,
current soft-prompt-based methods often sacri-
fice multi-task modularity, requiring the train-
ing process to be fully or partially repeated
for each newly added task. While recent work
on task vectors applied arithmetic operations
on full model weights to achieve the desired
multi-task performance, a similar approach for
soft-prompts is still missing. To this end, we
introduce Task Prompt Vectors, created by
element-wise difference between weights of
tuned soft-prompts and their random initializa-
tion. Experimental results on 12 NLU and 2
NLG datasets show that task prompt vectors
can be used in low-resource settings to effec-
tively initialize prompt tuning on similar tasks.
In addition, we show that task prompt vectors
are independent of the random initialization of
prompt tuning on 2 different language model
architectures. This allows prompt arithmetics
with the pre-trained vectors from different tasks.
In this way, we provide a competitive alterna-
tive to state-of-the-art baselines by arithmetic
addition of task prompt vectors from multiple
tasks.

1 Introduction

Standard fine-tuning methods change the weights
of a pre-trained language model (PLM) to increase
its performance on a downstream task. As there is a
trend of improving the overall results by increasing
the number of parameters, the models require a
vast amount of computational resources for training
(e.g., GPT-3 (Brown et al., 2020) having 175 billion
parameters). Besides their parameter hunger, large
language models also require significant amounts
of training data, which especially benefits well-
resourced languages.

To address the problem of the increasing num-
ber of parameters, Parameter-Efficient Fine-Tuning
(PEFT) methods (Lester et al., 2021; Houlsby et al.,

Figure 1: An illustration of task prompt vector and the
combination via addition that we include in our work.
(a) A task prompt vector is created by subtracting the

soft-prompt initialization weights fp . from the soft-

prompt weights after prompt tuning 9}” (Section 3,
eqg. 2). (b) A combination via the addition of two task
prompt 7p, and 7p, resulting in 7p,_, (Section 3, eq.

4). (c) Different task prompt vectors point into the same
sub-space in the embedding space of PLM (Section 4.2).
The circles represent different random initializations.

2019; Hu et al., 2022) were introduced, capable of
solving multiple problems even with small amounts
of labeled data while training only a fraction of the
model parameters (e.g., for ROBERTa base (Liu
et al., 2019), prompt tuning (Lester et al., 2021)
is training only 0.5% parameters, and LoRA (Hu
et al., 2022) is training only 0.7% of parameters
(Xu et al., 2023)). The key concept that makes such
methods effective is their rask modularity.

Some of the recent PEFT (Xu et al., 2023; Lester
et al., 2021; Asai et al., 2022) methods focus on
fine-tuning soft-prompts. Soft-prompts are train-
able (parametrized) weights that are prepended to
the input embeddings while training the model.
Prompt tuning is one such efficient solution for
soft-prompt-based tuning of large language models
(LLMs).

The most of the soft-prompt-based methods lack
sufficient multi-task modularity, requiring the train-
ing process to be fully or partially repeated for
each newly added task (Vu et al., 2022; Wang et al.,
2023). Other methods, while keeping their rela-



tively high modularity, usually lack robustness, and
their performance depends on the quality and the
number of pre-trained soft-prompts (Asai et al.,
2022). Moreover, creating a soft-prompt for mul-
tiple tasks may often reduce the overall multi-task
performance and require further fine-tuning. Build-
ing upon the findings from task vector arithmetics
(Ilharco et al., 2022) (which only apply to the full
weights of older models like T5 (Raffel et al., 2020)
and GPT-2 (Radford et al., 2019) trained from the
same initialization), we utilize the efficiency and
modularity of prompt tuning (Lester et al., 2021)
to create Task Prompt Vectors. We thoroughly
investigate the properties of task prompt vectors
and demonstrate their functionality in combining
pairs of task prompt vectors while evaluating their
in-distribution performance and out-of-distribution
performance in full and limited data scenarios.
Our main contributions and findings are !:

* We introduce the novel concept of task
prompt vectors created from fine-tuned soft-
prompts, as a method of weight interpolation
that leverages findings from task vectors. In
addition, we investigate vector arithmetics on
such task prompt vectors, based on simple
arithmetic operations as a method to reinforce
PLMs to solve multi-task problems.

* We provide a comprehensive investigation of
task prompt vector properties on 12 NLU and
2 NLG datasets separated into 5 task types
and demonstrate important properties of task
prompt vectors. We show that their random
initialization independence makes them ro-
bust and universally applicable, while their
similarity across related problems provides a
necessary base for efficient cross-task transfer.

* We show that task prompt vectors allow effi-
cient prompt tuning initializations, by lever-
aging multi-task combinations of the pre-
trained task prompt vectors using the task
prompt vector arithmetics. Experimental re-
sults show that especially in zero- or few-shot
settings, task-prompt-vector-based initializa-
tion can outperform or match SPoT (Soft-
Prompt Transfer learning, Vu et al. (2022)) for
specific tasks while maintaining high multi-
task modularity.

'To support the replicability of our work, we provide a
repository where we store all of our implementation and re-
sults: https://anonymous.4open.science/r/task-prompt-vectors-
58CB

2 Related Work

Soft-prompt-based fine-tuning. After the intro-
duction of prompt tuning (Lester et al., 2021)
and prefix tuning (Li and Liang, 2021) many new
soft-prompt-based methods (Gu et al., 2022; Liu
et al., 2023; Shi and Lipani, 2024) were introduced.
Some of these methods focus on task knowledge
transfer (e.g., SPoT (Vu et al., 2022) or cross-model
transfer (Su et al., 2022)) and task combinations
(e.g., ATTEMPT (Asai et al., 2022), MPT (Wang
et al., 2023), or BMTPT (Lee et al., 2023)). These
can be classified as works on PEFT weight inter-
polations to increase the performance of prompt
tuning in single or multi-task settings. However,
they do not represent the tasks as vectors in the em-
bedding space and usually require further training
of the added parameters.

Model weights interpolation. Model weight in-
terpolation (Frankle et al., 2020; Wortsman et al.,
2022) is a widely discussed topic in the literature
since it enables combining knowledge of different
fine-tuned models without or with a small amount
of training. Authors of tasks vectors (Ilharco et al.,
2022) show, that it is possible to combine multiple
task vectors created from fine-tuned models and
still maintain the overall multi-task performance.
Ortiz-Jimenez et al. (2024) focuses mostly on im-
proving the work on task vectors, by showing that
training models in their tangent space contributes
to the weight disentanglement and increases the
performance of full model task arithmetic. Another
subcategory for weight interpolation can be model
merging (Stoica et al., 2024; Matena and Raffel,
2022; Li et al., 2022; Davari and Belilovsky, 2023;
Zou et al., 2023). In the work Ramé et al. (2023),
the authors propose a strategy of merging multiple
model weights pre-trained sets of auxiliary tasks as
an initialization to multiple parallel fine-tunings to
enhance out-of-distribution generalization. Most of
these works on model weights interpolations usu-
ally focus only on the weights of the whole model
or particular weights (e.g., classification heads, ac-
tivation layers) of the pre-trained model.

There are also works on weight interpolation
of PEFT methods in general (Zhang et al., 2023;
Chronopoulou et al., 2023; Pfeiffer et al., 2021;
Qin et al., 2024), but not many of them focus on
interpolation using task vectors. In the work Kli-
maszewski et al. (2024) authors present a way of
combining pre-trained adapters using task vector
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arithmetics, but the method lacks the investigation
of the dependency of their method on the random
initialization of adapters. Therefore it may require
training of specific adapters from the same random
initialization, which we provide in our work in the
context of prompt tuning.

To the best of our knowledge, there is no re-
search on task vectors in the context of soft-prompt-
based fine-tuning. In this work, we address this
drawback by building on the existing knowledge
on prompt tuning and task vectors.

3 Task Prompt Vectors

Background. Prompt tuning, as introduced in
Lester et al. (2021), casts tasks as text generation,
modeling a probability Pr(Y|X), where X is a
sequence of input tokens and Y is a sequence of
output tokens representing the class label. The clas-
sification Prg(Y'|X) is then parametrized by the
model weights 6. Prompting adds extra informa-
tion to the classification process by prepending a
series of tokens (prompt) P to the input X, such
that the model maximizes the probability of getting
current Y in Pry(Y'|[P; X]), while keeping the pa-
rameters 6 frozen. Prompt tuning adds another pa-
rameter p to the equation, which parametrizes the
prompt. During the training, only 6p is updated as
the Lppr = — Zz logPTgvgp (}/Z| [P; Xz]) (1) func-
tion is optimized.

As a method of adapting model weights without
training, task vectors (Ilharco et al., 2022) compute
the difference between pre-trained weights and fine-
tuned weights on a specific task. The task vector is
simply defined by the element-wise difference be-
tween the pre-trained weights of the whole model
and the weights after fine-tuning. Task vectors can
be then applied to any model weights 6 of the same
dimensionality (architecture) by element-wise ad-
dition. The representation of task vectors in the
weight space of the model has the same properties
as standard vectors, therefore it is possible to in-
clude them in arithmetic expressions like addition,
negation, or combinations via the addition of two
or more vectors together. We further build on the
findings from Ilharco et al. (2022) and Lester et al.
(2021) in the following parts of this section.

Task prompt vector definition. Let77,...,7; be
a set of source tasks and 0p,, ..., 0p,be a set of ran-
dom soft-prompt weights initializations. Intuitively,
the random soft-prompt weights initializations are
random points in the embedding space of the PLM.

We then move each of these points (via prompt
tuning) into a task sub-space where the optimiza-
tion function from the equation 1 returns the (suffi-
ciently) minimal value and we repeat this for each
task ¢ € T'. These points are further denoted as
task prompts — soft-prompts fine-tuned by prompt
tuning to a set of downstream tasks. The straight
trajectory from the initial point to the task prompt
is our task prompt vector (see Figure 1 part a)).

Let 0p,. € R be the weights of the soft-
prompt randomly initialized from the embedding
vocabulary of a PLM, and 9}” € R? be the
weights of the soft-prompt P fine-tuned on a spe-
cific task ¢, using the standard prompt tuning for-
mula. We formulate the task prompt vector 7p, for
soft-prompt P and task as an element-wise differ-
ence:Tp, = O}ﬁ —0p,,. ().

Applying a task prompt vector to the soft-
prompt weights of the same size would follow:
0p,.., = 0p + Ap,, (3). Where the rescaling term
A 1s a number from the same interval 0 < \ < 1
and when A = 1, then 0p, . = Q}ﬂ = 0p.

Vector arithmetics with task prompt vectors.
The task prompt vectors for different tasks can be
combined by simple vector addition, combining
knowledge from different tasks. When we experi-
ment with combinations, we refer to the arithmetic
addition of two task prompt vectors (see Figure 1
partb)): 7p,.., = TP, + 7P, (4).

This makes for efficient task adaptation as we
perform no further training but only use vector
addition in the next sections. Task prompt vector
combinations can be also used for initializing a new
task that is sufficiently similar to an already trained
task. We investigate and discuss these possible use
cases for task prompt vectors in upcoming sections.

4 Experiments

4.1 Experimental Setup and Implementation
Details

We investigate the properties of task prompt vectors
using the representative foundation TS-base (Raf-
fel et al., 2020) model for all of our experiments
and representative open autoregressive LLaMa-
3.1-8B-Instruct (Dubey et al., 2024) model for
origin dependency experiments in Section 4.2.
Our investigation covers 3 types of classification
problems, 2 types of natural language generation
problems covered by 14 corresponding datasets,
namely natural language inference (NLI) - MNLI



(Williams et al., 2018), ONLI (Wang et al., 2018),
SciTail (Khot et al., 2018), SNLI (Bowman et al.,
2015); topic classification — DBPedia (Auer et al.,
2007), TREC (Li and Roth, 2002; Hovy et al.,
2001), AG News, Yahoo Answers (Zhang et al.,
2015); sentiment classification — SS72 (Socher
et al., 2013), Yelp Polarity, SST5, IMDB (Maas
etal., 2011); question answering — SQuADv2 (Ra-
jpurkar et al., 2018) and math problems solving —
MATH (Fourrier et al., 2023).

For all experimental results, we report F1 macro,
if not specified otherwise. The cosine similarity
between vectors (task prompts or task prompt vec-
tors) is measured using the flattened weights of
each vector (which has a size of 100 x 768 parame-
ters, resulting in a 76800-dimensional vector). We
average our zero- and few-shot results across 3 dif-
ferent runs (i.e., different random initializations of
soft-prompts) for ATTEMPT and multi-task SPoT
baselines (mostly to save more computational re-
sources) and across 10 different runs for all other
experiments. To determine the statistical signif-
icance of our results we perform a two-sample
Student’s t-test (Student, 1908) with Bonferroni
correction (Dunn, 1959) between the best result
and the second best result. If the population sizes
differ (e.g. 10 and 3 runs) we use Welch’s t-test
(Welch, 1947). We denote the statistical signifi-
cance by marking the corresponding result with *.
The subscript in our tables represents the standard
deviation from the average.

For the few-shot experiments (simulating limited
labeled data scenarios), we randomly sub-sample
from the data for the respective number of shots
while keeping the class distribution. We consider
shot and sample to be equivalent (i.e., for a 5-shot
setting, we choose 5 samples overall, not 5 samples
per class). A detailed description of our experimen-
tal setup can be found in Appendix A.

4.2 Investigating Task Prompt Vectors
Properties

In this section, we aim to address the following
research question (RQ):

RQ1: How universally can we apply task
prompt vectors to a) different prompt initial-
izations and b) different tasks?

There are two fundamental properties that are
crucial for the effectiveness of task prompt vectors:
1) If such vectors should be applied universally,
their dependence on the random initialization of

prompt tuning should be low, since soft-prompts
are usually initialized randomly, unlike PLM for
task prompts in Ilharco et al. (2022). 2) The simi-
larity of task prompt vectors between similar tasks
should be large, in order to be able to combine task
prompt vectors of similar tasks.

To evaluate these properties, we train a set of
soft-prompts on specified source tasks for inference
classification (MNLI, ONLI), topic classification
(DBPedia, TREC), sentiment classification (SS72,
Yelp Polarity), question answering (SQuADv2) and
math problems solving (MATH) resulting in a set
of 8 soft-prompts that were trained from a single
random initialization. We sample /0 random ini-
tializations for the T5-base model from which we
create the task prompt vectors as described in equa-
tion 2. For LLaMa-3.1-8B-instruct we sample only
3 random initialization to preserve computational
resources. Since SQuADvV2 and MATH are more
complex tasks of NLG, and may be hard for T5 to
learn, we have decided to provide only results for
the LLaMa-3.1-8B-instruct model. We aggregate
by averaging our results across random initializa-
tions in Table 1 and Figures 2, 3. We start with the
evaluation of whether the task prompt vectors are
independent of the random initialization and con-
tinue with the experiments to confirm whether the
trained task prompts from prompt tuning end up
in the same task sub-space of the PLM embedding
space. This helps us determine whether the task
prompt vectors point in the same space, similar to
Figure 1 part c).

The performance of task prompt vectors is in-
dependent of the random initialization for the
majority of observed tasks. We conduct experi-
ments to evaluate the performance of applying task
prompt vectors to different (mixed) random initial-
izations. For each task and each random initializa-
tion, we apply the task prompt vector (according
to the equation 3) to all of the other random ini-
tializations and evaluate performance for each task
prompt vector-initialization pair on the test set of
the particular dataset. The aggregated results in
"Mixed init" rows in Table 1 differ only slightly
in most observed tasks for both of the observed
models, compared to the results of prompt tuning
in the "Original init" rows. This indicates that task
prompt vectors perform well irrespective of their
initialization. The only exception is in the TREC
task, where the performance decreases drastically
only for the T5-base model. We suspect that this



model | dataset | QNLI MNLI TREC DBpedia SST2  Yelp SQuADv2 MATH  avg
rs | Originalinit | 93.3p 8540y 95517 991g 9385 972 N/A N/A  93.804
Mixed init | 93.201* 85302 26.51s2%  99.1*  93.206 97.10.% N/A N/A 82435
LLaMa | Originalinit | 9200~ 89.7g» 95805 9920 95904 98601 00630y 36.80> 84303
Mixed init | 92.001 89.702 96.005  99.20  96.005 98.601 66409 36901 84.493

Table 1: Comparison of test results across 10 random soft-prompt initializations for TS5-base model and 3 initializa-
tions for LLaMa-3.1-8B model. The first row (Original init) represents the results of prompt tuning. The second row
(Mixed init) represents the results of moving a specific initialization in the direction of a task prompt vector created
from different (mixed) initializations. We report F1 for SQuADv2 and RougeL score for MATH and the exact match
for the rest. N/A means that the task was too complex for the T5 model and the results were underperforming.
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Figure 2: Comparison of average cosine similarities of
task prompts fine-tuned on different tasks for T5-base
model. The average is calculated across all combina-
tions of 10 random initializations (i.e., row QNLI col-
umn MNLI was calculated as the average of all cosine
similarities between MNLI and QNLI task prompts for
all random initialization combinations omitting the com-
binations where cosine similarity is equal to 1).

may be caused by the task being harder for the
T5-base model to learn, which also confirms the
higher standard deviation from the mean of prompt
tuning performance. We can also see that in the
case of the LLaMa-3.1-8B-Instruct model, there is
no statistically significant difference between using
the original initialization or different task prompt
vector initialization and for the TREC and SST2
the average results slightly increased.

Task prompts and task prompt vectors main-
tain good performance even if they do not point
to the exact same location in the task subspace.
To see whether the trained task prompts end up in
the same task sub-space, we evaluate cosine sim-
ilarity across multiple random initializations. We
train multiple task prompts for 10 different ran-
dom initializations and each source task (60 task
prompts in total) and compute the cosine similarity
from trained task prompts for each combination of
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Figure 3: Comparison of average cosine similarities
of task prompt vectors. The averages are calculated
equivalently to Figure 2 but with task prompt vectors
created from different task prompts.

random initializations and for each combination of
tasks. We then average this cosine similarity for
each task combination across all random initializa-
tion combinations. If task prompts initialized from
different random initializations are pointing to dif-
ferent points in the task sub-space, we should also
witness this phenomenon with their correspond-
ing task prompt vectors. Therefore, we repeat this
process for task prompt vectors.

Figures 2 and 3 show the comparison of cosine
similarities between task prompts and task prompt
vectors from different tasks averaged over all ran-
dom initialization combinations. We can see from
the low cosine similarities in both tables, that the
task prompts and task prompt vectors do not end up
in the same direction when initialized from differ-
ent points in the embedding space. The highest co-
sine similarities on the diagonal represent the high-
est cosine similarity, which serves as a baseline for
comparison with the cross-task cosine similarities.
We can see in Table 1 row 1, that the downstream
performance of prompt tuning on the source tasks
across 10 different random initializations has a low



standard deviation from the average. This means
that the task prompts after prompt tunings end up in
a subspace with sufficient task performance, with-
out necessarily pointing to the same spot in the
task subspace. Cosine similarities that we have
used to create the aggregated figures can be seen in
the Appendix B in Figures 6 and 7. We have also
evaluated cosine similarities of task prompt vectors
created from 3 different random initializations for
LLaMa-3.1-8B-Instruct in Appendix B in Figures
9 and 10.

Task prompt vectors from similar problems are
more similar. Additionally, we evaluate the sim-
ilarity of different task prompt vectors across dif-
ferent tasks. Figure 3 shows the cosine similarity
between task prompt vectors for different tasks. We
can see that certain pairs of tasks are more similar
than others, what can be shared properties of these
tasks, such as the same number of classes, same
labels, or solving the same problem. Problem simi-
larity can be seen in DBPedia—TREC and MNLI-
QNLI task prompt vectors, and the similarity in the
number of classes can be seen in the MNLI task
prompt vector which tends to have higher cosine
similarity with task prompt vectors for tasks with
more classes (e.g., DBPedia, TREC).

4.3 Combination of Task Prompt Vectors via
Addition for Multi-Task Transfer

This section addresses the following research ques-
tion: RQ2: Can we combine multiple task
prompt vectors and maintain multi-task perfor-
mance on the source tasks?

To answer this research question, we investigate
the method of combination via addition on 15 task
pair combinations from the set of NLU datasets
(MNLI, ONLI, DBPedia, TREC, SST2, Yelp Polar-
ity). We also evaluate combinations of task prompt
vectors in a simulated limited data environment
by providing O to 100 training examples before
evaluation on the test set.

Combinations of task prompt vector pairs main-
tain single-task performance on specific ob-
served tasks. To evaluate how the combinations
of task prompt vectors maintain their single-task
performance, we conduct experiments of creating
pair combinations from all of the source tasks (ac-
cording to equation 4). We aggregate the best-
performing combinations in Figure 4. The full
results from the experiment can be found in Ap-
pendix C in Figure 8. We can see from the results
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Figure 4: Comparison of relative exact match perfor-
mance of combinations of task prompt vectors across
averaged across 10 different random initializations. The
results are relative to the single-task performance (1 is
the performance of single-task prompt tuning).

that most of the binary classification tasks retain
their single-task performance on both of the tasks,
which implies that task prompt vectors can be used
for solving multi-task problems. In some cases, the
single-task performance was kept only for a single
source task, which leads us to the conclusion that
certain combinations of task prompt vectors may
be more suitable than others.

Additionally, we chose two target tasks for in-
ference classification (SciTail, SNLI), topic classifi-
cation (AG News, Yahoo Answers), and sentiment
classification (SST5, IMDB) and we keep the same
set of source tasks. Results for SciTail, AG News
and IMDB are in Table 2; the full table with ex-
tended experiments is in Appendix D in Table 4.

Task prompt vector combinations can initialize
zero-shot and few-shot learning. We compare
initialization with randomly initialized soft-prompt,
soft-prompt trained on single and multiple source
tasks (this is an equivalent of soft-prompt trans-
fer presented in Vu et al. (2022)), the multi-task
ATTEMPT (Asai et al., 2022) method, and a combi-
nation of task prompt vectors of both of the source
tasks. From the 0-shot and 100-shot results (Ta-
ble 2), we can see that our combination of task
prompt vectors can outperform the initialization
with a single-task source soft-prompt on SciTail
and IMDB datasets and the multi-task source soft-
prompt only in the case of SciTail task. The com-
bination of task prompt vectors matched the SPoT
baseline in cases like AG News, possibly because
DBPedia and TREC together retain little TREC-
specific information that could improve results.
We can also see that the ATTEMPT method is



SciTail (NLI) |

AG News (Topic) ‘

IMDB (Sentiment)

Source tasks Fl Source tasks Fl Source tasks Fl
0shots 100 shots 0 shots 100 shots 0 shots 100 shots
Random 54-96.6 75,60_5 Random 00 50,411_2 Random 77.29_(3 89440_4
MNLI (SPOT) 70.4[)_4 87.80_9 DBPedia (SPOT) [)[] 83.40_6* SST2 (SPOT) 880_5 904203
QNLI (SPoT) 57.7T131 77.71.3 | TREC (SPoT) 0o 65.75.6 | Yelp (SPoT) 900.3 90.3¢.2
QNLI + MNLI (SPoT) 70.41 2 87.706 | DBPedia + TREC (SPoT) 0o 82.1p.9 | SST2 + Yelp (SPoT) 90.802 90.8¢2
QNLI + MNLI (ATTEMPT)  63.84.2 83.63 DBPedia + TREC (ATTEMPT) 11.517 20.728 | SST2 + Yelp (ATTEMPT)  79.2¢ 89.4¢.8
QNLI + MNLI (ours) 71.508" 88.1p9 | DBPedia+ TREC (ours) (1) 830.9 SST2 + Yelp (ours) 90.1p5 90.49.2

Table 2: Test results of training T5-base model with random, single- and multi-task soft-prompt transfer (SPoT),
multi-task ATTEMPT, and our task prompt vectors on 0-shot and 100-shots of data. We show the initialization with
different combinations for NLI classification, topic classification, and sentiment classification. The best results are

bold, while the second-best results are underlined.
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Figure 5: Test results of training T5-base model with random, single, and multi-task soft-prompt transfer (SPoT),
multi-task ATTEMPT, and our task prompt vectors combination on increasing numbers of shots of data. We can see
that for SciTail and IMDB tasks, a combination of task prompt vectors outperforms single task transfer.

Method Modularity Multi-task Spurce prompt
performance independence
SPoT X
ATTEMPT X

Task Prompt Vectors

Table 3: Comparison of multi-task properties. Task
prompt vectors maintain high task modularity and multi-
task performance, and are independent of the number of
pre-trained source soft-prompts.

significantly underperforming when using a smaller
set of pre-trained source soft-prompts. Another
observation is that ATTEMPT performs better on
the AG News task. This may be caused by using
the original implementation of ATTEMPT, where
authors, instead of using textual labels (i.e., "en-
tailment", "not entailment"), used textual numbers
as labels (i.e., "0", "1"), which made the model

predict numbers instead of specific words.

While matching the results of full multi-task soft-
prompt transfer (SPoT) training initialization of
prompt tuning using task prompt vector combi-
nations also retains high task modularity, which
means that we can add new tasks without the neces-

sity of training. Only in the case of the IMDB task
does the SPoT baseline fine-tuned on both datasets
perform better. However, it requires retraining for
each task, increasing computational costs. Table 3
compares attributes beneficial for multi-task train-
ing for SPoT, ATTEMPT, and task prompt vector
methods. We can see that the SPoT method has
low multi-task modularity, needing to re-train the
source soft-prompt every time we change the set of
source tasks. ATTEMPT, while having sufficient
task modularity, depends heavily on the quality and
number of source soft-prompts. Task prompt vec-
tors have both of these attributes and also retain
sufficient multi-task performance.

4.4 Additional Results: Few-Shot Comparison

In this section, we study how increasing the num-
ber of demonstration data affects the performance
of prompt tuning on a target task initialized by
a combination of task prompt vectors of similar
source tasks. We keep the same experiment setup
as in the previous section and further evaluate the
soft-prompt initialization on 5, 10, 25, 100, 250,
500 shots. We also assessed the topic classification



tasks for 500 shots since we started with 10 shots
due to our sampling method.

From the results in Figure 5, we can see that
the performance of the combination of task prompt
vectors for SciTail and IMDB target tasks outper-
forms using a single-task initialization for multiple
shots. We can also see that our method outperforms
the multi-task initialization for the SciTail dataset
across all shots of data.

Comparing the results from Figure 4 and Fig-
ure 5, if we choose a combination of tasks that
maintains a significant amount of the source task
performance (MNLI + QNLI and SST2 + Yelp),
the few-shot performance of the task prompt vec-
tor combination tend to be higher than single-task
transfer. The full results across more shots and
more target tasks can be found in Appendix D in
Figure 11.

5 Discussion

In Section 4.2, we showed that task prompts and
their corresponding task prompt vectors are close to
orthogonal by comparing their cosine similarities
across multiple initializations in Figures 2 and 3.
Despite their near-orthogonality, task prompt vec-
tors created from one initialization and applied
to a different one maintain their performance
for the majority of the observed tasks.

In Section 4.3, we showed that combinations of
certain task prompts maintain their source single-
task performance (in Figure 4) and that the com-
binations of task prompt vectors can be used for
initialization of prompt tuning (in Table 2) in simu-
lated low resource setting on the set of target tasks.
From the results in Figure 5, we can see that, for the
SciTail and IMDB datasets, our task prompt vec-
tor initialization maintains its higher performance
compared to the single-task soft-prompt transfer
even with the higher number of samples.

Theoretical implications and analysis. It lies
beyond the scope of our work to further deliver the-
oretical proofs for diverse properties of task prompt
vectors, which we will leave for future work. How-
ever, we still discuss the implications that arise
from the contributions of task prompt vectors.
Based on the observations from Section 4.2, we
can re-use pre-trained task prompt vectors for dif-
ferent tasks and use them in downstream scenarios.
Since task prompt vectors are independent of their
initialization, we can also re-use pre-trained task
prompt vectors shared on the internet (e.g., on a

designated vector hub). Another implication that
we can derive from these findings is that the sub-
space with optimal values in the soft-prompt
space has probably a convex shape. This may
be indicated by the fact that task prompts trained
from different random initializations for the same
task do not point to the same direction (based on
Figures 2 and 3), but still achieve identical results.

Section 4.3 implied that we can use different
combinations of task prompt vectors to gain even
zero-shot multi-task behavior (in Figure 4). We can
combine multiple task prompt vectors and main-
tain multi-task performance on the source tasks,
but the right task combinations need to be found
(e.g., by evaluating on held-out validation sets). We
can see that it is possible to use linear combinations
even though the soft-prompts space is non-linear.
The rationale behind this could be that task prompt
vectors are linear approximations of how the
soft-prompts change during the training. Another
possibility may be that the task prompt vectors are
sparse, and a combination of 2 sparse task prompt
vectors creates a vector that contains more informa-
tion about both tasks. These findings can be further
useful for machine unlearning tasks, where one
could also include subtraction.

6 Conclusion

In our work, we introduce and investigate task
prompt vectors as a method of multi-task transfer
from prompt tuning. We show that the task prompt
vectors are not dependent on random initialization
and that the performance across different random
initializations does not change significantly in the
majority of observed source tasks. We show that
in some tasks, the combination via arithmetic addi-
tion maintains the single-task performance. Finally,
we show that certain combinations of task prompt
vectors can be a better option for initialization for
certain tasks while maintaining higher multi-task
modularity than other methods.

In the future, we would like to evaluate the cross-
model performance of task prompt vectors. We
think that further experiments with generation tasks
may be another interesting extension. Moreover,
task prompt vector arithmetic has the highest po-
tential for improving the unlearning in PLMs by
negating the task prompt vectors for the tasks we
want to unlearn. Such an option is enabled by in-
troducing task prompt vectors, which would not be
possible with the existing state-of-the-art methods.



Limitations

To direct our focus primarily on the evaluation of
task prompt vectors, we utilize only monolingual
models in the scope of our work and utilize 12
NLU and 2 NLG datasets. We find that our set of 3
common NLU problems, each covering 4 different
tasks and 2 common NLG problems covering 2
different tasks, is enough to evaluate the properties
of task prompt vectors. Adding more tasks would
result in more computational costs, which may not
be necessary to prove our findings empathetically.

Even though there are many other PLMs capa-
ble of conditional generation that beat TS mod-
els in performance on various benchmarks, we fo-
cus our experiments on the T5-base model as it
is commonly used as a representative model in
many PEFT methods. We also utilize the LLaMa-
3.1-8B-Instruct model only for the initialization
dependency experiments.

Ethical Considerations and Impact
Statement

The experiments in this paper were conducted with
publicly available datasets MNLI, QNLI, SciTail,
SNLI, DBPedia, TREC, AG News, Yahoo An-
swers, SST2, Yelp Polarity, SSTS5, and IMDB, cit-
ing the original authors. MNLI, QNLI, and SST2
are part of the GLUE benchmark. As we were not
able to determine the license for all used datasets,
we have opted to use them as in a limited form as
possible, adhering to the terms of use of the GLUE
benchmark for all of the mentioned datasets. As
the datasets are commonly used in other related
works and were published in scientific works that
went through an established review process, we do
not check for the presence of any offensive con-
tent as it was already removed by the authors of
these publicly available datasets. In addition, we
do not utilize any personally identifiable informa-
tion or offensive content and we do not perform
crowdsourcing in any form for data annotation. To
our knowledge, we are not aware of any potential
ethical harms or negative societal impacts of our
work, apart from the ones related to the field of
Machine Learning (i.e., the use of computational
resources that are consuming energy and producing
heat with indirect CO2 emission production). We
follow the license terms for the T5-base model we
use — all models and datasets allow their use as part
of the research. As we perform conditional gen-
eration transform into the classification problem

(generating only labels), we minimize the problem
of generating offensive or biased content.

Impact Statement: CO2 Emissions Related to
Experiments The experiments in this paper re-
quire a significant amount of GPU computing re-
sources as we train and evaluate 1 model over mul-
tiple random initializations (10) for different meth-
ods (4) and datasets (12). Overall the experiments
including evaluations (which did not require train-
ing, but still used GPU resources for inference) and
preliminary experiments (which are not reported in
the scope of our work) were conducted using a pri-
vate infrastructure, which has a carbon efficiency of
0.432 kgCO2eq/kWh. Approximately 1200 hours
of computation were performed on hardware of
type A100 PCle 40GB (TDP of 250W). Total emis-
sions are estimated to be 120.24 kgCOzeq of which
0 percent were directly offset. These estimations
were conducted using the CodeCarbon (Courty
et al., 2024) python module. Whenever possible,
we tried to reduce the computational costs. Be-
cause our method is built upon the prompt tuning
PEFT method, we always trained only a small part
of the model parameters (76800 parameters, which
is around 0.2% of the T5-base model parameters),
and training the model fully will probably require
more GPU hours and create more CO2 emissions.
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A Experimental setup: Further Details

Implementation details. For implementing all
of our experiments, we utilize Python 3.11.8 with
the PyTorch (Paszke et al., 2019) framework and
Huggingface modules (transformers (Wolf et al.,
2020) for model loading and training, peft (Man-
grulkar et al., 2022) for PEFT methods initializa-
tion, datasets (Lhoest et al., 2021) for data loading,
and evaluate for evaluation). We create a single
data structure for task prompt vectors, that is capa-
ble of the arithmetic operations with soft-prompts.

Data splits. We take 1000 samples from the train
set and use it as a validation set and make the test
set from the original validation set for datasets that
contain over 10000 samples. For datasets with less
or equal to 10000 samples we do not modify the
training set, and split the validation set in 2 halves
for validation and test sets. We keep the same
random seed for subsampling and splitting for all
of our experiments.

Hyperparamters setings. We provide all of our
configurations in the config directory of our reposi-
tory. We set soft-prompt length to 100 tokens, learn-
ing rate to 0.3, and lower the weight decay of the
AdamW optimizer (Loshchilov and Hutter, 2019)
to 1 x 107° for T5-base model. We also utilize the
Seq2SeqTrainer class from the Huggingface trans-
formers Python module. We train all models on all
data sets for 10 epochs, except for TREC, where we
train for 50 epochs due to the tendency of models to
underfit here. We set different hyperparameters for
prompt tuning and the hyperparameters for zero-
or few-shot evaluation do not differ much from the
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hyperparameters for prompt tuning. We train for
1000 update steps while keeping a batch size of 2
for 5, 10, 25 shots, 8 for 50, 100, 250 shots, and
16 for 500, 750, 1000 shots. In general, we chose
the maximum token length for labels by searching
the dataset for the maximum token length (in our
configs, we set default max_target_lenght to 128 if
the dataset requires to generate sentences), for the
inputs we pad the token sequences to 256 tokens
with the max_target_lenght parameter. We use a
learning rate of 0.3 for the AdamW optimizer, with
weight decay of 1 x 10~ and 500 warmup steps for
10 epochs (with an exception for the TREC dataset)
with the batch size of 32. We evaluate, log and
save after each 100 training steps and keep only the
best model at the end of the training. In our con-
figs, we set a number of tokens to 50, but in reality,
Hugging Face peft library doubles the number for
encoder-decoder models like TS. When combining
task prompt vectors, we evaluate their performance
on the individual source tasks that formed the task
combination and found the best rescaling factor A
via held-out validation sets.

For training the soft-prompts with the LL.aMa-
3.1-8B-Instruct model we utilized similar hyperpa-
rameter settings as for the T5-base model with the
exception of using the cosine function for the learn-
ing rate scheduler and the usage of the SFT Trainer
class from the Huggingface trl Python module (von
Werra et al., 2020) for training.

Since we are utilizing the T5-base for condi-
tional generation, we are computing exact match
instead of accuracy for classification. Because we
are generating labels also for classification tasks,
the exact match is equivalent to accuracy in the
sequence classification task. In the scope of our
work, we refer to a single dataset as a task.

For the training of multi-task ATTEMPT, we
have used hyperparameters and a training environ-
ment based on the original implementation. Full
hyperparameter settings can be found in the reposi-
tory 2 of our replication study of ATTEMPT in the
configs directory (files attempt_tvp*.toml).

B Additional results: Task Prompt
Vectors and Task Prompt Cosine
Similarities

In this section, we provide more detailed and de-

aggregated results from Section 4.2. Figure 6
shows the comparison of cosine similarities across

Zhttps://anonymous.4open.science/t/ ATTEMPT-C5C6
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different random initializations of task prompts
from prompt tuning. We can see that for all task
combinations, the highest cosine similarity is for
the equal random initializations. Additionally,
when comparing different tasks and different ran-
dom initializations the cosine similarities are the
lowest, which only confirms our finding from Sec-
tion 4.2.

We repeat the same process of comparing cosine
similarities across different random initializations
for task prompt vectors in Figure 7. Similarly to
task prompts, the highest cosine similarity is for
the equal random initializations. We can see that
for task prompt vectors the cosine similarities be-
tween different random initializations are higher
than compared to task prompts in Figure 6. Simi-
larly to our findings in 4.2, we can that certain task
combinations have higher cosine similarities than
others. For both of these figures, we can see that
task prompts and task prompt vectors from differ-
ent initializations usually end up at different points
in the task sub-space.


https://anonymous.4open.science/r/ATTEMPT-C5C6
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Figure 6: Comparisons of cosine similarities of task prompts fine-tuned on different tasks for T5-base model. Each
heatmap represents a different task combination. We calculate the cosine similarities for all combinations of 10
random initializations omitting the combinations of random initializations where cosine similarity is equal to 1
(single-task comparisons). Each heatmap is represented as a single field in Figure 2 by averaging all values. The x
and y axes represent the number of random initializations.
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Figure 6 (cont.): Continuation of Figure 6 for additional tasks.

C Additional results: Combinations of
Task Prompt Vectors

This section provides extended experiments to the
results in Figure 4 in Section 4.3. Figure 8 shows
the relative performance of all task combinations
of task prompt vectors. Usually, tasks that solve
the same NLU problem retain the most source task
performance on both tasks except for the combina-
tion of DBPedia and TREC task prompt vectors,
where the TREC performance is lower. In general,
the performance of combinations with the TREC
usually ends up in favor of the other task from the
task pair.

D Additional results: Few-Shot
Experiments

Here we provide extended results of zero- and few-
shot experiments on additional target tasks that
extend the results from Section 4.3. Table 4 extends
the comparison of 0- and 100-shot results with
SNLI, Yahoo Answers, and SST5 tasks. We can see
that combinations of source task prompt vectors do
not outperform the SPoT baseline in these specific
tasks, but rather almost match the results.

15

Figure 11 extends the comparison in Figure 5
in Section 4.4 and shows how the performance on
different initializations differs across all observed
shots of data and on additional SNLI, Yahoo An-
swers, and SST5 target tasks. We can see that in
the case of the SSTS task, the SST2 initialization
performs the best. We think that the reason for this
may also be the similarity of SST5 and SST2 and
that the combination of source tasks does not retain
enough information to match the SST5 baseline.
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Figure 7: Comparisons of average cosine similarities of task prompt vectors for T5-base model. The averages are
calculated similarly to Figure 6 but with task prompt vectors created from different task prompts. Each heatmap
represents a different task combination. We calculate the cosine similarities for all combinations of 10 random
initializations omitting the combinations of random initializations where cosine similarity is equal to 1 (single-task
comparisons). Each heatmap is represented as a single field in Figure 3 by averaging all values. The x and y axes
represent the number of random initializations.
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Figure 7 (cont.): Continuation of Figure 7 for additional tasks.
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Figure 8: Comparison of relative exact match performance of combinations of task prompt vectors across averaged
across 10 different random initializations and all task combinations. The results are relative to the original single-task
performance (1 is the performance of single-task prompt tuning). The task combinations in bold are the combinations
that achieved over 50% of single-task performance on both of the tasks.
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SciTail (NLI) |

AG News (Classification)

| IMDB (Sentiment)

Source tasks Fl Source tasks Fl Source tasks Fl
0shots 100 shots 0 shots 100 shots 0shots 100 shots
Random 54-96.6 75.60_5 Random OU 50.411_2 Random 77-29.6 89.40_4
MNLI (SPoT) 70.40.4 87.8p.9 | DBPedia (SPoT) () 83.406" | SST2 (SPoT) 880.6 90.20.3
QNLI (SPoT) 57.7T131 77.71.3 | TREC (SPoT) 0o 65.75.6 | Yelp (SPoT) 900.3 90.3¢.2
QNLI + MNLI (SPoT) 70.41.2 87.70.6 | DBPedia + TREC (SPoT) 0o 82.1p9 | SST2 + Yelp (SPoT) 90.802 90.8¢2
QNLI + MNLI (ATTEMPT)  63.84.2 83.63 DBPedia + TREC (ATTEMPT) 11.517 20.728 | SST2 + Yelp (ATTEMPT)  79.2¢ 89.40.8
QNLI + MNLI (ours) 71.508* 88.1p9 | DBPedia+ TREC (ours) 0o 830.9 SST2 + Yelp (ours) 90.1p.5 90.40.2
SNLI (NLI) ‘ Yahoo Answers (Classification) ‘ SSTS5 (Sentiment)
F1 F1 F1
Source tasks 0shots 100 shots Source tasks 0 shots 100 shots Source tasks 0shots 100 shots
Random 46.51.5 47.619 | Random 0o 27.610.6 | Random () 83.258
MNLI (SPoT) 79.50.3 80.8p.4 | DBPedia (SPoT) 0o 61.31.1" | SST2 (SPoT) 9403* 93.903"
QNLI (SPoT) 47103 49.10.9 | TREC (SPoT) 0o 36.58.7 | Yelp (SPoT) 88.60.8 90.60.5
QNLI + MNLI (SPoT) 79.602" 814" | DBPedia+ TREC (SPoT) 0o 60.72 SST2 + Yelp (SPoT) 93.70.5 93.80.5
QNLI + MNLI (ATTEMPT)  78.5¢5 79.616 | DBPedia + TREC (ATTEMPT)  0.1¢ 8.156 SST2 + Yelp (ATTEMPT) 16.445 37.87
QNLI + MNLI (ours) 79.21.4 80.30.3 | DBPedia + TREC (ours) 0o 61.1p9 | SST2 + Yelp (ours) 89.90.8 91.50.5

Table 4: Test results of training T5-base model with random, single- and multi-task soft-prompt transfer (SPoT),
multi-task ATTEMPT, and our task prompt vectors on 0-shot and 100-shots of data for all of our observed source
and target tasks. We show the initialization with different combinations for NLI classification, topic classification,
and sentiment classification. The subscript represents the standard deviation from the average. The best results are
bold, while the second-best results are underlined. The * in the superscript represents that the results are statistically
significant from the second-best result, by two-sample Student’s t-test (Student, 1908) or Welch’s t-test (Welch,

1947).
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Figure 9: Comparison of average cosine similarities of
task prompts fine-tuned on different tasks for LLaMa-
3.1-8B-Instruct model. The average is calculated across
all combinations of 3 random initializations (i.e., row
QNLI column MNLI was calculated as the average of
all cosine similarities between MNLI and QNLI task
prompts for all random initialization combinations omit-
ting the combinations where cosine similarity is equal
to 1). The diagonal represents the cosine similarities of
the same tasks and it represents the maximum value of
cosine similarity across different random initializations.
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Figure 10: Comparison of average cosine similarities
of task prompt vectors. The averages are calculated
equivalently to Figure 9 but with task prompt vectors
created from different task prompts.
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Figure 11: Test results of training T5-base model with random, single- and multi-task soft-prompt transfer (SPoT),
multi-task ATTEMPT, and our task prompt vectors combination on increasing numbers of shots of data averaged
over 10 different random initializations for all source and target tasks.
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