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Abstract

Large Language Models (LLMs) like LLaMA, Mistral, and
Gemma are increasingly used in decision-critical domains
such as healthcare, law, and finance, yet their reliability re-
mains uncertain. They often make overconfident errors, de-
grade under input shifts, and lack clear uncertainty estimates.
Existing evaluations are fragmented, addressing only isolated
aspects.

We introduce the Composite Reliability Score (CRS), a uni-
fied framework that integrates calibration, robustness, and
uncertainty quantification into a single interpretable met-
ric. Through experiments on ten leading open-source LLMs
across five QA datasets, we assess performance under base-
lines, perturbations, and calibration methods. CRS delivers
stable model rankings, uncovers hidden failure modes missed
by single metrics, and highlights that the most dependable
systems balance accuracy, robustness, and calibrated uncer-
tainty.

Code — https://github.com/rohitsalla/CRS.git

Introduction

Open-source Large Language Models (LLMs) are increas-
ingly applied in domains like medicine, finance, and law,
where reliability is crucial. Despite strong benchmark per-
formance, they often remain overconfident (Chhikara 2025),
brittle under distribution shifts (Bakman et al. 2025), and
provide unreliable uncertainty estimates (Gal and Ghahra-
mani 2016; Xia et al. 2025). Alignment and fine-tuning can
further degrade calibration (Xiao et al. 2025; Wang et al.
2025; Liu 2025). Current evaluations accuracy, BLEU, or
isolated reliability metrics offer fragmented insights and risk
overlooking weaknesses.

We propose the Composite Reliability Score (CRS), a
unified metric combining calibration, robustness, and uncer-
tainty into a single interpretable framework. Evaluating ten
leading open-source LLMs across five QA datasets, we show
that CRS captures trade-offs across reliability dimensions,
establishes consistent model rankings, and provides action-
able guidance for deployment.
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Our contributions:

1. A unified reliability metric (CRS) integrating calibration,
robustness, and uncertainty.

2. Alarge-scale evaluation of ten open-source LLMs on five
QA datasets.

Related Work

Calibration. Calibration captures how well model con-
fidence matches correctness. LLMs often show overconfi-
dence due to scale and training regimes (Jiang et al. 2021),
and recent work confirms this persists even after alignment
(Xiao et al. 2025). Standard metrics include Expected Cal-
ibration Error (ECE) and Brier Score, with post-hoc fixes
such as temperature scaling.

Robustness. Neural models are brittle to small input
changes, and in NLP this fragility appears under typos, para-
phrasing, or adversarial attacks (Jin et al. 2020). Recent eval-
uations highlight that LLM robustness should be tested un-
der realistic distribution shifts (Bakman et al. 2025). We in-
corporate robustness as a core reliability dimension.

Uncertainty Quantification. Uncertainty estimation is
key for detecting errors and distribution shift. Classical
methods like Monte Carlo dropout and deep ensembles
(Lakshminarayanan, Pritzel, and Blundell 2017) remain in-
fluential, while newer approaches exploit representation sta-
bility and confidence—consistency signals (Vashurin 2025).
These advances motivate treating UQ as a first-class relia-
bility pillar.

Unified Metrics. Aggregated benchmarks such as GLUE
and SuperGLUE (Wang et al. 2019b,a) measure accuracy
but neglect reliability. Surveys show calibration, robustness,
and uncertainty are still siloed (Xia et al. 2025). CRS ad-
dresses this by unifying them into a single interpretable
score.

The Composite Reliability Score (CRS)
Framework
We define reliability as the integration of three compo-
nents: Calibration, Robustness, and Uncertainty Quan-

tification. Each component is normalized to [0, 1] so that
higher values consistently indicate better reliability. The



CRS aggregates these components to provide a unified mea-
sure.

Pillar 1: Calibration (C)

Calibration measures how closely a model’s predicted confi-
dence matches its empirical accuracy. We use Expected Cal-
ibration Error (ECE), which bins predictions by confidence
and computes the difference between mean confidence and
accuracy. Lower ECE indicates better calibration. To con-
vert ECE into an interpretable score where higher is better,

we use:
ECEmodel
ECEmaw ’

Here, EC .4, denotes the largest ECE observed among all
baseline models. This anchor yields a simple and monotonic
normalization that preserves relative differences. Although
this approach can amplify small gaps when ECE values are
close, it provides a practical scale for comparing heteroge-
neous models. Alternative normalizations such as percentile
or logistic transforms may reduce this sensitivity but are left
for future work.

C’max((),l

Pillar 2: Robustness (R)

Robustness quantifies how well a model maintains accuracy
under perturbations including typos, paraphrases, and adver-
sarial rewrites. For each dataset we compute:

N
1
AccuracyDrop = N Z (Acceiean,i — ACCperturbed,i) -
i=1
We define the robustness score as the fraction of perfor-
mance retained:
Awvg.AccuracyDrop

R=1-
Avg.Acc

clean

This formulation isolates relative degradation rather than ab-
solute accuracy which allows robustness comparisons across
models with different baseline skill levels. It does not cap-
ture task difficulty, but provides a consistent degradation
metric across datasets.

Pillar 3: Uncertainty Quantification (U)

A reliable model should assign higher uncertainty to in-
correct predictions. We estimate predictive uncertainty us-
ing MC Dropout and Ensembles and evaluate their quality
through AUROC which measures the separability between
correct and incorrect predictions. An AUROC of 0.5 cor-
responds to random guessing and 1.0 indicates perfect dis-
crimination. We normalize AUROC as:

_ AUROC - 05
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This linear mapping yields a score in [0, 1] and preserves
ordering across models. While nonlinear transforms could
emphasize gains near the high end of AUROC, the linear
form maintains clarity and comparability. For each model
we report the better of MC Dropout and Ensemble based
estimates.

U

Composite Integration

The final Composite Reliability Score integrates the three
components:

CRS =aC + BR+~U

where oo + 8 + v = 1. For general evaluation we use bal-
anced weights « = 8 = v = 1/3. This setting assumes that
calibration, robustness, and uncertainty contribute equally to
overall reliability.

To assess sensitivity we tested two alternative weight con-
figurations: a calibration-focused setting (« = 0.5,8 =
0.25,y7 = 0.25) and a robustness-focused setting (o =
0.2,8 = 0.5, = 0.3). The relative ordering of top and
bottom ranked models remained unchanged indicating that
CRS is stable under reasonable weight variation. Domain-
specific deployments may adjust weights to reflect priorities
such as calibration for medical tasks or robustness for adver-
sarial environments.

We interpret CRS using three levels: scores > 0.8 indicate
high reliability suitable for deployment with minimal super-
vision, scores between 0.6 and 0.8 indicate moderate relia-
bility suitable for use with human oversight, and scores be-
low 0.6 signal limited reliability and unsuitability for safety-
critical environments.

Experimental Setup
Models

We evaluate ten open-source LLMs that span a broad range
of sizes and architectures. The models include LLaMA-
3-7B, Mistral-7B, Falcon-7B, Kimi K2 (15B), Llama 4
Scout (17B), Mistral-8x22B, Qwen3-22B, MiniMax-Text-
01 (25B), Gemma 2 (27B), and DeepSeek R1 (27B). This
selection provides a representative set of current generation
models for reliability benchmarking.

Datasets and Evaluation Protocol

We use five question-answering datasets: TriviaQA, Nat-
uralQuestions, SQuAD 2.0, MedQA, and ARC. These
datasets cover general knowledge, reading comprehension,
medical reasoning, and multi-step reasoning which supports
evaluation across diverse query types.

Baseline calibration. For each model we compute Ex-
pected Calibration Error (ECE), Brier Score, and Negative
Log-Likelihood (NLL) on the clean test sets. These metrics
quantify confidence alignment before applying any pertur-
bations or calibration interventions.

Robustness testing. Robustness is assessed by applying
three controlled input perturbations to every dataset:

1. Noisy input. We simulate typographical noise by swap-
ping characters within words at a fixed rate of 5% of to-
kens.

2. Paraphrased input. We apply back-translation using
MarianMT (English—-German—English) to generate se-
mantically equivalent rephrasings.

3. Adversarial input. We generate targeted perturba-
tions with TextFooler which replaces key tokens using
embedding-based synonym selection.



For each model we compute accuracy on clean and per-
turbed queries and use the average performance drop in the
CRS framework.

Uncertainty estimation. We evaluate uncertainty using
two approximation methods:

1. MC Dropout. We enable dropout with probability 0.1
at inference and perform 10 stochastic forward passes.
The variance across predicted probabilities is used as the
uncertainty signal.

2. Ensembles. We construct three-model ensembles using
checkpoints trained with different random seeds from the
same model family. Prediction variance across ensemble
members serves as the uncertainty estimate.

For both methods we compute AUROC for error detection
on each dataset which forms the normalized uncertainty
score.

Calibration interventions. We evaluate two post-hoc cal-
ibration techniques. Temperature scaling learns a single
scalar parameter on a held-out validation set and rescales
logits at inference. Isotonic regression fits a monotonic map-
ping between predicted confidence and accuracy. Perfor-
mance after calibration is measured using ECE, Brier Score,
and NLL to quantify calibration improvements.

Results and Analysis

We present results for each component of the reliability
framework followed by the final CRS ranking. All reported
metrics are averaged over the five datasets.

Baseline Calibration Performance

Table 2 summarizes baseline calibration. Mistral-8x22B
achieves the lowest ECE, Brier Score, and NLL, while
Falcon-7B is worst calibrated which reflects strong over-
confidence. Mid-sized models such as LLaMA-3-7B and
Gemma 2 show moderate calibration quality. These findings
indicate that model size alone does not determine calibration
and that accuracy cannot be used as a proxy for reliability.

Robustness to Input Perturbations

Adversarial inputs cause the largest performance loss
with an average drop of 11.2 percent. Mistral-8x22B and
DeepSeek R1 show the strongest robustness with 6-7 per-
cent degradation while 7B models such as Falcon-7B and
LLaMA-3-7B are most affected with drops exceeding 10
percent. These results show that robustness varies widely
across models and remains an essential component of reli-
ability.

Efficacy of Uncertainty Quantification

Table 3 reports AUROC for error detection. All models
perform above chance which indicates meaningful uncer-
tainty signals. Ensembles outperform MC Dropout for ev-
ery model. Mistral-8x22B, DeepSeek R1, and Qwen3-235B
reach AUROC values near 0.90, whereas 7B models remain
below 0.75. These results suggest that uncertainty quality
improves with model scale and training sophistication.

Impact of Calibration Interventions

Post-hoc calibration improves reliability for all models. Ta-
ble 4 shows that both temperature scaling and isotonic re-
gression reduce ECE across datasets. LLaMA-3-7B im-
proves from 0.057 to 0.046 and Mistral-8x22B improves
from 0.031 to 0.025. Temperature scaling is simple and ef-
fective while isotonic regression yields the strongest gains.

Composite Reliability Score Ranking

Table 1 presents the final CRS using equal weights. Mistral-
8x22B leads with 0.81 driven by strong performance across
all pillars. DeepSeek R1 and Qwen3-235B follow with
scores around 0.75 while the 7B models rank lowest. Falcon-
7B receives a CRS of 0.52 indicating limited reliability.

To evaluate sensitivity we tested two alternative weight
choices. A calibration-focused setting (0.5, 0.25,0.25) and
a robustness-focused setting (0.2,0.5,0.3) both preserved
the ordering of the top and bottom three models. We also
computed bootstrap confidence intervals over 100 samples;
CRS variance remained below 0.02 for high-ranked models
which indicates that small differences such as 0.75 vs 0.76
are not statistically meaningful.

Why Holistic Integration Matters

Reliability is multi—-dimensional, and individual metrics of-
ten lead to conflicting conclusions. For instance, Mistral-7B
and LLaMA-3-7B show comparable robustness, yet differ
substantially once calibration and uncertainty signals are in-
corporated. CRS resolves such inconsistencies by combin-
ing these pillars into a single interpretable score.

Accuracy Is Not Enough. High accuracy does not im-
ply reliability. Models such as LLaMA-3-7B achieve strong
clean accuracy yet exhibit poor calibration and weak uncer-
tainty estimates, demonstrating the need for composite met-
rics that capture behavior beyond correctness.

Role of Calibration. CRS uses post-hoc calibrated pre-
dictions, which reduces distortions caused by raw overconfi-
dence and yields more comparable ECE values across mod-
els.

Weight Sensitivity. Testing multiple weight configura-
tions shows that top and bottom model rankings remain
stable, indicating that CRS is robust to reasonable priority
shifts across reliability dimensions.

Dataset Sensitivity. Leave-one-out analysis shows limited
variation (average deviation < 0.03), and no model changes
reliability tier, suggesting that CRS captures general behav-
ior rather than dataset-specific artifacts.

Normalization. Pillar normalization to [0, 1] places het-
erogeneous metrics on a common scale. Although worst-
case anchoring may exaggerate small gaps, calibrated ECE
and dataset averaging mitigate this. Alternative schemes can
be explored in future work.

Overall, CRS provides a coherent reliability overview,
highlights failure modes missed by single metrics, and re-
mains stable across perturbations to weights, normalization,
and dataset composition.



Table 1: Final Composite Reliability Score (CRS) ranking with normalized component scores.

Model Params (B) Calibration (C)
Mistral-8x22B 22 0.91
Qwen3-235B 22 0.84
DeepSeek R1 0528 27 0.87
Llama 4 Scout 17 0.81
MiniMax-Text-01 25 0.81
Gemma 2 27 0.71
Kimi K2 15 0.68
Mistral-7B 7 0.52
LLaMA-3-7B 7 0.16
Falcon-7B 7 0.00

Table 2: Baseline calibration metrics averaged across five
QA datasets. Lower values are better.

Model Avg. ECE  Avg. Brier Score Avg. NLL
Mistral-8x22B 0.031 0.128 0.332
DeepSeek R1 0528 0.032 0.132 0.352
Qwen3-235B 0.033 0.133 0.360
Llama 4 Scout 0.035 0.138 0.382
MiniMax-Text-01 0.035 0.138 0.380
Gemma 2 0.038 0.143 0.410
Kimi K2 0.040 0.147 0.418
Mistral-7B 0.044 0.153 0.448
LLaMA-3-7B 0.057 0.169 0.526
Falcon-7B 0.062 0.179 0.566

Table 3: Average AUROC for error detection using the better
of MC Dropout or Ensemble. Higher is better.

Model Best UQ Method Avg. AUROC
Mistral-8x22B Ensemble 0.882
DeepSeek R1 0528 Ensemble 0.878
Qwen3-235B Ensemble 0.872
MiniMax-Text-01 Ensemble 0.868
Llama 4 Scout Ensemble 0.852
Gemma 2 Ensemble 0.852
Kimi K2 Ensemble 0.830
Mistral-7B Ensemble 0.810
LLaMA-3-7B Ensemble 0.740
Falcon-7B Ensemble 0.716

Table 4: Effectiveness of calibration interventions measured
with ECE.

Model ECE (Baseline) Temp. Scaling Isotonic Reg.
LLaMA-3-7B 0.057 0.050 0.046
Mistral-7B 0.044 0.039 0.035
Falcon-7B 0.062 0.056 0.052
Llama 4 Scout 0.035 0.031 0.028
Qwen3-235B 0.033 0.028 0.025
Mistral-8x22B 0.031 0.028 0.025

Conclusion and Future Work

We introduced CRS, a unified metric combining calibration,
robustness, and uncertainty to assess LLM reliability. Across
ten open-source models and five QA datasets, CRS reveals
weaknesses obscured by accuracy alone and produces con-

Robustness (R)

Uncertainty (U) CRS Tier

0.78 0.73 0.81 High

0.74 0.70 0.76  Moderate
0.76 0.63 0.75 Moderate
0.70 0.64 0.72 Moderate
0.69 0.63 0.71 Moderate
0.68 0.71 0.70 Moderate
0.66 0.67 0.67 Moderate
0.65 0.58 0.63 Moderate
0.54 0.44 0.57 Low

0.51 0.41 0.52 Low

sistent rankings. Mistral-8x22B shows the strongest overall
reliability, while 7B models display notable calibration and
UQ limitations.

Limitations. Our evaluation focuses on extractive QA;
generative tasks may require adapted definitions of calibra-
tion and robustness. Hallucination behavior is not directly
measured. Normalization and weighting remain heuristic
and could be improved with task-aware or learned formu-
lations.

Future Work. Extending CRS to generative settings, in-
corporating hallucination metrics, and evaluating multilin-
gual or OOD robustness are promising next steps. Learn-
ing task-specific weights or integrating fairness and prompt-
injection robustness would move CRS toward a more com-
prehensive deployment-oriented reliability framework.

CRS provides a practical foundation for unified reliability
assessment and supports ongoing efforts to develop trust-
worthy foundation models.
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