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Abstract

As large language models (LLMs) increasingly
permeate daily lives, there is a growing de-
mand for real-time interactions that mirror hu-
man conversations. Traditional turn-based chat
systems driven by LLMs prevent users from
verbally interacting with the system while it
is generating responses. To overcome these
limitations, we adapt existing LLMs to du-
plex models so that these LLMs can listen
for users while generating output and dynam-
ically adjust themselves to provide users with
instant feedback. Specifically, we divide the
queries and responses of conversations into sev-
eral time slices and then adopt a time-division-
multiplexing (TDM) encoding-decoding strat-
egy to pseudo-simultaneously process these
slices. Furthermore, to make LL.Ms proficient
enough to handle real-time conversations, we
build a fine-tuning dataset consisting of alternat-
ing time slices of queries and responses as well
as covering typical feedback types in instanta-
neous interactions. Our experiments show that
although the queries and responses of conversa-
tions are segmented into incomplete slices for
processing, LLMs can preserve their original
performance on standard benchmarks with a
few fine-tuning steps on our dataset. Automatic
and human evaluation indicate that duplex mod-
els make user-Al interactions more natural and
human-like, and greatly improve user satisfac-
tion compared to vanilla LLMs. Our duplex
model and dataset will be released.

1 Introduction

Large language models (LLMs) have demonstrated
impressive capabilities in various scenarios (Ope-
nAl, 2023b; Achiam et al., 2023; Touvron et al.,
2023; Team et al., 2023). These large models
are deeply integrated with our daily lives and
their extraordinary capabilities can satisfy users in
many applications, such as coding assistants (Chen
et al., 2021; GitHub, 2023b,a; Microsoft, 2024;

Roziere et al., 2023; Li et al., 2023b), task assis-
tants (Wang et al., 2023b; Qian et al., 2023; Ope-
nAl, 2024), virtual role play (Shao et al., 2023;
Shanahan et al., 2023), and even emotional com-
panions (Chaturvedi et al., 2023; Guingrich and
Graziano, 2023; Pentina et al., 2023).

Despite ongoing advancements, interactions
with LLMs often fail to provide users human-like
interaction experience (Hill et al., 2015; Mou and
Xu, 2017; Zhou et al., 2023). One reason is the
turn-based nature of current chatbot implementa-
tions (Skantze, 2021), which is different from hu-
man conversations where there are many overlaps,
interruptions, and silences (Zimmerman and West,
1996). Current human-LLM interactions necessi-
tate that one participant remains entirely idle while
the other generates responses. Interruptions are
manually triggered with a “stop” button or by say-
ing certain keywords, resulting in conspicuously
artificial communication. In human conversations,
participants simultaneously process incoming infor-
mation and formulate responses, often in overlap-
ping and interleaved contexts, thus allowing each
other to interrupt or be interrupted.

To address this limitation, we introduce the con-
cept of duplex models. Duplex models emulate hu-
man cognitive processes by synthesizing responses
internally while simultaneously attending to incom-
ing user inputs, akin to a person thinking while
listening as well as speaking while observing. How-
ever, present autoregressive models face substantial
challenges in adopting a duplex configuration, as
they must process and encode a complete input
message before generating any tokens, resulting
in a turn-based conversation. Considering this, we
propose a framework for quickly converting current
LLMs into duplex models by processing queries
and responses pseudo-simultaneously without sig-
nificant alternations to their architectures.

Specifically, we propose a time-division-
multiplexing (TDM) encoding-decoding strategy.



messages in dialogues are split into time slices and
the model processes time slices of input queries
incrementally and generates time slices of output
responses based on these partial input slices. When
a new input query arrives, the model immediately
halts its current generation process and starts a new
sequence that integrates the additional input, en-
abling swift responses. To adapt existing LLMs to
this format of time slices, we build a duplex dataset
for fine-tuning. The differences between our data
from the conventional supervised fine-tuning (SFT)
dataset are: (1) its input and output are time slices
and (2) it includes various interactive user interrup-
tions, such as generation termination, regeneration,
and dialogue reset.

To demonstrate the feasibility of duplex mod-
els, we train a prototype named MiniCPM-duplex,
based on MiniCPM—a robust and lightweight
LLM (Hu et al., 2024). Empirical results show
that MiniCPM-duplex has its original performance
on general benchmarks while enabling dynamic
responses to user queries. Additionally, we con-
duct a user study to compare the MiniCPM-duplex
with the original MiniCPM. The results indicate
that duplex models show significant improvements
in responsiveness, human-likeness, and user satis-
faction. Our contributions are fourfold:

(1) We introduce and define the concept of du-
plex models, which are designed to generate output
simultaneously as they receive input.

(2) We propose a TDM encoding-decoding strat-
egy and a duplex-specific SFT dataset for imple-
menting duplex models.

(3) We confirm that segmenting time slices dur-
ing interactions does not compromise performance,
and notably enhances the responsiveness, human-
likeness, and overall satisfaction of conversations.

(4) We release the model and dataset and provide
a demo for users to experience firsthand.

2 Duplex Models

We define duplex models as models that can process
inputs and produce outputs simultaneously, and dy-
namically decide when to respond. It differs from
current LL.Ms-based chatbots where participants
must specify the end of inputs and only produce
outputs after processing the entire input. To convert
existing LLMs into duplex models, we split conver-
sation messages into time slices, and then propose
a TDM encoding-decoding mechanism to process
these slices. To enhance the processing of these

time slices, we further introduce duplex alignment
to adapt existing LLMs to duplex models.

2.1 Time-Division-Multiplexing
Encoding-Decoding

Current autoregressive language models struggle
to function as true duplex systems. During the
input phase, the LLM encodes the input into key-
value caches without generating any output. To
leverage autoregressive models in approximating
duplex models, we propose a TDM strategy. We
divide the conversation interaction into time slices
and process input slices immediately to produce
corresponding output slices.

Instead of requiring users to specify when the
model should respond, the duplex model infers re-
sponses after every k seconds, i.e., each time slice
spans k seconds. A special token (e.g., <idle>)
is used to indicate the model’s decision to remain
silent and wait for further inputs. If not used, the
generated slice is delivered to the user immediately.
This approach mimics human conversational pat-
terns more closely, as humans do not use special
tokens to signal the end of utterances and intuitively
determine the appropriate moments to respond to
inputs. Figure 1 illustrates the distinction between
duplex and conventional language models.

2.2 Time-Slicing Chunking

As shown in Figure 1, all the input queries and
output responses of conversations are in the slice
format. The size of slices has great implications
for the performance of a duplex model. Large slice
sizes result in greater response (or interruption)
latency, while smaller slice sizes may result in un-
necessarily long inputs (because some tokens are
added between the chunks). Our preliminary inves-
tigation and pilot experiments with our transformer-
based (Vaswani et al., 2017) models reveal that
time-slicing chunking at 2-second intervals bal-
ances response latency and user experience. As-
suming human beings usually speak 110-170 words
per minute!, an appropriate size of time slices is
4-6 words.

2.3 Duplex Alignment

Normal LLMs are unable to handle time slices as
shown in Figure 2, so we need to fine-tune them
into duplex models. To achieve this, we construct
a duplex SFT duplex dataset.
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Figure 1: Illustration of the input/output processing scheme of traditional models (1a) and duplex models (1b).
Traditional models receive the complete input from the user before generating the response. In contrast, duplex
models process the input and generate the output in an online manner.

Figure 2: Responses of MiniCPM when inputs are time
slices.

3 Supervised Fine-Tuning Duplex Dataset

We create Duplex-UltraChat for tuning current
LLMs into duplex models. Different from existing
dialogue datasets, Duplex-UltraChat has no special
tokens or keywords to indicate the beginning or end
of messages. Messages are split into time slices. A
slice is either the actual message of an individual
or a special “idle” token to indicate silence. Each
individual may interrupt by generating a response
before the other party’s message is completed.
Duplex-UltraChat is derived from Ultra-
Chat (Ding et al., 2023) to reduce annotation
costs. We heuristically inject appropriate random
interruptions to simulate realistic scenarios.
Powerful LLMs rewrite the interruptions to ensure
diversity and naturalness. Each user message is

randomly split into 4-6 words. Assistant messages
are split into 10-token slices.

During the construction of the dataset, we abide
by the following two design choices: user behavior
is unpredictable and the assistant should be po-
lite. Examples in the dataset can be categorized
as uninterrupted dialogues and dialogues with in-
terruptions. As shown in Table 1, there are six
categories of duplex data consisting of over 4.8M
dialogues. Each piece of data has an average length
of 2,570.2 tokens encoded by the tokenizer of
MiniCPM-duplex and 170.4 slice pairs.

3.1 Uninterrupted Dialogue

Basic Ordinary uninterrupted dialogue data is ob-
tained by splitting existing dialogue messages into
slices. When the user input is unfinished, the output
of the duplex model should be <idle>. Meanwhile,
when the duplex model is generating output, the
user is set to quiet and its input is <idle>. Figure 3
shows an example of basic duplex data.

Topic Interweaving People may discuss sev-
eral topics interweavingly ignoring coherence. To
mimic such behavior, we interlace sentences of 3-5
dialogues while keeping their orders, and split each
sentence into time slices as the basic type does.



Example Type ‘ # Dialogues Avg. # Slice Pairs Avg. # Tokens
Basic 1,458,353 153.9 2,342.2
Topic Interweaving 489,065 427.7 6819.6
Generation Termination 1,468,141 89.3 1,318.0
Regeneration 806,687 171.2 2,590.4
Dialogue Reset 300,318 194.7 2,906.5
Back on Topic 327,286 199.1 2495.6
Total 4,849,850 170.4 2,570.2

Table 1: The statistics of Duplex-UltraChat. The tokens are produced by the tokenizer of our MiniCPM-duplex.
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Figure 3: An example of uninterrupted dialogue in
Duplex-UltraChat.

3.2 Dialogues with Interruptions

In realistic human conversions, the individuals may
start speaking before the other part is done with
their message. Therefore, to simulate such scenar-
i0s, we inject four interruptions into the data as
shown in Figure 4.

Generation Termination Forced interruptions
are when users directly speak out their next sen-
tence regardless of the status of the assistant. To
generate such data, we randomly choose a loca-
tion in an assistant message, discard the remaining
part of the message, and insert a new user input
at that location. We prefix the user input with one
of the 11 pre-defined transitional sentences (see
Appendix A.1). This input is rewritten by Chat-
GPT to ensure a natural and varied transition. The
target output is idle tokens because the assistant is
expected to terminate its current response.

Generation termination requires the assistant to
learn to stop speaking when the user is forcibly in-
terrupting it and be robust to incomplete messages
in the chat history. Since this interruption may be
regarded as impolite, our dataset does not contain
situations where the user is interrupted.

Regeneration Another scenario where the user
interrupts the assistant is when the user is dissat-
isfied with the current response. In conventional
LLM-based chatbots, the user must first stop the
generation with a button, and prompt the model
with the updated prompt. In contrast, duplex mod-
els allow the user to directly interrupt and reinput
the new prompt while generating outputs. To create
such data, we randomly sample a user message and
repeat it with one of 15 pre-defined transition sen-
tences (given in Appendix A.2). ChatGPT rewrites
this repetition message for better coherence. Then,
the chat history and repetition message are fed to
ChatGPT to generate the annotation.

Dialogue Reset Here, we consider situations
where the user wants to chat abruptly on an entirely
different topic while the assistant is generating out-
put. To create such data, we randomly sample five
dialogues and truncate the first four dialogues at
random locations before concatenation. We define
18 kinds of transitional sentences in Appendix A.3,
including one empty string. We randomly choose
a transitional sentence, and prefix it with the first
sentence of the new dialogue. Each message is then
rewritten by ChatGPT. If the selected transitional
sentence is the empty string, we do not rewrite the
input, which simulates certain users who wish to
start a new dialogue as fast as possible.

Back on Topic When the user only interrupts a
question without attempting to stop the assistant
or change the topic, the assistant should answer
the question and then continue the unfinished state-
ment. To construct this type of data, we randomly
select a within a message from the assistant, and an-
notate a question about a statement by the assistant.
GPT-4 (Achiam et al., 2023) is used to generate
the answer to the user’s question and continue the
interrupted message with coherence.
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Figure 4: Some examples from Duplex-UltraChat.

4 Experimental Details

4.1 Training

We start from the public checkpoint of MiniCPM-
2.4B (Hu et al., 2024)? and fine-tune it on Duplex-
UltraChat as well as the SFT data that MiniCPM
uses to obtain MiniCPM-duplex.

We make the following modifications to
MiniCPM: (1) we append a special end-of-sentence
token (i.e., <eos>) to each response of the duplex
model, and (2) we add a special token <idle> to
represent empty input or output.

The training of MiniCPM-duplex uses the fol-
lowing hyperparameters: 10~% maximum learning
rate, warmupstableexp (Hu et al., 2024) learning
rate scheduler, a batch size of 800, and a maximum
length of 4,096. We train for 10,000 steps on 40
NVIDIA A100 GPUs for 36 hours.

4.2 Baseline

Since our MiniCPM-duplex and MiniCPM are de-
rived from the same checkpoint, we verify the ef-
fectiveness of our method by comparing it against
the vanilla MiniCPM.

4.3 Evaluation

We evaluate the duplex model with three kinds of
metrics: automatic metrics, GPT-4, and human.
Automatic metrics, like accuracy and pass rate, are
widely used for convenience and low cost.

4.3.1 GPT-4 Evaluation

To evaluate the multi-turn dialogue ability of
MiniCPM-duplex, we benchmark it on MT-
Bench (Zheng et al., 2024) with GPT-4 as the judge.

zhttps ://huggingface.co/openbmb/
MiniCPM-2B-sft-bf16, denoted MiniCPM.

To mimic real-time scenarios, we chunk each
instruction in MT-Bench into multiple 4-6 word
slices and feed one slice at a time. Then we con-
catenate all output segments from the duplex model
to form the final output. For the traditional model,
we directly feed the entire prompt to the model.

Both models use the same decoding parameters:
random sampling, a temperature of 0.8, a top-p
value of 0.8, and a top-k value of 0. The maximum
length is set to 4,096. For the duplex model, we set
the maximum token generated per chunk to 10.

4.3.2 Human Evaluation

When using humans as evaluators, we consider the
following four aspects.

Responsiveness This metric measures whether a
model will respond to a user query and the latency
if it responds, which is a perceived latency. Many
factors may contribute to greater response latency,
including the speech-to-text and text-to-speech con-
version time, model inference time, network la-
tency, and the interaction strategy that the model
utilizes. There is no obvious difference between
the actual inference latency of MiniCPM-duplex
and MiniCPM.

Human-Likeness Inspired by the Turing test, we
wish to develop a language model that chats in a
way indistinguishable from humans. Therefore, we
define human-likeness as a metric that measures
the degree of the similarity of a model to humans.

Faithfulness Faithfulness is a widely used met-
ric in the evaluation of LLMs (Arras et al., 2017,
Serrano and Smith, 2019; Jain and Wallace, 2019;
DeYoung et al., 2020; Adlakha et al., 2023; Chen
et al., 2023b). Here, we use it to reflect the degree
how the model follows a user’s instruction, which
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Figure 5: The human evaluation score distributions for MiniCPM and MiniCPM-duplex regarding responsiveness,
human-likeness, factuality, faithfulness, and overall satisfaction.

MiniCPM—_ Tie MilniCPM
duplex Wins Wins
Responsiveness 10 4
Human-likeness 9 5
Factuality 4 9 1
Faithfulness 3 5 6
Overall 10 2 2

Figure 6: Win rates between MiniCPM and MiniCPM-
duplex on responsiveness, human-likeness, factuality,
faithfulness, and overall satisfaction.

is similar to (Adlakha et al., 2023).

Factuality This metric measures the degree of
hallucination of a LLM (Rudinger et al., 2018; Tian
et al., 2023; Chen et al., 2023a; Wang et al., 2023a;
Nakano et al., 2021).

4.4 Interactive Demo

We implement an interactive demo with a user in-
terface such that human evaluators can make eval-
uations based on actual interaction experience. In
the demo, users chat with an assistant using voice.
The assistant is either implemented with the vanilla
MiniCPM or our MiniCPM-duplex. The conver-
sion between speech and text is implemented with
Google’s cloud-based ASR and TTS API°.

This demo supports both vanilla MiniCPM and
MiniCPM-duplex. For the vanilla MiniCPM, the
program automatically detects pauses in the user’s
voice. On each pause, the speech is converted to
text, which is then sent to the model. MiniCPM
performs regular text generation, and each output
token is passed to the ASR module, before being re-

3Spf:ech—to—text APIL:  https://cloud.google.com/
speech-to-text/docs/reference/rest. Text-to-speech
APIL: https://cloud.google.com/text-to-speech/
docs/reference/rest.

turned to the user. Meanwhile, the user has to wait
until the speech response is done before the next
query. When interacting with MiniCPM-duplex,
the user’s speech is processed every 2 seconds.
When the MiniCPM-duplex does not generate the
idle token, the text generation will be transcribed
into audio and played out. The user’s voice will be
captured, transcribed, and fed to the model regard-
less of whether the assistant speaks.

Benchmark ‘ MiniCPM MiniCPM-duplex

C-Eval 50.52 50.06
CMMLU 51.30 48.53
MMLU 53.45 53.76
BBH 37.25 36.35
HumanEval 50.00 49.39
MBPP 38.09 38.30
GSM8K 42.30 46.10
MATH 10.56 9.32
ARC-e 84.60 85.19
ARC-c 69.80 70.05
HellaSwag 61.40 60.79

Table 2: Performances of MiniCPM and MiniCPM-
duplex on standard benchmarks.

Metric MiniCPM  MiniCPM-duplex
Responsiveness 3.43 6.21
Human-Likeness 2.79 4.00
Factuality 4.93 5.21
Faithfulness 5.14 4.50
Overall 3.29 4.36

Table 3: Average human evaluation scores on respon-
siveness, human-likeness, factuality, faithfulness, and
overall satisfaction. Higher is better.
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Score ‘ MiniCPM  MiniCPM-duplex
First turn 7.17 5.83
Second turn 5.85 4.84
Avg. | 651 533

Table 4: MT-bench results of MiniCPM and MiniCPM-
duplex. Higher is better.

4.5 User Study

Specifically, we recruit 14 participants consisting
of 5 males and 9 females from 18 to 35 years old.
Each participant holds a Bachelor’s or Master’s de-
gree. Details on employment, payment, and ethical
review are in Appendix C.

During the experiment, we rename MiniCPM-
duplex as Model A, and MiniCPM as Model B
to ensure anonymity. Participants are unaware of
the difference between the two models beforehand.
We specify the odd-numbered participants interact
with Model A first, and the even-numbered ones
first chat with Model B to eliminate the influence
of chatting order. When finishing chatting with a
model, the participant should score it and continue
interacting with the other one. After the experi-
ment, participants could modify and confirm scores
for both models. Each participant is assigned at
least 5 sessions of multi-turn dialogues with each
model. The first sentence of sessions should be
the same for both models. To help the participants
come up with topics to chat about, we provide
them with a reference note containing sample in-
structions from AlpacaEval (Li et al., 2023c).

Questionnaire Design The questionnaire con-
sists of six questions. The first five questions
prompt the user to rate the model based on respon-
siveness, human-likeness, faithfulness, factuality,
and overall experience. The answer choices for
these questions are scores from 1 to 7, where 1
represents disappointment, 4 represents indiffer-
ence, and 7 represents excellence. The final ques-
tion is open to suggestions on improving our du-
plex model. The actual questions are listed in Ap-
pendix B.2.

5 Results

Standard Benchmarks MiniCPM-duplex is
benchmarked on several standard benchmarks, in-
cluding multitask (C-Eval (Huang et al., 2024),
CMMLU (Li et al., 2023a), MMLU (Hendrycks
et al., 2020), BBH (Suzgun et al., 2023)), code

(HumanEval (Chen et al., 2021), MBPP (Austin
et al., 2021)), math (GSM8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021)), and reason-
ing (ARC-e, ARC-c (Clark et al., 2018), Hel-
laSwag (Zellers et al., 2019)) with the LLM eval-
uation platform, UltraEval (He et al., 2024). Ta-
ble 2 indicates that adapting to duplex models does
not significantly harm its performance on general
benchmarks.

GPT-4 Evaluation Table 4 shows the GPT-4
evaluation results on MT-Bench. MiniCPM-duplex
is slightly inferior to MiniCPM mainly due to
that MiniCPM-duplex tends to generate shorter re-
sponses. GPT-4 favors longer responses, whereas
users prefer chat models that give concise answers.

Human Evaluation We have received 14 ques-
tionnaire. Table 3 lists the average scores of both
models on five metrics. The duplex model sur-
passes the normal model by 81.05%, 43.37%, and
32.52% on responsiveness, human-likeness, and
overall experience respectively.

Apart from absolute scores, we compare the rat-
ings of the two models and count the number of
evaluators that rate one model higher. The com-
parison results are shown in Figure 6. MiniCPM
is more faithful than the duplex model mainly be-
cause it uses more diverse SFT data. Whereas
the duplex model wins in other aspects, with an
exceptionally large margin on responsiveness and
human-likeness.

From these results, we conclude that duplex mod-
els can provide a better user experience in acting
as the backbone model in Al assistants compared
to ordinary language models.

6 Analysis & Discussion

6.1 Analysis

The superior performance of the duplex model is
mainly due to its underlying receive/generate mech-
anism. Rather than strictly turn-based dialogue
where users must explicitly signal the beginning
and end of messages, duplex models behave more
like human beings. Besides, the duplex model has
learned when to speak at the fine-tuning stage on
the Duplex-UltraChat, which makes it more human-
like. Such ability is essential in passing a non-turn-
based version of the Turing test, which is a more
realistic test for whether a machine can be indistin-
guishable from humans.



6.2 Discussions

We highlight some important open problems asso-
ciated with duplex models below.

High-quality duplex data is urgently needed
Existing dialogue datasets are inherently turn-
based, which does not represent realistic and com-
plex human conversations. Despite some success in
empirical results with our synthetically generated
duplex dataset, it still lags behind the practical de-
mands. Two out of the 14 participants pointed out
that they preferred concise responses rather than
tedious answers.

We manually inspect 10 out of 90 chat sessions
and find that the duplex model fails to remain silent
once and interrupts the user unexpectedly once,
showing that there is room for improvement. Thus,
high-quality duplex datasets are in urgent need.

A new decoding strategy is needed to improve
the chat experience There are failed cases where
the duplex model interrupted users unexpectedly.
Balancing response speed and user experience is
an open problem. Besides, to be more human-like,
the duplex model should learn to start dialogues or
topics actively.

A custom TTS system is needed to smooth the
output voice The duplex model generates output
chunk by chunk, which causes the output voice to
be chunked. This results in incoherent intonation
and volume, harming the user experience because
existing TTS software does not support transcribing
sequentially provided text chunks into a contigu-
ous smooth voice. Overcoming this problem will
improve the user experience considerably.

7 Related Work

7.1 Dialogue Dataset

Dialogue data can be divided into two categories:
single-turn and multi-turn.

Single-Turn Self-instruct (Wang et al., 2023c)
is a synthetic instruction-following dataset of
over 82K instances generated by GPT-3.5. Taori
et al. (2023) adopt the data construction pipeline
from Wang et al. (2023c) and construct Alpaca, a
dataset with 52K instances. GPT-4-LLM (Peng
et al., 2023) improves the Alpaca by replacing the
data generator with GPT-4. It also adopts a Chinese
version of Alpaca and Unnatural Instructions (Hon-
ovich et al., 2023). Besides, there are several high-

quality datasets, such as BELLE (Ji et al., 2023)
and GPT-4ALL (Anand et al., 2023), among others.

Multi-Turn DailyDialog (Li et al., 2017) con-
sists of over 13K dialogues annotated by hu-
mans, covering diverse daily conversation scenar-
ios. Baize (Xu et al., 2023) generates multi-turn
dialogues with ChatGPT by a prompting frame-
work called self-chat where seed questions are from
Quora and Stack Overflow, two popular question-
answering websites. SODA (Kim et al., 2022)
contains dialogues involving social commonsense.
UltraChat (Ding et al., 2023) focuses on 30 meta-
concepts and 20 types of materials and consists of
over 1.4M dialogues.

7.2 Dialogue Models

Chat-based models have gained widespread popu-
larity since the release of ChatGPT. Some notable
chat-based LLMs include the Claude series (An-
thropic, 2023, 2024), Qwen series (Qwen, 2024),
the Mistral series (Jiang et al., 2023) and and
LLaMa series (Touvron et al., 2023), among oth-
ers. Most of these models, especially open-sourced
ones, are purely text-based.

To enhance user experience, several applications
support voice interaction. One instance is ChatGPT,
where users press a button before speaking and
indicate the end of speech with a button or pausing
(OpenAl, 2023a). Then ChatGPT processes the
received signal and produces a response until it
finishes or users interrupt it by pressing a button.
Such an implementation is unrealistic because it
requires the user to specify the beginning and end
of inputs. Whereas, our MiniCPM-duplex may
improve this interactive experience by teaching the
model to learn when to speak and when to be silent.

8 Conclusion

We have introduced the concept of duplex mod-
els and provided one implementation. To this end,
we also constructed the first non-turn-based dia-
logue dataset, Duplex-UltraChat, by injecting di-
verse kinds of interruptions into existing dialogue
datasets. Our model, MiniCPM-duplex, is com-
petitive with traditional models when evaluated on
ordinary benchmarks while outperforming them
in terms of responsiveness, human-likeness, and
overall satisfaction. We believe that this work rep-
resents an essential step toward building machines
that behave more human-like beyond current turn-
based conversations.



Limitations

In this paper, we propose and verify the viability
of duplex models. However, our implementation,
MiniCPM-duplex, is a pseudo-duplex model, since
it cannot perform encoding and decoding simulta-
neously. Consequently, our fixed-interval decod-
ing strategy introduces a new hyperparameter that
compromises responsiveness and context length
(as discussed in Section 2.2). These limitations
call for a new architecture that better supports the
input-output scheme of duplex models.
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A Transition Sentences

To generate a sentence with coherent context, we
utilize ChatGPT to rewrite the template below,
which replaces {sentence_a} and {sentence_b}
with one transition sentence and new content re-
spectively.

Fuse the two sentences smoothly and
replace [topic] with the topic of sentence
two.

Sentence one "{sentence_a}"
Sentence two "{sentence_b}"
Give me your answer only, no other

words. Give me your answer only, no other
words.

A.1 Generation Termination Transition
Sentences

1. <Empty string>
2. Ineed to cut you off right now; this is urgent.
3. Excuse me, I need to interject for a moment.

4. Sorry to interrupt, but I have something im-
portant to add.

5. Excuse me, may I interrupt for a moment?

6. I'm sorry to break in, but there’s something
important I need to address.

7. 1 apologize for interrupting, but I'd like to
interject for a moment.

8. I'm sorry to interrupt, but I have a quick point
to make.

9. I appreciate your input, but I need a moment
of silence now.

10. I'm sorry to interrupt, but I really need some
quiet time to focus.

11. Enough talking! I need you to be quiet now.

A.2 Regeneration Transition Sentences

1. I may not have expressed myself clearly. What
I meant was [topic]

2. 1 think there might be a bit of confusion. Let
me clarify [topic]
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10.

11.

12.

13.
14.
15.
A3

. T appreciate your input, but I was hoping for

more details on [topic]

. I think there might be a misunderstanding.

What I’'m really looking for is [topic]

. I may not have explained myself clearly. Let

me rephrase the question. What are your
thoughts on [topic]?

. Actually, the correct information is [topic].

Could you share your perspective on that?

. I'm a bit confused because what you men-

tioned contradicts the information I have. Can
we go over this again?

. I’'m sorry, but that information seems to be

incorrect. Let me clarify the question, and
please provide the accurate details regarding

[topic].

. I’'m sorry, but that’s not accurate. The correct

information is [topic]. It’s essential to have
the correct details for our discussion.

I appreciate your effort in responding, but
I think there might be a misunderstanding.
What I intended to convey was [topic]. Let’s
revisit the topic to ensure we’re on the same

page.

I see there might be some confusion. Let me
clarify my point further to ensure we’re on the
same page. What I meant was [topic]. Can
we discuss this to make sure we have a mutual
understanding?

There seems to be a misunderstanding. I
meant [topic]. Let’s align our understanding.

No.
Oh, No.
No, you are wrong.

Dialogue Reset Transition Sentences

. <Empty string>

. That’s interesting, and speaking of [topic],

have you ever...?

. I was just thinking about [topic], what are

your thoughts on that?

. That’s fascinating! On a different note, have

you ever thought about [topic]?
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10.

11.

12.

13.

14.

15.

16.

17.

18

B

. I was just reading about [topic]. What are
your thoughts on that?

. By the way, speaking of something else.

. That reminds me, have you heard about
[topic]?

Can we shift gears for a moment and talk
about [topic]?

I’ve been curious about [topic]. Have you ever
considered it?

I was thinking about [topic]. What are your
thoughts on that?

Now, shifting gears to a different subject, have
you ever explored [topic]

Moving on to a different topic, have you ever
considered [topic]

Changing the subject, have you ever thought
about [topic]

Switching gears, let’s talk about [topic]

On a different note, have you ever thought
about [topic]

Speaking of which, have you ever considered
exploring [topic]

Changing the subject, let’s now delve into
[topic]

. Shifting gears a bit, let’s talk about [topic]

Questionnaire Details

B.1 Subject Instruction

Before the experiment, we inform each participant
of the subject instruction. The whole instruction is
listed below:

1

2.

. This experiment requires subjects to have con-
versations with chat models. The content does
not involve any dangerous remarks or have an
impact on the subjects’ physical and mental
health.

This test includes two parts: chatting and in-
teracting with the models and filling out the
questionnaire.



3. The models are voice input and output modes
that support multiple rounds of dialogue. At
the end of each dialogue, you can press the
new conversation button to start a new round
of conversation.

4. The models are English models and only sup-
port English dialogue.

5. There are two types of models, A and B. You
must have at least 10 conversations with each
model.

6. We have included some questions to start the
conversation, just for reference.

7. This test mainly evaluates the performance of
the two models in terms of response speed,
human-likeness, faithfulness, factuality, and
overall experience.

. After the chat, fill out the questionnaire.

B.2

. Score the model’s response speed to evalu-
ate whether the model can respond to your
request.

Questionnaire

. Score the faithfulness of the model’s answers
to evaluate whether the model understands
your question, follows your instructions, and
whether the answer is relevant to your chat
topic.

. Score the factuality of the model’s answers
and evaluate whether the content of the an-
swers is correct.

. Score the human-likeness of the model’s an-
swers and evaluate whether the conversation
process between you and the model is close to
the feeling of daily communication between
people and whether the conversation process
is smooth.

5.
C

Score the overall experience of the model.

Explanation of Ethical Concerns

All participants are recruited from a partner com-
pany. Those experiments are conducted during
their working hours and we do not pay them addi-
tionally.

In the human-evaluation experiment, we col-
lect basic demographic characteristics information:
gender, age, and educational qualification. We also
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collect their knowledge and usage of LLMs and
voice assistants, which is tightly related to our re-
search topic. As for the evaluation of the two chat
models, we utilize their experience. The partici-
pants permit all those characteristics and experi-
ence information collection for research purposes
only.

D Case Demonstration

Here are some cases of conversation segments be-
tween the MiniCPM-duplex and human users. In
Figure 7, the duplex model generates a response
until it obtains enough information from the user.
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okay | was thinking of having an

idle
SUV and my budget is like

idle
idle

idle
idle

idle
may 20,200

If you're looking for an SUV within a
idle
budget of $20,2000
idle
there are a few options you could

(a) Case A

is there any idea about
incorporating Chinese

idle
idle
culture into a Halloween costume?

scary stories into the Halloween
costume idea

idle
idle
Yes, there are many ways to
incorporate Chinese culture
idle

into a Halloween costume and
add scary elements to it

idle

(b) Case B

so | have a question

idle
that

idle
why do we need Al assistant

Great question! There are several
reasons why we need

idle
idle
idle
Al assistants:
1. Efficiency: Al
idle

assistants can perform tasks
quickly and accurately, saving time

(c) Case C

Figure 7: User study cases.
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