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Abstract

As large language models (LLMs) increasingly001
permeate daily lives, there is a growing de-002
mand for real-time interactions that mirror hu-003
man conversations. Traditional turn-based chat004
systems driven by LLMs prevent users from005
verbally interacting with the system while it006
is generating responses. To overcome these007
limitations, we adapt existing LLMs to du-008
plex models so that these LLMs can listen009
for users while generating output and dynam-010
ically adjust themselves to provide users with011
instant feedback. Specifically, we divide the012
queries and responses of conversations into sev-013
eral time slices and then adopt a time-division-014
multiplexing (TDM) encoding-decoding strat-015
egy to pseudo-simultaneously process these016
slices. Furthermore, to make LLMs proficient017
enough to handle real-time conversations, we018
build a fine-tuning dataset consisting of alternat-019
ing time slices of queries and responses as well020
as covering typical feedback types in instanta-021
neous interactions. Our experiments show that022
although the queries and responses of conversa-023
tions are segmented into incomplete slices for024
processing, LLMs can preserve their original025
performance on standard benchmarks with a026
few fine-tuning steps on our dataset. Automatic027
and human evaluation indicate that duplex mod-028
els make user-AI interactions more natural and029
human-like, and greatly improve user satisfac-030
tion compared to vanilla LLMs. Our duplex031
model and dataset will be released.032

1 Introduction033

Large language models (LLMs) have demonstrated034

impressive capabilities in various scenarios (Ope-035

nAI, 2023b; Achiam et al., 2023; Touvron et al.,036

2023; Team et al., 2023). These large models037

are deeply integrated with our daily lives and038

their extraordinary capabilities can satisfy users in039

many applications, such as coding assistants (Chen040

et al., 2021; GitHub, 2023b,a; Microsoft, 2024;041

Rozière et al., 2023; Li et al., 2023b), task assis- 042

tants (Wang et al., 2023b; Qian et al., 2023; Ope- 043

nAI, 2024), virtual role play (Shao et al., 2023; 044

Shanahan et al., 2023), and even emotional com- 045

panions (Chaturvedi et al., 2023; Guingrich and 046

Graziano, 2023; Pentina et al., 2023). 047

Despite ongoing advancements, interactions 048

with LLMs often fail to provide users human-like 049

interaction experience (Hill et al., 2015; Mou and 050

Xu, 2017; Zhou et al., 2023). One reason is the 051

turn-based nature of current chatbot implementa- 052

tions (Skantze, 2021), which is different from hu- 053

man conversations where there are many overlaps, 054

interruptions, and silences (Zimmerman and West, 055

1996). Current human-LLM interactions necessi- 056

tate that one participant remains entirely idle while 057

the other generates responses. Interruptions are 058

manually triggered with a “stop” button or by say- 059

ing certain keywords, resulting in conspicuously 060

artificial communication. In human conversations, 061

participants simultaneously process incoming infor- 062

mation and formulate responses, often in overlap- 063

ping and interleaved contexts, thus allowing each 064

other to interrupt or be interrupted. 065

To address this limitation, we introduce the con- 066

cept of duplex models. Duplex models emulate hu- 067

man cognitive processes by synthesizing responses 068

internally while simultaneously attending to incom- 069

ing user inputs, akin to a person thinking while 070

listening as well as speaking while observing. How- 071

ever, present autoregressive models face substantial 072

challenges in adopting a duplex configuration, as 073

they must process and encode a complete input 074

message before generating any tokens, resulting 075

in a turn-based conversation. Considering this, we 076

propose a framework for quickly converting current 077

LLMs into duplex models by processing queries 078

and responses pseudo-simultaneously without sig- 079

nificant alternations to their architectures. 080

Specifically, we propose a time-division- 081

multiplexing (TDM) encoding-decoding strategy. 082
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messages in dialogues are split into time slices and083

the model processes time slices of input queries084

incrementally and generates time slices of output085

responses based on these partial input slices. When086

a new input query arrives, the model immediately087

halts its current generation process and starts a new088

sequence that integrates the additional input, en-089

abling swift responses. To adapt existing LLMs to090

this format of time slices, we build a duplex dataset091

for fine-tuning. The differences between our data092

from the conventional supervised fine-tuning (SFT)093

dataset are: (1) its input and output are time slices094

and (2) it includes various interactive user interrup-095

tions, such as generation termination, regeneration,096

and dialogue reset.097

To demonstrate the feasibility of duplex mod-098

els, we train a prototype named MiniCPM-duplex,099

based on MiniCPM—a robust and lightweight100

LLM (Hu et al., 2024). Empirical results show101

that MiniCPM-duplex has its original performance102

on general benchmarks while enabling dynamic103

responses to user queries. Additionally, we con-104

duct a user study to compare the MiniCPM-duplex105

with the original MiniCPM. The results indicate106

that duplex models show significant improvements107

in responsiveness, human-likeness, and user satis-108

faction. Our contributions are fourfold:109

(1) We introduce and define the concept of du-110

plex models, which are designed to generate output111

simultaneously as they receive input.112

(2) We propose a TDM encoding-decoding strat-113

egy and a duplex-specific SFT dataset for imple-114

menting duplex models.115

(3) We confirm that segmenting time slices dur-116

ing interactions does not compromise performance,117

and notably enhances the responsiveness, human-118

likeness, and overall satisfaction of conversations.119

(4) We release the model and dataset and provide120

a demo for users to experience firsthand.121

2 Duplex Models122

We define duplex models as models that can process123

inputs and produce outputs simultaneously, and dy-124

namically decide when to respond. It differs from125

current LLMs-based chatbots where participants126

must specify the end of inputs and only produce127

outputs after processing the entire input. To convert128

existing LLMs into duplex models, we split conver-129

sation messages into time slices, and then propose130

a TDM encoding-decoding mechanism to process131

these slices. To enhance the processing of these132

time slices, we further introduce duplex alignment 133

to adapt existing LLMs to duplex models. 134

2.1 Time-Division-Multiplexing 135

Encoding-Decoding 136

Current autoregressive language models struggle 137

to function as true duplex systems. During the 138

input phase, the LLM encodes the input into key- 139

value caches without generating any output. To 140

leverage autoregressive models in approximating 141

duplex models, we propose a TDM strategy. We 142

divide the conversation interaction into time slices 143

and process input slices immediately to produce 144

corresponding output slices. 145

Instead of requiring users to specify when the 146

model should respond, the duplex model infers re- 147

sponses after every k seconds, i.e., each time slice 148

spans k seconds. A special token (e.g., <idle>) 149

is used to indicate the model’s decision to remain 150

silent and wait for further inputs. If not used, the 151

generated slice is delivered to the user immediately. 152

This approach mimics human conversational pat- 153

terns more closely, as humans do not use special 154

tokens to signal the end of utterances and intuitively 155

determine the appropriate moments to respond to 156

inputs. Figure 1 illustrates the distinction between 157

duplex and conventional language models. 158

2.2 Time-Slicing Chunking 159

As shown in Figure 1, all the input queries and 160

output responses of conversations are in the slice 161

format. The size of slices has great implications 162

for the performance of a duplex model. Large slice 163

sizes result in greater response (or interruption) 164

latency, while smaller slice sizes may result in un- 165

necessarily long inputs (because some tokens are 166

added between the chunks). Our preliminary inves- 167

tigation and pilot experiments with our transformer- 168

based (Vaswani et al., 2017) models reveal that 169

time-slicing chunking at 2-second intervals bal- 170

ances response latency and user experience. As- 171

suming human beings usually speak 110-170 words 172

per minute1, an appropriate size of time slices is 173

4-6 words. 174

2.3 Duplex Alignment 175

Normal LLMs are unable to handle time slices as 176

shown in Figure 2, so we need to fine-tune them 177

into duplex models. To achieve this, we construct 178

a duplex SFT duplex dataset. 179

1https://debatrix.com/en/speech-calculator/
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(a)

(b)

Figure 1: Illustration of the input/output processing scheme of traditional models (1a) and duplex models (1b).
Traditional models receive the complete input from the user before generating the response. In contrast, duplex
models process the input and generate the output in an online manner.

Can you recommend some English 

novels to me? 

As an AI language model, I can 
generate a wide range of novels 
and stories for you.

Certainly! Here are some common 
English phrases and expressions:
1. Greetings:

Figure 2: Responses of MiniCPM when inputs are time
slices.

3 Supervised Fine-Tuning Duplex Dataset180

We create Duplex-UltraChat for tuning current181

LLMs into duplex models. Different from existing182

dialogue datasets, Duplex-UltraChat has no special183

tokens or keywords to indicate the beginning or end184

of messages. Messages are split into time slices. A185

slice is either the actual message of an individual186

or a special “idle” token to indicate silence. Each187

individual may interrupt by generating a response188

before the other party’s message is completed.189

Duplex-UltraChat is derived from Ultra-190

Chat (Ding et al., 2023) to reduce annotation191

costs. We heuristically inject appropriate random192

interruptions to simulate realistic scenarios.193

Powerful LLMs rewrite the interruptions to ensure194

diversity and naturalness. Each user message is195

randomly split into 4-6 words. Assistant messages 196

are split into 10-token slices. 197

During the construction of the dataset, we abide 198

by the following two design choices: user behavior 199

is unpredictable and the assistant should be po- 200

lite. Examples in the dataset can be categorized 201

as uninterrupted dialogues and dialogues with in- 202

terruptions. As shown in Table 1, there are six 203

categories of duplex data consisting of over 4.8M 204

dialogues. Each piece of data has an average length 205

of 2,570.2 tokens encoded by the tokenizer of 206

MiniCPM-duplex and 170.4 slice pairs. 207

3.1 Uninterrupted Dialogue 208

Basic Ordinary uninterrupted dialogue data is ob- 209

tained by splitting existing dialogue messages into 210

slices. When the user input is unfinished, the output 211

of the duplex model should be <idle>. Meanwhile, 212

when the duplex model is generating output, the 213

user is set to quiet and its input is <idle>. Figure 3 214

shows an example of basic duplex data. 215

Topic Interweaving People may discuss sev- 216

eral topics interweavingly ignoring coherence. To 217

mimic such behavior, we interlace sentences of 3-5 218

dialogues while keeping their orders, and split each 219

sentence into time slices as the basic type does. 220
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Example Type # Dialogues Avg. # Slice Pairs Avg. # Tokens

Basic 1,458,353 153.9 2,342.2
Topic Interweaving 489,065 427.7 6819.6

Generation Termination 1,468,141 89.3 1,318.0
Regeneration 806,687 171.2 2,590.4

Dialogue Reset 300,318 194.7 2,906.5
Back on Topic 327,286 199.1 2495.6

Total 4,849,850 170.4 2,570.2

Table 1: The statistics of Duplex-UltraChat. The tokens are produced by the tokenizer of our MiniCPM-duplex.

Can you recommend some 

idle
English novels to me? 

that you might enjoy:

Of course! Here are some

idle

English novels across different genres

idle

idle

idle

idle

"Pride and Prejudice" by Jane Austen

"To Kill a Mockingbird" by Harper Lee

"Jane Eyre" by Charlotte Brontë

(a) Basic

Can you recommend one 

idle
English novel to me? 

delicious muffins: Ingredients: 2 cups

Pride and Prejudice

Here's a basic recipe for making 

“Jane Eyre” by Charlotte Brontë 

The weather in the UK varies by region 

“To Kill a Mockingbird” by Harper Lee 

idle

How to make muffins? 

idle

How about the weather today

Are there any other novels?

(b) Topic interweaving

Figure 3: An example of uninterrupted dialogue in
Duplex-UltraChat.

3.2 Dialogues with Interruptions221

In realistic human conversions, the individuals may222

start speaking before the other part is done with223

their message. Therefore, to simulate such scenar-224

ios, we inject four interruptions into the data as225

shown in Figure 4.226

Generation Termination Forced interruptions227

are when users directly speak out their next sen-228

tence regardless of the status of the assistant. To229

generate such data, we randomly choose a loca-230

tion in an assistant message, discard the remaining231

part of the message, and insert a new user input232

at that location. We prefix the user input with one233

of the 11 pre-defined transitional sentences (see234

Appendix A.1). This input is rewritten by Chat-235

GPT to ensure a natural and varied transition. The236

target output is idle tokens because the assistant is237

expected to terminate its current response.238

Generation termination requires the assistant to239

learn to stop speaking when the user is forcibly in-240

terrupting it and be robust to incomplete messages241

in the chat history. Since this interruption may be242

regarded as impolite, our dataset does not contain243

situations where the user is interrupted.244

Regeneration Another scenario where the user 245

interrupts the assistant is when the user is dissat- 246

isfied with the current response. In conventional 247

LLM-based chatbots, the user must first stop the 248

generation with a button, and prompt the model 249

with the updated prompt. In contrast, duplex mod- 250

els allow the user to directly interrupt and reinput 251

the new prompt while generating outputs. To create 252

such data, we randomly sample a user message and 253

repeat it with one of 15 pre-defined transition sen- 254

tences (given in Appendix A.2). ChatGPT rewrites 255

this repetition message for better coherence. Then, 256

the chat history and repetition message are fed to 257

ChatGPT to generate the annotation. 258

Dialogue Reset Here, we consider situations 259

where the user wants to chat abruptly on an entirely 260

different topic while the assistant is generating out- 261

put. To create such data, we randomly sample five 262

dialogues and truncate the first four dialogues at 263

random locations before concatenation. We define 264

18 kinds of transitional sentences in Appendix A.3, 265

including one empty string. We randomly choose 266

a transitional sentence, and prefix it with the first 267

sentence of the new dialogue. Each message is then 268

rewritten by ChatGPT. If the selected transitional 269

sentence is the empty string, we do not rewrite the 270

input, which simulates certain users who wish to 271

start a new dialogue as fast as possible. 272

Back on Topic When the user only interrupts a 273

question without attempting to stop the assistant 274

or change the topic, the assistant should answer 275

the question and then continue the unfinished state- 276

ment. To construct this type of data, we randomly 277

select a within a message from the assistant, and an- 278

notate a question about a statement by the assistant. 279

GPT-4 (Achiam et al., 2023) is used to generate 280

the answer to the user’s question and continue the 281

interrupted message with coherence. 282
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Can you recommend some 

idle
English novels to me? 

that you might enjoy:

Of course! Here are some

idle

English novels across different genres

idle

I appreciate your input, but

idle

I need a moment of

idle

silence now. 
idle

(a) Termination

Can you recommend some 

idle
English novels to me? 

that you might enjoy:

Of course! Here are some

idle

English novels across different genres

idle

I may not have expressed 

idle

myself clearly. What I meant

idle

was novels by female authors 

Got it! Here are some novels

(b) Regeneration

Can you recommend some 

idle
English novels to me? 

that you might enjoy:

Of course! Here are some

idle

English novels across different genres

idle

That reminds me, have you heard 

idle

about the new music album that

idle

just came out recently? 

Sure! Here are some of the most

(c) Dialogue reset

Can you recommend some 

idle
English novels to me? 

Jane Austen.

1. Pride and Prejudice

idle
2. To Kill a Mockingbird

novels, like: Wuthering Heights 

Who writes Pride and Prejudice? 

idle

Continuing with what we were 
idle

discussing, there are other interesting

idle

(d) Back on topic

Figure 4: Some examples from Duplex-UltraChat.

4 Experimental Details283

4.1 Training284

We start from the public checkpoint of MiniCPM-285

2.4B (Hu et al., 2024)2 and fine-tune it on Duplex-286

UltraChat as well as the SFT data that MiniCPM287

uses to obtain MiniCPM-duplex.288

We make the following modifications to289

MiniCPM: (1) we append a special end-of-sentence290

token (i.e., <eos>) to each response of the duplex291

model, and (2) we add a special token <idle> to292

represent empty input or output.293

The training of MiniCPM-duplex uses the fol-294

lowing hyperparameters: 10−3 maximum learning295

rate, warmupstableexp (Hu et al., 2024) learning296

rate scheduler, a batch size of 800, and a maximum297

length of 4,096. We train for 10,000 steps on 40298

NVIDIA A100 GPUs for 36 hours.299

4.2 Baseline300

Since our MiniCPM-duplex and MiniCPM are de-301

rived from the same checkpoint, we verify the ef-302

fectiveness of our method by comparing it against303

the vanilla MiniCPM.304

4.3 Evaluation305

We evaluate the duplex model with three kinds of306

metrics: automatic metrics, GPT-4, and human.307

Automatic metrics, like accuracy and pass rate, are308

widely used for convenience and low cost.309

4.3.1 GPT-4 Evaluation310

To evaluate the multi-turn dialogue ability of311

MiniCPM-duplex, we benchmark it on MT-312

Bench (Zheng et al., 2024) with GPT-4 as the judge.313

2https://huggingface.co/openbmb/
MiniCPM-2B-sft-bf16, denoted MiniCPM.

To mimic real-time scenarios, we chunk each 314

instruction in MT-Bench into multiple 4-6 word 315

slices and feed one slice at a time. Then we con- 316

catenate all output segments from the duplex model 317

to form the final output. For the traditional model, 318

we directly feed the entire prompt to the model. 319

Both models use the same decoding parameters: 320

random sampling, a temperature of 0.8, a top-p 321

value of 0.8, and a top-k value of 0. The maximum 322

length is set to 4,096. For the duplex model, we set 323

the maximum token generated per chunk to 10. 324

4.3.2 Human Evaluation 325

When using humans as evaluators, we consider the 326

following four aspects. 327

Responsiveness This metric measures whether a 328

model will respond to a user query and the latency 329

if it responds, which is a perceived latency. Many 330

factors may contribute to greater response latency, 331

including the speech-to-text and text-to-speech con- 332

version time, model inference time, network la- 333

tency, and the interaction strategy that the model 334

utilizes. There is no obvious difference between 335

the actual inference latency of MiniCPM-duplex 336

and MiniCPM. 337

Human-Likeness Inspired by the Turing test, we 338

wish to develop a language model that chats in a 339

way indistinguishable from humans. Therefore, we 340

define human-likeness as a metric that measures 341

the degree of the similarity of a model to humans. 342

Faithfulness Faithfulness is a widely used met- 343

ric in the evaluation of LLMs (Arras et al., 2017; 344

Serrano and Smith, 2019; Jain and Wallace, 2019; 345

DeYoung et al., 2020; Adlakha et al., 2023; Chen 346

et al., 2023b). Here, we use it to reflect the degree 347

how the model follows a user’s instruction, which 348
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Duplex Normal

2

4
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Responsiveness

(a)
Duplex Normal

2

4

6

Human-likeness

(b)
Duplex Normal

2

4

6

Factuality

(c)
Duplex Normal

2

4

6

Faithfulness

(d)
Duplex Normal

2

4

6

Overall

(e)

Figure 5: The human evaluation score distributions for MiniCPM and MiniCPM-duplex regarding responsiveness,
human-likeness, factuality, faithfulness, and overall satisfaction.

Overall

Faithfulness

Factuality

Human-likeness

Responsiveness

10

3

4

9

10

2

5

9

5

4

2

6

1

MiniCPM-
duplex Wins Tie MiniCPM

Wins

Figure 6: Win rates between MiniCPM and MiniCPM-
duplex on responsiveness, human-likeness, factuality,
faithfulness, and overall satisfaction.

is similar to (Adlakha et al., 2023).349

Factuality This metric measures the degree of350

hallucination of a LLM (Rudinger et al., 2018; Tian351

et al., 2023; Chen et al., 2023a; Wang et al., 2023a;352

Nakano et al., 2021).353

4.4 Interactive Demo354

We implement an interactive demo with a user in-355

terface such that human evaluators can make eval-356

uations based on actual interaction experience. In357

the demo, users chat with an assistant using voice.358

The assistant is either implemented with the vanilla359

MiniCPM or our MiniCPM-duplex. The conver-360

sion between speech and text is implemented with361

Google’s cloud-based ASR and TTS API3.362

This demo supports both vanilla MiniCPM and363

MiniCPM-duplex. For the vanilla MiniCPM, the364

program automatically detects pauses in the user’s365

voice. On each pause, the speech is converted to366

text, which is then sent to the model. MiniCPM367

performs regular text generation, and each output368

token is passed to the ASR module, before being re-369

3Speech-to-text API: https://cloud.google.com/
speech-to-text/docs/reference/rest. Text-to-speech
API: https://cloud.google.com/text-to-speech/
docs/reference/rest.

turned to the user. Meanwhile, the user has to wait 370

until the speech response is done before the next 371

query. When interacting with MiniCPM-duplex, 372

the user’s speech is processed every 2 seconds. 373

When the MiniCPM-duplex does not generate the 374

idle token, the text generation will be transcribed 375

into audio and played out. The user’s voice will be 376

captured, transcribed, and fed to the model regard- 377

less of whether the assistant speaks. 378

Benchmark MiniCPM MiniCPM-duplex

C-Eval 50.52 50.06
CMMLU 51.30 48.53
MMLU 53.45 53.76
BBH 37.25 36.35

HumanEval 50.00 49.39
MBPP 38.09 38.30

GSM8K 42.30 46.10
MATH 10.56 9.32

ARC-e 84.60 85.19
ARC-c 69.80 70.05
HellaSwag 61.40 60.79

Table 2: Performances of MiniCPM and MiniCPM-
duplex on standard benchmarks.

Metric MiniCPM MiniCPM-duplex

Responsiveness 3.43 6.21
Human-Likeness 2.79 4.00
Factuality 4.93 5.21
Faithfulness 5.14 4.50
Overall 3.29 4.36

Table 3: Average human evaluation scores on respon-
siveness, human-likeness, factuality, faithfulness, and
overall satisfaction. Higher is better.
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Score MiniCPM MiniCPM-duplex

First turn 7.17 5.83
Second turn 5.85 4.84

Avg. 6.51 5.33

Table 4: MT-bench results of MiniCPM and MiniCPM-
duplex. Higher is better.

4.5 User Study379

Specifically, we recruit 14 participants consisting380

of 5 males and 9 females from 18 to 35 years old.381

Each participant holds a Bachelor’s or Master’s de-382

gree. Details on employment, payment, and ethical383

review are in Appendix C.384

During the experiment, we rename MiniCPM-385

duplex as Model A, and MiniCPM as Model B386

to ensure anonymity. Participants are unaware of387

the difference between the two models beforehand.388

We specify the odd-numbered participants interact389

with Model A first, and the even-numbered ones390

first chat with Model B to eliminate the influence391

of chatting order. When finishing chatting with a392

model, the participant should score it and continue393

interacting with the other one. After the experi-394

ment, participants could modify and confirm scores395

for both models. Each participant is assigned at396

least 5 sessions of multi-turn dialogues with each397

model. The first sentence of sessions should be398

the same for both models. To help the participants399

come up with topics to chat about, we provide400

them with a reference note containing sample in-401

structions from AlpacaEval (Li et al., 2023c).402

Questionnaire Design The questionnaire con-403

sists of six questions. The first five questions404

prompt the user to rate the model based on respon-405

siveness, human-likeness, faithfulness, factuality,406

and overall experience. The answer choices for407

these questions are scores from 1 to 7, where 1408

represents disappointment, 4 represents indiffer-409

ence, and 7 represents excellence. The final ques-410

tion is open to suggestions on improving our du-411

plex model. The actual questions are listed in Ap-412

pendix B.2.413

5 Results414

Standard Benchmarks MiniCPM-duplex is415

benchmarked on several standard benchmarks, in-416

cluding multitask (C-Eval (Huang et al., 2024),417

CMMLU (Li et al., 2023a), MMLU (Hendrycks418

et al., 2020), BBH (Suzgun et al., 2023)), code419

(HumanEval (Chen et al., 2021), MBPP (Austin 420

et al., 2021)), math (GSM8K (Cobbe et al., 2021), 421

MATH (Hendrycks et al., 2021)), and reason- 422

ing (ARC-e, ARC-c (Clark et al., 2018), Hel- 423

laSwag (Zellers et al., 2019)) with the LLM eval- 424

uation platform, UltraEval (He et al., 2024). Ta- 425

ble 2 indicates that adapting to duplex models does 426

not significantly harm its performance on general 427

benchmarks. 428

GPT-4 Evaluation Table 4 shows the GPT-4 429

evaluation results on MT-Bench. MiniCPM-duplex 430

is slightly inferior to MiniCPM mainly due to 431

that MiniCPM-duplex tends to generate shorter re- 432

sponses. GPT-4 favors longer responses, whereas 433

users prefer chat models that give concise answers. 434

Human Evaluation We have received 14 ques- 435

tionnaire. Table 3 lists the average scores of both 436

models on five metrics. The duplex model sur- 437

passes the normal model by 81.05%, 43.37%, and 438

32.52% on responsiveness, human-likeness, and 439

overall experience respectively. 440

Apart from absolute scores, we compare the rat- 441

ings of the two models and count the number of 442

evaluators that rate one model higher. The com- 443

parison results are shown in Figure 6. MiniCPM 444

is more faithful than the duplex model mainly be- 445

cause it uses more diverse SFT data. Whereas 446

the duplex model wins in other aspects, with an 447

exceptionally large margin on responsiveness and 448

human-likeness. 449

From these results, we conclude that duplex mod- 450

els can provide a better user experience in acting 451

as the backbone model in AI assistants compared 452

to ordinary language models. 453

6 Analysis & Discussion 454

6.1 Analysis 455

The superior performance of the duplex model is 456

mainly due to its underlying receive/generate mech- 457

anism. Rather than strictly turn-based dialogue 458

where users must explicitly signal the beginning 459

and end of messages, duplex models behave more 460

like human beings. Besides, the duplex model has 461

learned when to speak at the fine-tuning stage on 462

the Duplex-UltraChat, which makes it more human- 463

like. Such ability is essential in passing a non-turn- 464

based version of the Turing test, which is a more 465

realistic test for whether a machine can be indistin- 466

guishable from humans. 467
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6.2 Discussions468

We highlight some important open problems asso-469

ciated with duplex models below.470

High-quality duplex data is urgently needed471

Existing dialogue datasets are inherently turn-472

based, which does not represent realistic and com-473

plex human conversations. Despite some success in474

empirical results with our synthetically generated475

duplex dataset, it still lags behind the practical de-476

mands. Two out of the 14 participants pointed out477

that they preferred concise responses rather than478

tedious answers.479

We manually inspect 10 out of 90 chat sessions480

and find that the duplex model fails to remain silent481

once and interrupts the user unexpectedly once,482

showing that there is room for improvement. Thus,483

high-quality duplex datasets are in urgent need.484

A new decoding strategy is needed to improve485

the chat experience There are failed cases where486

the duplex model interrupted users unexpectedly.487

Balancing response speed and user experience is488

an open problem. Besides, to be more human-like,489

the duplex model should learn to start dialogues or490

topics actively.491

A custom TTS system is needed to smooth the492

output voice The duplex model generates output493

chunk by chunk, which causes the output voice to494

be chunked. This results in incoherent intonation495

and volume, harming the user experience because496

existing TTS software does not support transcribing497

sequentially provided text chunks into a contigu-498

ous smooth voice. Overcoming this problem will499

improve the user experience considerably.500

7 Related Work501

7.1 Dialogue Dataset502

Dialogue data can be divided into two categories:503

single-turn and multi-turn.504

Single-Turn Self-instruct (Wang et al., 2023c)505

is a synthetic instruction-following dataset of506

over 82K instances generated by GPT-3.5. Taori507

et al. (2023) adopt the data construction pipeline508

from Wang et al. (2023c) and construct Alpaca, a509

dataset with 52K instances. GPT-4-LLM (Peng510

et al., 2023) improves the Alpaca by replacing the511

data generator with GPT-4. It also adopts a Chinese512

version of Alpaca and Unnatural Instructions (Hon-513

ovich et al., 2023). Besides, there are several high-514

quality datasets, such as BELLE (Ji et al., 2023) 515

and GPT-4ALL (Anand et al., 2023), among others. 516

Multi-Turn DailyDialog (Li et al., 2017) con- 517

sists of over 13K dialogues annotated by hu- 518

mans, covering diverse daily conversation scenar- 519

ios. Baize (Xu et al., 2023) generates multi-turn 520

dialogues with ChatGPT by a prompting frame- 521

work called self-chat where seed questions are from 522

Quora and Stack Overflow, two popular question- 523

answering websites. SODA (Kim et al., 2022) 524

contains dialogues involving social commonsense. 525

UltraChat (Ding et al., 2023) focuses on 30 meta- 526

concepts and 20 types of materials and consists of 527

over 1.4M dialogues. 528

7.2 Dialogue Models 529

Chat-based models have gained widespread popu- 530

larity since the release of ChatGPT. Some notable 531

chat-based LLMs include the Claude series (An- 532

thropic, 2023, 2024), Qwen series (Qwen, 2024), 533

the Mistral series (Jiang et al., 2023) and and 534

LLaMa series (Touvron et al., 2023), among oth- 535

ers. Most of these models, especially open-sourced 536

ones, are purely text-based. 537

To enhance user experience, several applications 538

support voice interaction. One instance is ChatGPT, 539

where users press a button before speaking and 540

indicate the end of speech with a button or pausing 541

(OpenAI, 2023a). Then ChatGPT processes the 542

received signal and produces a response until it 543

finishes or users interrupt it by pressing a button. 544

Such an implementation is unrealistic because it 545

requires the user to specify the beginning and end 546

of inputs. Whereas, our MiniCPM-duplex may 547

improve this interactive experience by teaching the 548

model to learn when to speak and when to be silent. 549

8 Conclusion 550

We have introduced the concept of duplex mod- 551

els and provided one implementation. To this end, 552

we also constructed the first non-turn-based dia- 553

logue dataset, Duplex-UltraChat, by injecting di- 554

verse kinds of interruptions into existing dialogue 555

datasets. Our model, MiniCPM-duplex, is com- 556

petitive with traditional models when evaluated on 557

ordinary benchmarks while outperforming them 558

in terms of responsiveness, human-likeness, and 559

overall satisfaction. We believe that this work rep- 560

resents an essential step toward building machines 561

that behave more human-like beyond current turn- 562

based conversations. 563
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Limitations564

In this paper, we propose and verify the viability565

of duplex models. However, our implementation,566

MiniCPM-duplex, is a pseudo-duplex model, since567

it cannot perform encoding and decoding simulta-568

neously. Consequently, our fixed-interval decod-569

ing strategy introduces a new hyperparameter that570

compromises responsiveness and context length571

(as discussed in Section 2.2). These limitations572

call for a new architecture that better supports the573

input-output scheme of duplex models.574
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A Transition Sentences 888

To generate a sentence with coherent context, we 889

utilize ChatGPT to rewrite the template below, 890

which replaces {sentence_a} and {sentence_b} 891

with one transition sentence and new content re- 892

spectively. 893

Fuse the two sentences smoothly and
replace [topic] with the topic of sentence
two.

Sentence one "{sentence_a}"

Sentence two "{sentence_b}"

Give me your answer only, no other
words. Give me your answer only, no other
words.

894

A.1 Generation Termination Transition 895

Sentences 896

1. <Empty string> 897

2. I need to cut you off right now; this is urgent. 898

3. Excuse me, I need to interject for a moment. 899

4. Sorry to interrupt, but I have something im- 900

portant to add. 901

5. Excuse me, may I interrupt for a moment? 902

6. I’m sorry to break in, but there’s something 903

important I need to address. 904

7. I apologize for interrupting, but I’d like to 905

interject for a moment. 906

8. I’m sorry to interrupt, but I have a quick point 907

to make. 908

9. I appreciate your input, but I need a moment 909

of silence now. 910

10. I’m sorry to interrupt, but I really need some 911

quiet time to focus. 912

11. Enough talking! I need you to be quiet now. 913

A.2 Regeneration Transition Sentences 914

1. I may not have expressed myself clearly. What 915

I meant was [topic] 916

2. I think there might be a bit of confusion. Let 917

me clarify [topic] 918
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3. I appreciate your input, but I was hoping for919

more details on [topic]920

4. I think there might be a misunderstanding.921

What I’m really looking for is [topic]922

5. I may not have explained myself clearly. Let923

me rephrase the question. What are your924

thoughts on [topic]?925

6. Actually, the correct information is [topic].926

Could you share your perspective on that?927

7. I’m a bit confused because what you men-928

tioned contradicts the information I have. Can929

we go over this again?930

8. I’m sorry, but that information seems to be931

incorrect. Let me clarify the question, and932

please provide the accurate details regarding933

[topic].934

9. I’m sorry, but that’s not accurate. The correct935

information is [topic]. It’s essential to have936

the correct details for our discussion.937

10. I appreciate your effort in responding, but938

I think there might be a misunderstanding.939

What I intended to convey was [topic]. Let’s940

revisit the topic to ensure we’re on the same941

page.942

11. I see there might be some confusion. Let me943

clarify my point further to ensure we’re on the944

same page. What I meant was [topic]. Can945

we discuss this to make sure we have a mutual946

understanding?947

12. There seems to be a misunderstanding. I948

meant [topic]. Let’s align our understanding.949

13. No.950

14. Oh, No.951

15. No, you are wrong.952

A.3 Dialogue Reset Transition Sentences953

1. <Empty string>954

2. That’s interesting, and speaking of [topic],955

have you ever...?956

3. I was just thinking about [topic], what are957

your thoughts on that?958

4. That’s fascinating! On a different note, have959

you ever thought about [topic]?960

5. I was just reading about [topic]. What are 961

your thoughts on that? 962

6. By the way, speaking of something else. 963

7. That reminds me, have you heard about 964

[topic]? 965

8. Can we shift gears for a moment and talk 966

about [topic]? 967

9. I’ve been curious about [topic]. Have you ever 968

considered it? 969

10. I was thinking about [topic]. What are your 970

thoughts on that? 971

11. Now, shifting gears to a different subject, have 972

you ever explored [topic] 973

12. Moving on to a different topic, have you ever 974

considered [topic] 975

13. Changing the subject, have you ever thought 976

about [topic] 977

14. Switching gears, let’s talk about [topic] 978

15. On a different note, have you ever thought 979

about [topic] 980

16. Speaking of which, have you ever considered 981

exploring [topic] 982

17. Changing the subject, let’s now delve into 983

[topic] 984

18. Shifting gears a bit, let’s talk about [topic] 985

B Questionnaire Details 986

B.1 Subject Instruction 987

Before the experiment, we inform each participant 988

of the subject instruction. The whole instruction is 989

listed below: 990

1. This experiment requires subjects to have con- 991

versations with chat models. The content does 992

not involve any dangerous remarks or have an 993

impact on the subjects’ physical and mental 994

health. 995

2. This test includes two parts: chatting and in- 996

teracting with the models and filling out the 997

questionnaire. 998
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3. The models are voice input and output modes999

that support multiple rounds of dialogue. At1000

the end of each dialogue, you can press the1001

new conversation button to start a new round1002

of conversation.1003

4. The models are English models and only sup-1004

port English dialogue.1005

5. There are two types of models, A and B. You1006

must have at least 10 conversations with each1007

model.1008

6. We have included some questions to start the1009

conversation, just for reference.1010

7. This test mainly evaluates the performance of1011

the two models in terms of response speed,1012

human-likeness, faithfulness, factuality, and1013

overall experience.1014

8. After the chat, fill out the questionnaire.1015

B.2 Questionnaire1016

1. Score the model’s response speed to evalu-1017

ate whether the model can respond to your1018

request.1019

2. Score the faithfulness of the model’s answers1020

to evaluate whether the model understands1021

your question, follows your instructions, and1022

whether the answer is relevant to your chat1023

topic.1024

3. Score the factuality of the model’s answers1025

and evaluate whether the content of the an-1026

swers is correct.1027

4. Score the human-likeness of the model’s an-1028

swers and evaluate whether the conversation1029

process between you and the model is close to1030

the feeling of daily communication between1031

people and whether the conversation process1032

is smooth.1033

5. Score the overall experience of the model.1034

C Explanation of Ethical Concerns1035

All participants are recruited from a partner com-1036

pany. Those experiments are conducted during1037

their working hours and we do not pay them addi-1038

tionally.1039

In the human-evaluation experiment, we col-1040

lect basic demographic characteristics information:1041

gender, age, and educational qualification. We also1042

collect their knowledge and usage of LLMs and 1043

voice assistants, which is tightly related to our re- 1044

search topic. As for the evaluation of the two chat 1045

models, we utilize their experience. The partici- 1046

pants permit all those characteristics and experi- 1047

ence information collection for research purposes 1048

only. 1049

D Case Demonstration 1050

Here are some cases of conversation segments be- 1051

tween the MiniCPM-duplex and human users. In 1052

Figure 7, the duplex model generates a response 1053

until it obtains enough information from the user. 1054
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okay I was thinking of having an 

idle
SUV and my budget is like 

idle

idle

may 20,200

there are a few options you could

idle

idle

idle

If you’re looking for an SUV within a

budget of $20,2000

idle

idle

(a) Case A

is there any idea about 
incorporating Chinese 

idle

scary stories into the Halloween 
costume idea 

idle

idle

Yes, there are many ways to 
incorporate Chinese culture

 into a Halloween costume and 
add scary elements to it

idle

idle

culture into a Halloween costume?

idle

(b) Case B

so I have a question 

idle
that 

idle

assistants can perform tasks 
quickly and accurately, saving time

idle

idle

 AI assistants:

1. Efficiency: AI

idle

why do we need AI assistant 

Great question! There are several 
reasons why we need

idle

(c) Case C

Figure 7: User study cases.
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