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Abstract

Temporal Knowledge Graph (TKG) reasoning001
seeks to predict future incomplete facts leverag-002
ing historical data. While existing approaches003
have shown effectiveness in addressing the task004
through various perspectives, such as graph005
learning and logic rules, they are limited in006
capturing the indeterminacy in future events,007
particularly in the case of rare/unseen facts. To008
tackle the highlighted issues, we introduce a009
novel approach by conceptualizing TKG rea-010
soning as a sequence denoising process for fu-011
ture facts, namely DiffuTKG. Concretely, we012
first encodes the historical events as the condi-013
tional sequence. Then we gradually introduce014
Gaussian noise to corrupt target facts during the015
forward process and then employ a transformer-016
based conditional denoiser to restore them in017
the reverse phase. Moreover, we introduce an018
uncertainty regularization loss to mitigate the019
risk of prediction biases by favoring frequent020
scenarios over rare/unseen facts. Empirical re-021
sults on four real-world datasets show that Dif-022
fuTKG outperforms state-of-the-art methods023
across multiple evaluation metrics 1.024

1 Introduction025

Temporal Knowledge Graphs (TKGs) are dynamic,026

multi-relational structures that encapsulate the pro-027

gression of events and knowledge in the real world,028

represented as quadruples (s, r, o, t), such as029

(Biden, meet, Zelensky, 2022-12-21). The rea-030

soning tasks over TKGs are classified based on031

the temporal scope: interpolation involves infer-032

ring missing information within the observed time-033

frame, while extrapolation aims at predicting future034

events. Our research specifically focuses on extrap-035

olation in TKGs, a domain that has more practical036

implications due to its forward-looking nature.037

Existing studies (Trivedi et al., 2017; Jin et al.,038

2020; Li et al., 2021b) in TKG reasoning typically039

1The source code is anonymized online at: https://
anonymous.4open.science/r/DiffuTKG-049F

Figure 1: An example demonstrates how deterministic
embeddings face challenges in managing uncertainty.

aggregate adjacent structure information and tem- 040

poral information to derive the deterministic repre- 041

sentations of entities and relations (Li et al., 2021a; 042

Liu et al., 2023). These representations are subse- 043

quently applied within a scoring function, such as 044

ConvTransE (Dettmers et al., 2018), to assess the 045

likelihood of potential future facts (events). 046

Despite the significant progress in TKG reason- 047

ing techniques, these deterministic methods exhibit 048

inherent deficiencies when it comes to grappling 049

with the uncertainties that arise from the unpre- 050

dictable nature of future interactions (Jin et al., 051

2020; Sun et al., 2021) and the evolving under- 052

standing of temporal and structural relationships 053

over time (Trivedi et al., 2017; Li et al., 2021b; Park 054

et al., 2022a). This challenge is particularly evident 055

in scenarios characterized by a scarcity of discrimi- 056

native information, especially for facts with sparse 057

or even no historical interactions (Chekol et al., 058

2017; Chen et al., 2019; Ji et al., 2021). These 059

conventional approaches, which minimize the plau- 060

sibility scores of unseen relation facts via the max- 061

imum likelihood objective, operate under the pre- 062

sumption that all unseen relation facts are false 063

beliefs. As a result, they fail to capture the subtle 064

uncertainty associated with these unseen facts. 065

To illustrate, consider the scenario depicted in 066

Figure 1, Biden associated with only three histori- 067

cal facts and is anticipated to engage with the rel- 068

atively rare or previously unseen facts Iraq and 069
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Zelensky in future scenarios. If we utilize determin-070

istic embeddings derived from historical events to071

represent Biden, Biden’s position in the embedding072

space (mapped into a 2D map) may fall somewhere073

in the middle of Donald Trump, G20, and Iran.074

In such a setting, if predictions are based on the075

proximity within this embedding space, Biden is076

more likely to be forecasted to interact with Don-077

ald Trump, G20, and Iran, due to the closer em-078

beddings. Furthermore, The widespread use of079

the maximum likelihood objective, such as cross-080

entropy loss, exacerbates prediction biases by favor-081

ing historically frequent scenarios over rare or un-082

seen interactions (Zadeh and Schmid, 2021), thus083

hindering the model’s adaptability to the unpre-084

dictable dynamics and emerging relationships in-085

herent in real-world TKG scenarios.086

To address these challenges, we propose Dif-087

fuTKG, a novel approach that reformulates TKG088

reasoning into a sequence prediction task by man-089

aging the inherent uncertainties through a sequence090

denoising method. In the training phase, DiffuTKG091

systematically transforms sequences of objects, re-092

lationships, and temporal intervals relevant to sub-093

ject entities into a unified continuous representation.094

This process is then augmented by the strategic095

introduction of Gaussian noise, simulating the un-096

certain nature of future events (distribution ranges097

depicted in Figure 1). Subsequently, DiffuTKG098

harnesses a transformer-based framework for the099

denoising and accurate reconstruction of target en-100

tities, with the process intricately conditioned on101

both relational and temporal insights to mirror the102

intricate dynamics of TKGs structure.103

Furthermore, DiffuTKG integrates an uncer-104

tainty regularization loss, which aids in distinguish-105

ing between seen and rare/unseen events, thereby106

enhancing the model’s predictive clarity and reduc-107

ing overfitting tendencies. During inference, Dif-108

fuTKG employs a reverse diffusion step initialized109

with sampled Gaussian noise to predict missing en-110

tities, subsequently refining these predictions based111

on calculated confidence scores. Empirical studies112

conducted on four benchmark datasets demonstrate113

the effectiveness of DiffuTKG. In summary, our114

main contributions are as follows:115

• To the best of our knowledge, DiffuTKG is116

the first effort that introduces the diffusion pro-117

cess into TKG reasoning to explicitly manage118

dynamic and uncertain nature of future events119

via stochastic sequence denoising process.120

• We introduce an uncertainty regularization 121

loss to mitigate the risk of prediction biases, 122

ensuring the model does not disproportion- 123

ately favor frequently occurring historical sce- 124

narios over rare or unseen facts. 125

• Extensive experiments conducted on four real- 126

world datasets demonstrate that DiffuTKG 127

yields new state-of-the-art performance. 128

2 Our Approach 129

In this section, we introduce the details of our 130

framework as shown in Figure 2. We first formulate 131

the task definition of TKG reasoning as follow. 132

Definition 1 (Temporal Knowledge Graph) A 133

temporal knowledge graph (TKG), denoted as G, 134

serves as a dynamic, multi-relational network of 135

entities interconnected through time-stamped re- 136

lations. This structure is conceptualized as a se- 137

ries of chronological KG snapshots, represented 138

as G = {G1,G2, . . . ,Gt−1}. Each snapshot Gti ∈ 139

G, encapsulates the facts at a specific time ti, 140

expressed as time-stamped quadruple (s, r, o, ti), 141

where s, o ∈ E are the subject and object entities, 142

respectively, and r ∈ R signifies the relational fact 143

connecting s and o. To facilitate a bi-directional 144

comprehension of relationships within the TKG 145

(Kazemi and Poole, 2018), the inverse quadruple 146

(o, r−1, s, ti) is systematically appended to G. 147

Definition 2 (Temporal Knowledge Graph Rea- 148

soning) The primary aim of TKG reasoning is to 149

enable extrapolative entity prediction. Specifically, 150

this entails predicting either the missing object en- 151

tity in a future relation (s, r, ?, t) or the absent sub- 152

ject entity (?, r, o, t) utilizing historical TKG snap- 153

shots Gt−L−1:t−1 = {Gt−L,Gt−L+1, . . . ,Gt−1} 154

spanning the preceding L timesteps. 155

2.1 TKG Reasoning as Sequence Prediction 156

Let G0:t−1 be historical TKG snapshots and qt = 157

(s, r, o, t) be the query quadruple. To adopt the 158

diffusion process in TKG reasoning, we reshape 159

the task as that of sequence prediction, which 160

involves predicting the missing entities in qt by 161

utilizing the historical events associated with the 162

query subject s from G0:t−1. The historical event 163

sequence related to s, sorted chronologically ac- 164

cording to the timestamps is formally denoted 165

as Q0:n−1 = {(s, r0, o0, t0), . . . , (s, ri, oi, ti), . . . , 166

(s, rn−1, on−1, tn−1)}2, where t0 ≤ ti ≤ 167

2For brevity, we omit the superscript s in Qs
0:n−1 for sub-

ject s.
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Figure 2: The upper part provides an overview of the diffusion process. We employ the color orange-red to
symbolize historical objects associated with the query subject and cyan-blue to denote corresponding future objects.
It’s worth noting that noise is only added to the future object "B" in the forward process. The lower part illustrates
the denoising training stage of DiffuTKG. In the figure, the TKGs at t-1 and t-2 represent the historical TKGs,
while the TKG at t represents the future TKG. ⊕ denotes the element-wise addition operation.

tn−1 < t and n − 1 is the length of histori-168

cal event sequence. Additionally, let Q0:n−1 =169

{S,R0:n−1, O0:n−1, T0:n−1}. Here, R0:n−1 =170

{r0, . . . , rn−1} represents the sequence of relations171

in historical events, O0:n−1 = {o0, . . . , on−1} de-172

notes the sequence of objects in historical events,173

and T0:n−1 = {t0, . . . , tn−1} is the sequence of174

timestamps associated with historical events.175

2.2 Denoising Training176

The denoising training stage of DiffuTKG com-177

prises three steps, focusing on reconstructing the178

missing object o while utilizing the historical event179

sequence Q0:n−1 as conditioning factors.180

Sequential Representation Learning In this181

phase, DiffuTKG is initially tasked with acquir-182

ing representations for objects and relations within183

Q0:n = {Q0:n−1, qt}. Each object oi ∈ O0:n =184

{O0:n−1, o} is initially translated into its corre-185

sponding embedding vector e0i by the entity em-186

bedding matrix Ee ∈ Rd×h. d is the number of187

entity types. Similarly, each relation ri ∈ R0:n =188

{R0:n, r} is projected into a continuous space us-189

ing the relation embedding matrix Er. Addition-190

ally, we compute the time interval between every 191

event and the queried event in Q0:n, embedding 192

them through E∆t ∈ Rn×h for encoding temporal 193

information. The projection process is denoted as: 194

e0 = [e00:n−1; e
0
n]

= [Ee(o0);Embe(o1); . . . ,Ee(o)],

r = [Er(r0);Er(r1); . . . ;Er(r)],

t = [E∆t(t);E∆t(t− 1); . . . ;E∆t(0)],

(1) 195

where e0, r, t ∈ Rn×h. e00:n−1 ∈ R(n−1)×h and 196

e0n ∈ R1×h represent the representations of objects 197

in historical events and the representation of the 198

target object, respectively, where h denotes the size 199

of the hidden dimension. [; ] denotes the concate- 200

nation operation along the first dimension. 201

Forward Diffusion Process After obtaining the 202

embedding of the object sequence e0, DiffuTKG 203

specifically concentrates on introducing stochastic- 204

ity incrementally to the target object e0n. Conse- 205

quently, the forward process is conceptualized as a 206

Markov chain of Gaussian transitions: 207

q(emi | e0i ) =

{
e0i if i < n
√
ᾱme0i +

√
1− ᾱmϵ if i = n

(2) 208
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The diffusion process extends over a specified209

range m ∈ {1, 2, . . . ,M} and M marks the max-210

imum number of forward steps. To regulate the211

added noises introduced by 1− ᾱm, we use a linear212

noise schedule:213

1− ᾱm = δ ·
[
αmin +

m−1
M−1 (αmax − αmin)

]
(3)214

where the hyper-parameter δ ∈ [0, 1] controls the215

noise scales, and two hyper-parameters αmin <216

αmax ∈ (0, 1) indicating the upper and lower217

bounds of the added noises.218

Reverse Denoising Process In this phase, Dif-219

fuTKG undertakes the task of reconstructing the se-220

quence of object entities from noise, with guidance221

from the temporal and relational characteristics of222

facts. More precisely, we introduce the encoded223

sequences of relations (r) and time intervals (t) to224

condition the denoising process as follows:225

pθ
(
êm−1 | ∗

)
= N

(
êm−1;µθ (∗) ,Σθ (∗)

)
,

êm−1 = [em0:n−1; ê
m−1
n ],

(4)226

For brevity, we use the symbol "∗" to represent227

{êm, r, t,m}. êm is set to em at the first step of228

reverse process. Here, DiffuTKG adopts the archi-229

tecture of a transformer encoder as fθ to computing230

µθ (∗) and Σθ (∗),which can be denoted as:231

fθ(∗) = Transformer(ēm) = ê0,

ēm = êm + r+ t+ Embstep(m).
(5)232

We incorporate step embeddings Embstep(·) to233

manage the hidden representations at different234

noise levels (Gong et al., 2022).235

2.3 Training Strategy236

Reconstruction Loss Typically, diffusion mod-237

els is trained using the Mean Square Error (MSE)238

loss (Shen et al., 2023), quantifying the difference239

between the original representation and the recon-240

structed one. However, MSE loss is recognized241

to be unstable in discrete space (Mahabadi et al.,242

2023; Dieleman et al., 2022). Hence, we opt for the243

dot product operation, which can stably quantify244

the distance between vectors:245

y = Softmax(fθ(ē
m,m)n · (Ee)

T ) (6)246

where fθ(ē
m,m)n ∈ R1×h denotes the represen-247

tation of the target object from fθ(ē
m,m) outputs.248

(·)T is the matrix transposition operation and "·" in-249

dicates the inner product operation. Consequently,250

to ensure conditional generation, we utilize a re- 251

construction loss function as follows: 252

Lrecon = −
∑

i∈{1,2,...,d}

gi log(yi), (7) 253

where gi represents the one-hot encoding of the i-th 254

ground-truth object entity, and yi is the predicted 255

probability. 256

Uncertainty Loss Relying solely on traditional 257

generation objectives can cause models to overfit 258

to the labels of high-ranked outputs, a situation 259

exacerbated in contexts of sparse and noisy data 260

(Liu et al., 2020), potentially leading to incorrect 261

assessments of both unseen and observed events. 262

Additionally, due to the intrinsic generalization ca- 263

pabilities of diffusion models, their outputs might 264

naturally contain clues for unseen events (Ma et al., 265

2024). To address this, we employ Multi-Layer Per- 266

ceptrons (MLPs) to derive a confidence score from 267

y, providing supervisory signals for both unseen 268

and seen events: 269

C(y, F01) = MLP(Relu(MLP(y ⊗ F01))), (8) 270

where C(y, F01) ∈ R1×2 denotes the confidence 271

score, distinguishing the likelihood of an event 272

being seen or unseen. The binary vector F01 ∈ 273

R1×d records the historical occurrence of the event 274

(s, r, o) before time t, with further details provided 275

in Appendix D. We define Pseen as the set of logits 276

for observed events and Pnon for those unseen. To 277

establish a distinct boundary between these, we in- 278

troduce an uncertainty loss based on Pseen and Pnon, 279

encouraging DiffuTKG to assign higher confidence 280

scores to features of seen events and lower scores 281

to those of unseen events: 282

Luncertainty =Eu∽Pseen

[
− log

exp−C(u,F01)/τ

1 + exp−C(u,F01)/τ

]
+

Ev∽Pnon

[
− log

1

1 + exp−C(v,F01)/τ

]
,

(9) 283

where τ acts as a temperature coefficient, modulat- 284

ing the softness of the output probability distribu- 285

tion. Consequently, the overall training objective 286

incorporates the reconstruction loss together with 287

the uncertainty regularization loss, denoted as: 288

L = Lrecon + Luncertainty . (10) 289

2.4 Sampling Inference 290

During inference, DiffuTKG samples Gaussian 291

noise ϵn and applies the learned denoising model 292
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fθ for M reverse processes to denoise ϵn. The time293

complexity increases by M compared to training.294

To mitigate this computational overhead, we ob-295

serve that fθ is trained to directly predict ê0 based296

on any ēm (1 ≤ m ≤ M ), so it can directly predict297

ê0 from ēM without the need of the intermediate298

diffusion steps. Therefore, we design an efficient299

inference procedure by directly predicting ê0 from300

ēM :301

ēM = eM + r+t = [êM0:n; ϵn] + r+ t,

ê0 = fθ(ē
M ,M).

(11)302

In line with the principles of ranking problems in303

graph reasoning (Jin et al., 2020), DIGM first com-304

putes the rank for each candidate entity using y305

from Equation (6). Then we calculate the confi-306

dence score c for the event features using Equation307

(8) and refine the ranking by dynamically incorpo-308

rating prior frequency knowledge, similar to Liu309

et al. (2022a):310

y = y + λ× (σ(F )− F01)× σ(c), (12)311

where F ∈ R1×d records the frequency of occur-312

rences of the current event (s, r, o) before t, as de-313

tailed in Appendix D. σ denotes the softmax func-314

tion. σ(F ) is employed to encourage an increase315

in the score of popular events, while "-σ(F01)" is316

used to suppress the occurrence of unseen events.317

The hyperparameter λ controls the effect of prior318

frequency knowledge.319

3 Experiments320

3.1 Datasets321

We conduct the experimental evaluation on four322

TKG datasets to validate the effectiveness of our323

proposed model, which includes the ICEWS14,324

ICEWS05-15, ICEWS18 and GDELT datasets.325

The ICEWS series are from the Integrated Cri-326

sis Early Warning System (Boschee et al., 2015).327

GDELT is from the Global Database of Events,328

Language, and Tone (Leetaru and Schrodt, 2013).329

The data split strategy and data statistics are sum-330

marized in Appendix B.331

3.2 Baseline Models332

Fifteen typical exploration TKGR models are se-333

lected as the compared baselines, including RE-334

NET (Jin et al., 2020), RE-GCN (Li et al., 2021b),335

TANGO (Han et al., 2021b), xERTE (Han et al.,336

2021a), TiRGN (Li et al., 2022b), CEN (Li et al.,337

2022c), CENET (Xu et al., 2023), RETIA (Liu 338

et al., 2023), HGLS (Zhang et al., 2023b), DaeMon 339

(Dong et al., 2023), RPC (Liang et al., 2023a) , 340

L2TKG (Zhang et al., 2023a), CluSTer (Li et al., 341

2021a), TITer (Sun et al., 2021), Tlogic (Liu et al., 342

2022b) and TECHS (Lin et al., 2023). We provide 343

implementation details of baselines and DiffuTKG 344

in Appendix C and D, respectively. 345

3.3 Evaluation Protocol 346

We assess our model’s performance using standard 347

metrics in the field: Mean Reciprocal Rank (MRR), 348

Hits@1, and Hits@10. To ensure a fair compari- 349

son, we follow the experimental setup outlined by 350

Li et al. (2021b), which includes the integration of 351

ground truth historical data during multi-step infer- 352

ence. The results of our experiments are reported 353

under a time-filtered setting, as detailed in (Dong 354

et al., 2023; Zhang et al., 2023a). 355

3.4 Main Results 356

The comparative performance of various baseline 357

models on the entity prediction task is detailed 358

in Table 1, where the efficacy of denoising train- 359

ing in TKG reasoning is underscored by the re- 360

sults. Specifically, DiffuTKG exhibits significant 361

improvements over the next best model, enhancing 362

the Mean Reciprocal Rank (MRR) by absolute mar- 363

gins of 1.40%, 1.81%, and 2.67% in the ICEWS14, 364

ICEWS18, and GDELT datasets, respectively. No- 365

tably, DiffuTKG demonstrates more pronounced 366

performance gains on the GDELT dataset com- 367

pared to the ICEWS datasets. This difference is 368

attributed to the GDELT dataset’s higher incidence 369

of noisy data (Zhang et al., 2023a), which tends 370

to obscure valuable discriminative information and 371

leads to biased representations of entities. By in- 372

corporating uncertainty into entity representations, 373

DiffuTKG effectively counters those scenarios, out- 374

performing current state-of-the-art baselines. In 375

the case of the ICEWS05-15 dataset, it includes a 376

higher number of high-quality facts at each time, 377

diminishing the necessity for uncertainty model- 378

ing. As a result, our model demonstrates limited 379

improvement compared to state-of-the-art models 380

in the ICEWS05-15 dataset. 381

3.5 Performance on Unseen Events 382

To further validate the capacity of DiffuTKG in cap- 383

turing uncertainty information, we evaluate its per- 384

formance on ICEWS datasets with unseen events 385
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Table 1: Model performance (%) for the entity prediction task on ICEWS and GELDT datasets. The best results are
highlighted in bold and the results of the second-best are underlined. The results marked with † are reproduced
using their released code, those marked with ∗ are from our reimplementation with default settings, and other results
are retrieved from the original paper.

Models
ICEWS14 ICEWS05-15 ICEWS18 GEDLT

MRR Hit@1 Hit@10 MRR Hit@1 Hit@10 MRR Hit@1 Hit@10 MRR Hit@1 Hit@10
RE-NET 39.86 30.11 58.21 43.67 33.55 62.72 29.78 19.73 48.46 19.55 12.38 34.00
RE-GCN 42.00 31.63 61.65 48.03 37.33 68.51 32.62 22.39 52.68 19.69 12.46 33.81
TANGO 19.66 12.50 33.55 42.86 32.72 62.34 28.97 19.51 47.51 19.66 12.50 33.55
TITer 41.73 32.74 58.44 47.60 38.29 64.86 28.44 20.06 44.33 18.19 11.52 31.00
xERTE 40.79 32.70 57.30 46.62 37.84 63.92 29.31 21.03 46.48 19.45 11.92 34.18
TiRGN 43.81 33.49 63.50 49.84 39.07 70.11 33.58 23.10 54.20 21.67 13.63 37.60
CEN 42.20 32.08 61.31 - - - 31.50 21.70 50.59 - - -
Tlogic 43.04 33.56 61.23 46.97 36.21 67.43 29.82 20.54 48.53 - - -
TECHS 43.88 34.59 61.95 48.38 38.34 68.92 30.85 21.81 49.82 - - -
CENET 41.30 32.58 58.22 47.13 37.25 67.61 29.65 19.98 48.23 19.73 12.04 34.98
DaeMon - - - - - - 31.85 22.67 49.80 20.73 13.65 34.23
RPC 44.55 34.87 65.08 51.14 39.47 71.75 34.91 24.34 55.89 22.41 14.42 38.33
L2TKG ∗ 45.89 34.63 68.47 52.42 40.09 75.86 31.63 21.17 53.01 20.16 12.49 35.83
HGLS † 47.11 35.87 70.61 47.17 36.83 68.89 30.18 20.63 50.23 19.87 12.19 35.43
RETIA † 46.20 35.39 68.70 52.29 40.33 74.18 34.86 24.10 56.96 - - -
DiffuTKG 48.51 36.41 72.75 52.69 40.35 75.97 36.72 25.73 57.81 25.08 16.25 42.34

Table 2: Performance of DiffuTKG, L2TKG, RETIA,
CEN, and RE-GCN on predicting unseen events in terms
of MRR and Hit@1 (%).

ICEWS14 ICEWS18
Models

MRR Hit@1 MRR Hit@1
RE-GCN 23.26 13.91 15.08 7.09
CEN 22.06 13.28 15.41 8.20
RETIA 24.17 14.67 16.62 9.08
L2TKG 23.88 14.35 16.48 8.84
DiffuTKG 25.22 15.23 18.93 10.76

that do not appear in the historical TKGs. The pro-386

portions of unseen events in the ICEWS datasets387

are presented in Table 4. We select four significant388

methods as comparative models, namely RE-GCN,389

CEN, RETIA, and L2TKG. The results presented390

in Table 2 indicate that DiffuTKG outperforms the391

baseline models. In comparison with other models,392

such as the SOTA model RETIA, our metrics have393

seen substantial relative improvements of 13.90%394

and 18.50% in ICEWS18. It’s worth noting that395

the ICEW18 dataset contains a high proportion of396

unseen events (49.57%), indicating a high degree397

of sparsity in the occurrences of future events. It is398

evident that our network adeptly captures the uncer-399

tainty of event trends, especially in situations where400

uncertainty is pervasive within sparse datasets.401

3.6 Ablation Studies 402

To verify the effectiveness of each module in Dif- 403

fuTKG, ablation studies are carried out in Table 404

3. The first variant version "w/o Er" remove the 405

relation embedding in fθ. "w/o E∆t" means we 406

remove the the embedding of time intervals in fθ. 407

"w/o Luncertainty" removes the uncertainty loss. 408

And "Lrecon as MSE" replaces the cross-entropy 409

loss with the form of Mean Squared Error (MSE) 410

for the reconstruction loss. We have the follow- 411

ing observations: (1) the MRR values of "w/o Er" 412

and "w/o E∆t" are much lower than that of Dif- 413

fuTKG, which verifies the necessity of injecting 414

temporal evolution and relation dependence into 415

the denoising process; (2) "w/o Luncertainty" fails 416

to leverage the complete generalized knowledge 417

from the reconstruction representation, resulting in 418

an overfitting issue. This leads to a relatively signif- 419

icant drop in reasoning performance, particularly 420

on smaller datasets such as ICEWS14; (3) As antic- 421

ipated, the model’s reconstruction ability, trained 422

through "Lrecon as MSE", is unstable and adversely 423

affects performance across the four datasets. 424

3.7 Sensitivity Analysis 425

We run our model with different important hyper- 426

parameters to explore weight impacts. 427

Figure 3 shows the changes in the performance 428

of models with different lengths of the event se- 429

quence n, where small values would lead to great 430
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Table 3: Ablation studies on all datasets in terms of
MRR (%) with time-filter metrics.

Model ICEWS14 ICEWS18 ICEWS05-15 GDELT
w/o Er 31.78 20.94 35.74 14.33
w/o E∆t 32.65 20.22 34.40 17.67
w/o Luncertainty 44.01 34.58 48.91 23.01
Lrecon as MSE 39.87 27.89 46.78 15.91
DiffuTKG 48.51 36.71 52.69 25.08

Figure 3: Performance of L2TKG under different length
of the event sequence n in terms of MRR (%).

performance decline. This is because fewer his-431

torical events lead to providing insufficient super-432

vision signals for prediction, respectively. Never-433

theless, an excessively long sequence of historical434

events can also result in information redundancy,435

thus limiting performance gains. So n is set to 64436

for achieving optimal performance.437

Different noise scales for the diffusion forward438

process are compared in Figure 4. As the noise439

scale increases, the performance first rises com-440

pared to training without noise (s = 0), verifying441

the effectiveness of denoising training. Further-442

more, enlarging noise scales does not degrade per-443

formance, as the forward process only corrupts the444

target object and effectively retains event patterns445

in historical event sequences. Therefore, we can446

set δ ≥ 20, such as 50, to achieve satisfactory447

performance for all datasets.448

Figure 5 demonstrates the impact of different449

temperature coefficients τ in Luncertainty. Setting450

the coefficient to a moderate value, generally 0.5,451

tends to yield the best result. It is worth noting that452

a smaller τ results in DiffuTKG placing more em-453

phasis on events that are challenging to distinguish.454

Thus, carefully mining hard unseen events consid-455

erately prove functional for extrapolation reasoning456

on TKGs.457

Figure 6 demonstrates that the model achieves458

optimal performance when λ is set to 2. Exces-459

sive or insufficient values for the hyperparameter460

can result in an imbalance of posterior and prior461

knowledge, leading to suboptimal results.462

Figure 4: Performance of L2TKG under different noise
scale δ in terms of MRR (%).

Figure 5: Performance of DiffuTKG under different
temperature coefficient τ in terms of MRR (%).

3.8 Inference Efficiency 463

To investigate the efficiency of our proposed model, 464

we compare DiffuTKG with RETIA, xERTE, 465

TiRCN and L2TKG in terms of inference time on 466

the test set. Figure 7 illustrates that DiffuTKG is 467

faster than other models. We attribute this to the 468

fact that the model mainly consists of two linear 469

attention layers, resulting in lower computational 470

complexity. However, other models tend to be more 471

time-consuming due to the inability to parallelize 472

many computations, especially in RETIA. In sum- 473

mary, DiffuTKG ensures a significant improvement 474

in time efficiency while delivering excellent extrap- 475

olation performance. 476

4 Related Work 477

4.1 TKG reasoning 478

TKG reasoning aims to predict facts in future 479

events based on a sequence of observed historical 480

facts. This task typically operates under two main 481

scenarios: interpolation and extrapolation. In this 482

work, our focus is primarily on the extrapolation as- 483

pect. Recently, The embedding-based approaches 484

leverage temporal patterns (Jin et al., 2020; Li et al., 485

2021b) or structural information (Han et al., 2021b; 486

Li et al., 2022d) to enhance prediction results. CEN 487

(Li et al., 2022c) captures structure-variability evo- 488

lutional patterns by a length-aware CNN. L2TKG 489

7



Figure 6: Performance of DiffuTKG under different λ
values in terms of MRR (%).

Figure 7: Runtime (seconds) comparison to some base-
lines. For ease of comparison, RETIA’s inference times
for ICEWS18 and ICEWS05-15 are scaled to one-fifth
for comparison, while RETIA’s data for GDELT is omit-
ted as it is not applicable.

(Zhang et al., 2023a) exploits the intra-time rela-490

tions between co-occurring entities and inter-time491

relations between entities that appear at different492

times. PRC (Liang et al., 2023b) further models the493

relational correlations in the intra-time information494

and periodic patterns in the inter-time interactions495

via two novel correspondence units. Considering496

the long-term dependencies among entities and re-497

lations, some works model the event time (Park498

et al., 2022b) and the long- and short-term entity499

and relation representations (Zhang et al., 2023b).500

DaeMon (Dong et al., 2023) and RETIA (Liu et al.,501

2023) focus on modeling the relation feature to502

adaptively capture the structure and temporal in-503

formation. Some TKG reasoning methods lever-504

age reward functions to enhance prediction results,505

such as the time-shaped reward (Sun et al., 2021)506

and beam-level reward (Li et al., 2021a). Ruled-507

base methods also are choices for TKG reason-508

ing (Omran et al., 2019; Lin et al., 2023). Tlogic509

(Liu et al., 2022b) proposes a symbolic framework510

based on temporal logical rules extracted via tem-511

poral random walks. However, all of the afore-512

mentioned architectures overlook the uncertainty513

of future events, which is particularly common in 514

events that occur rarely or never occur. 515

To tackle the above issues, DiffuTKG centers on 516

a novel modeling paradigm from the perspective 517

of sequence denoising generation. DiffuTKG is 518

the first one to explore the utilization of the diffu- 519

sion model on TKG reasoning, which infers future 520

events from uncertainty in Gaussian noise. 521

4.2 Diffusion models on Discrete Data 522

Diffusion models (DMs) Sohl-Dickstein et al. 523

(2015); Ho et al. (2020) have recently demonstrated 524

the ability for high-quality generation across var- 525

ious domains, including image generation (Rom- 526

bach et al., 2022; Ruiz et al., 2023) and audio gen- 527

eration (Borsos et al., 2023). Some efforts have 528

sought to extend the applicability of continuous 529

diffusion models into discrete spaces. Notably, 530

Diffusion-LM (Li et al., 2022a) pioneers the adap- 531

tation of continuous diffusion models for text, in- 532

corporating an embedding step, a rounding step, 533

and a dedicated training objective for embedding 534

learning. Building upon this, DiffuSeq (Gong et al., 535

2022) introduces partial noise during the forward 536

process, tailored for sequence-to-sequence tasks. 537

Additionally, DiffusionNER (Shen et al., 2023) 538

frames named entity recognition as a boundary- 539

denoising diffusion process, effectively generating 540

named entities from noisy spans. Despite the no- 541

table success of DMs in various domains, their 542

application to TKG reasoning remains unexplored. 543

5 Conclusion 544

In this study, We introduce DiffuTKG, a novel 545

paradigm that reconceptualizes TKG reasoning as a 546

denoising diffusion process, tailored to address the 547

inherent uncertainties within future facts. During 548

the denoising training phase, we initiate the pro- 549

cess by generating embeddings from historical data 550

as conditional inputs. Following this, we methodi- 551

cally introduce Gaussian noise to the target entities, 552

reflecting the uncertainty of future facts, and utilize 553

a conditional denoising decoder for their accurate 554

reconstruction. In addition to reconstruction loss, 555

we incorporate an auxiliary loss aimed at reducing 556

prediction biases, particularly those arising from an 557

overemphasis on historically frequent scenarios at 558

the expense of rare or previously unseen facts. Our 559

empirical evaluations across various benchmark 560

datasets confirm DiffuTKG’s superior performance 561

and efficiency in inference. 562

8



Acknowledgements563

We would like to thank the anonymous reviewers564

for their helpful discussion and feedback. This565

work is supported by (ANONYMIZED FOR DOU-566

BLE BLIND REVIEW).567

Limitations568

In this section, we discuss the limitations of Dif-569

fuTKG. First, to maintain a simplified model, we570

opted not to increase complexity and directly in-571

put all historical events into the model without ap-572

plying correlation-based filtering. However, this573

approach inevitably results in the inclusion of re-574

dundant information. Second, while the effective-575

ness of uncertainty loss has been demonstrated, the576

method of calculating the score has not been ex-577

plored in depth, except for using simple nonlinear578

MLPs.579

Ethics Statement580

To ensure ethical considerations, we will provide a581

detailed description as follows:582

1. All of the datasets used are collected and an-583

notated in previous studies. The use of these584

datasets in our work does not involve any in-585

teraction or collection of individual privacy586

data.587

2. Our work focuses on methodology studies and588

experiments. The results and models in our589

paper will not be used to harm or deceive any590

individuals or groups.591

3. There are no potential conflicts of interest or592

ethical issues regarding financial support in593

the sponsors and funds of our research work.594

References595

Zalán Borsos, Raphaël Marinier, Damien Vincent, Eu-596
gene Kharitonov, Olivier Pietquin, Matt Sharifi,597
Dominik Roblek, Olivier Teboul, David Grangier,598
Marco Tagliasacchi, and Neil Zeghidour. 2023. Au-599
diolm: A language modeling approach to audio gen-600
eration. IEEE/ACM Transactions on Audio, Speech,601
and Language Processing, 31:2523–2533.602

Elizabeth Boschee, Jennifer Lautenschlager, Sean603
O’Brien, Steve Shellman, James Starz, and Michael604
Ward. 2015. ICEWS Coded Event Data.605

Melisachew Wudage Chekol, Giuseppe Pirrò, Joerg 606
Schoenfisch, and Heiner Stuckenschmidt. 2017. Mar- 607
rying uncertainty and time in knowledge graphs. In 608
Proceedings of the Thirty-First AAAI Conference on 609
Artificial Intelligence, volume 31 of AAAI’17, page 610
88–94. AAAI Press. 611

Xuelu Chen, Muhao Chen, Weijia Shi, Yizhou Sun, and 612
Carlo Zaniolo. 2019. Embedding uncertain knowl- 613
edge graphs. In Proceedings of the AAAI conference 614
on artificial intelligence, volume 33, pages 3363– 615
3370. 616

Tim Dettmers, Minervini Pasquale, Stenetorp Pontus, 617
and Sebastian Riedel. 2018. Convolutional 2d knowl- 618
edge graph embeddings. In Proceedings of the 32th 619
AAAI Conference on Artificial Intelligence, pages 620
1811–1818. 621

Sander Dieleman, Laurent Sartran, Arman Roshan- 622
nai, Nikolay Savinov, Yaroslav Ganin, Pierre H 623
Richemond, Arnaud Doucet, Robin Strudel, Chris 624
Dyer, Conor Durkan, et al. 2022. Continuous 625
diffusion for categorical data. arXiv preprint 626
arXiv:2211.15089. 627

Hao Dong, Zhiyuan Ning, Pengyang Wang, Ziyue Qiao, 628
Pengfei Wang, Yuanchun Zhou, and Yanjie Fu. 2023. 629
Adaptive path-memory network for temporal knowl- 630
edge graph reasoning. In Proceedings of the Thirty- 631
Second International Joint Conference on Artificial 632
Intelligence, IJCAI-23, pages 2086–2094, Macao, 633
China. International Joint Conferences on Artificial 634
Intelligence Organization. Main Track. 635

Shansan Gong, Mukai Li, Jiangtao Feng, Zhiyong Wu, 636
and Lingpeng Kong. 2022. Diffuseq: Sequence to 637
sequence text generation with diffusion models. In 638
The Eleventh International Conference on Learning 639
Representations, pages 1–20, Kigali, Rwanda. 640

Zhen Han, Peng Chen, Yunpu Ma, and Volker Tresp. 641
2021a. Explainable subgraph reasoning for forecast- 642
ing on temporal knowledge graphs. In International 643
Conference on Learning Representations, pages 1– 644
24. 645

Zhen Han, Zifeng Ding, Yunpu Ma, Yujia Gu, and 646
Volker Tresp. 2021b. Learning neural ordinary equa- 647
tions for forecasting future links on temporal knowl- 648
edge graphs. In Proceedings of the 2021 Conference 649
on Empirical Methods in Natural Language Process- 650
ing, pages 8352–8364, Online and Punta Cana, Do- 651
minican Republic. Association for Computational 652
Linguistics. 653

Jonathan Ho, Ajay Jain, and Pieter Abbeel. 2020. De- 654
noising diffusion probabilistic models. In Advances 655
in neural information processing systems, volume 33, 656
pages 6840–6851, Online. 657

Shaoxiong Ji, Shirui Pan, Erik Cambria, Pekka Martti- 658
nen, and S Yu Philip. 2021. A survey on knowledge 659
graphs: Representation, acquisition, and applications. 660
IEEE transactions on neural networks and learning 661
systems, 33(2):494–514. 662

9

https://doi.org/10.1109/TASLP.2023.3288409
https://doi.org/10.1109/TASLP.2023.3288409
https://doi.org/10.1109/TASLP.2023.3288409
https://doi.org/10.1109/TASLP.2023.3288409
https://doi.org/10.1109/TASLP.2023.3288409
https://doi.org/10.7910/DVN/28075
https://doi.org/10.1609/aaai.v33i01.33013363
https://doi.org/10.1609/aaai.v33i01.33013363
https://doi.org/10.1609/aaai.v33i01.33013363
https://arxiv.org/abs/1707.01476
https://arxiv.org/abs/1707.01476
https://arxiv.org/abs/1707.01476
https://doi.org/10.24963/ijcai.2023/232
https://doi.org/10.24963/ijcai.2023/232
https://doi.org/10.24963/ijcai.2023/232
https://arxiv.org/abs/2210.08933
https://arxiv.org/abs/2210.08933
https://arxiv.org/abs/2210.08933
https://openreview.net/forum?id=pGIHq1m7PU
https://openreview.net/forum?id=pGIHq1m7PU
https://openreview.net/forum?id=pGIHq1m7PU
https://doi.org/10.18653/v1/2021.emnlp-main.658
https://doi.org/10.18653/v1/2021.emnlp-main.658
https://doi.org/10.18653/v1/2021.emnlp-main.658
https://doi.org/10.18653/v1/2021.emnlp-main.658
https://doi.org/10.18653/v1/2021.emnlp-main.658


Woojeong Jin, Meng Qu, Xisen Jin, and Xiang Ren.663
2020. Recurrent event network: Autoregressive struc-664
ture inferenceover temporal knowledge graphs. In665
Proceedings of the 2020 Conference on Empirical666
Methods in Natural Language Processing (EMNLP),667
pages 6669–6683, Online. Association for Computa-668
tional Linguistics.669

Seyed Mehran Kazemi and David Poole. 2018. Simple670
embedding for link prediction in knowledge graphs.671
In Advances in Neural Information Processing Sys-672
tems, volume 31. Curran Associates, Inc.673

Kalev Leetaru and Philip A. Schrodt. 2013. Gdelt:674
Global data on events, location, and tone. ISA Annual675
Convention, 2:1–49.676

Xiang Li, John Thickstun, Ishaan Gulrajani, Percy S677
Liang, and Tatsunori B Hashimoto. 2022a. Diffusion-678
lm improves controllable text generation. In Ad-679
vances in Neural Information Processing Systems,680
volume 35, pages 4328–4343, New Orleans, USA.681
Curran Associates, Inc.682

Yujia Li, Shiliang Sun, and Jing Zhao. 2022b. Tirgn:683
Time-guided recurrent graph network with local-684
global historical patterns for temporal knowledge685
graph reasoning. In Proceedings of the Thirty-First686
International Joint Conference on Artificial Intelli-687
gence, IJCAI 2022, Vienna, Austria, 23-29 July 2022,688
pages 2152–2158.689

Zixuan Li, Saiping Guan, Xiaolong Jin, Weihua Peng,690
Yajuan Lyu, Yong Zhu, Long Bai, Wei Li, Jiafeng691
Guo, and Xueqi Cheng. 2022c. Complex evolutional692
pattern learning for temporal knowledge graph rea-693
soning. In Proceedings of the 60th Annual Meet-694
ing of the Association for Computational Linguistics695
(Volume 2: Short Papers), pages 290–296, Dublin,696
Ireland. Association for Computational Linguistics.697

Zixuan Li, Zhongni Hou, Saiping Guan, Xiaolong Jin,698
Weihua Peng, Long Bai, Yajuan Lyu, Wei Li, Ji-699
afeng Guo, and Xueqi Cheng. 2022d. HiSMatch:700
Historical structure matching based temporal knowl-701
edge graph reasoning. In Findings of the Association702
for Computational Linguistics: EMNLP 2022, pages703
7328–7338, Abu Dhabi, United Arab Emirates. As-704
sociation for Computational Linguistics.705

Zixuan Li, Xiaolong Jin, Saiping Guan, Wei Li, Jiafeng706
Guo, Yuanzhuo Wang, and Xueqi Cheng. 2021a.707
Search from history and reason for future: Two-stage708
reasoning on temporal knowledge graphs. In Pro-709
ceedings of the 59th Annual Meeting of the Associa-710
tion for Computational Linguistics and the 11th Inter-711
national Joint Conference on Natural Language Pro-712
cessing (Volume 1: Long Papers), pages 4732–4743,713
Online. Association for Computational Linguistics.714

Zixuan Li, Xiaolong Jin, Wei Li, Saiping Guan, Jiafeng715
Guo, Huawei Shen, Yuanzhuo Wang, and Xueqi716
Cheng. 2021b. Temporal knowledge graph reason-717
ing based on evolutional representation learning. In718
Proceedings of the 44th International ACM SIGIR719

Conference on Research and Development in Infor- 720
mation Retrieval, SIGIR ’21, page 408–417, New 721
York, NY, USA. Association for Computing Machin- 722
ery. 723

Ke Liang, Lingyuan Meng, Meng Liu, Yue Liu, Wenx- 724
uan Tu, Siwei Wang, Sihang Zhou, and Xinwang 725
Liu. 2023a. Learn from relational correlations and 726
periodic events for temporal knowledge graph reason- 727
ing. In Proceedings of the 46th International ACM 728
SIGIR Conference on Research and Development in 729
Information Retrieval, SIGIR ’23, page 1559–1568, 730
New York, NY, USA. Association for Computing 731
Machinery. 732

Ke Liang, Lingyuan Meng, Meng Liu, Yue Liu, Wenx- 733
uan Tu, Siwei Wang, Sihang Zhou, and Xinwang 734
Liu. 2023b. Learn from relational correlations and 735
periodic events for temporal knowledge graph reason- 736
ing. In Proceedings of the 46th International ACM 737
SIGIR Conference on Research and Development in 738
Information Retrieval, SIGIR ’23, page 1559–1568, 739
New York, NY, USA. Association for Computing 740
Machinery. 741

Qika Lin, Jun Liu, Rui Mao, Fangzhi Xu, and Erik 742
Cambria. 2023. TECHS: Temporal logical graph net- 743
works for explainable extrapolation reasoning. In 744
Proceedings of the 61st Annual Meeting of the As- 745
sociation for Computational Linguistics (Volume 1: 746
Long Papers), pages 1281–1293, Toronto, Canada. 747
Association for Computational Linguistics. 748

Kangzheng Liu, Feng Zhao, Guandong Xu, Xianzhi 749
Wang, and Hai Jin. 2022a. Temporal knowledge 750
graph reasoning via time-distributed representation 751
learning. In 2022 IEEE International Conference on 752
Data Mining (ICDM), pages 279–288. 753

Kangzheng Liu, Feng Zhao, Guandong Xu, Xianzhi 754
Wang, and Hai Jin. 2023. RETIA: relation-entity 755
twin-interact aggregation for temporal knowledge 756
graph extrapolation. In 39th IEEE International Con- 757
ference on Data Engineering, ICDE 2023, Anaheim, 758
CA, USA, April 3-7, 2023, pages 1761–1774. IEEE. 759

Weitang Liu, Xiaoyun Wang, John Owens, and Yixuan 760
Li. 2020. Energy-based out-of-distribution detection. 761
In Advances in neural information processing sys- 762
tems, volume 33, pages 21464–21475, Vancouver, 763
Canada. 764

Yushan Liu, Yunpu Ma, Marcel Hildebrandt, Mitchell 765
Joblin, and Volker Tresp. 2022b. Tlogic: Temporal 766
logical rules for explainable link forecasting on tem- 767
poral knowledge graphs. In Proceedings of the AAAI 768
Conference on Artificial Intelligence, volume 36, 769
pages 4120–4127, Vancouver, Canada. 770

Haokai Ma, Ruobing Xie, Lei Meng, Xin Chen, 771
Xu Zhang, Leyu Lin, and Zhanhui Kang. 2024. Plug- 772
in diffusion model for sequential recommendation. 773
In Proceedings of the AAAI Conference on Artificial 774
Intelligence, Vancouver, Canada. 775

10

https://doi.org/10.18653/v1/2020.emnlp-main.541
https://doi.org/10.18653/v1/2020.emnlp-main.541
https://doi.org/10.18653/v1/2020.emnlp-main.541
https://proceedings.neurips.cc/paper_files/paper/2018/file/b2ab001909a8a6f04b51920306046ce5-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2018/file/b2ab001909a8a6f04b51920306046ce5-Paper.pdf
https://proceedings.neurips.cc/paper_files/paper/2018/file/b2ab001909a8a6f04b51920306046ce5-Paper.pdf
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.686.6605
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.686.6605
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.686.6605
https://proceedings.neurips.cc/paper_files/paper/2022/file/1be5bc25d50895ee656b8c2d9eb89d6a-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/1be5bc25d50895ee656b8c2d9eb89d6a-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/1be5bc25d50895ee656b8c2d9eb89d6a-Paper-Conference.pdf
https://doi.org/10.18653/v1/2022.acl-short.32
https://doi.org/10.18653/v1/2022.acl-short.32
https://doi.org/10.18653/v1/2022.acl-short.32
https://doi.org/10.18653/v1/2022.acl-short.32
https://doi.org/10.18653/v1/2022.acl-short.32
https://aclanthology.org/2022.findings-emnlp.542
https://aclanthology.org/2022.findings-emnlp.542
https://aclanthology.org/2022.findings-emnlp.542
https://aclanthology.org/2022.findings-emnlp.542
https://aclanthology.org/2022.findings-emnlp.542
https://doi.org/10.18653/v1/2021.acl-long.365
https://doi.org/10.18653/v1/2021.acl-long.365
https://doi.org/10.18653/v1/2021.acl-long.365
https://doi.org/10.1145/3404835.3462963
https://doi.org/10.1145/3404835.3462963
https://doi.org/10.1145/3404835.3462963
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.1145/3539618.3591711
https://doi.org/10.18653/v1/2023.acl-long.71
https://doi.org/10.18653/v1/2023.acl-long.71
https://doi.org/10.18653/v1/2023.acl-long.71
https://doi.org/10.1109/ICDM54844.2022.00038
https://doi.org/10.1109/ICDM54844.2022.00038
https://doi.org/10.1109/ICDM54844.2022.00038
https://doi.org/10.1109/ICDM54844.2022.00038
https://doi.org/10.1109/ICDM54844.2022.00038
https://doi.org/10.1109/ICDE55515.2023.00138
https://doi.org/10.1109/ICDE55515.2023.00138
https://doi.org/10.1109/ICDE55515.2023.00138
https://doi.org/10.1109/ICDE55515.2023.00138
https://doi.org/10.1109/ICDE55515.2023.00138
https://doi.org/10.1609/aaai.v36i4.20330
https://doi.org/10.1609/aaai.v36i4.20330
https://doi.org/10.1609/aaai.v36i4.20330
https://doi.org/10.1609/aaai.v36i4.20330
https://doi.org/10.1609/aaai.v36i4.20330


Rabeeh Karimi Mahabadi, Jaesung Tae, Hamish Ivi-776
son, James Henderson, Iz Beltagy, Matthew E Pe-777
ters, and Arman Cohan. 2023. Tess: Text-to-text778
self-conditioned simplex diffusion. arXiv preprint779
arXiv:2305.08379.780

Pouya Ghiasnezhad Omran, Kewen Wang, and Zhe781
Wang. 2019. Learning temporal rules from knowl-782
edge graph streams. In AAAI Spring Symposium783
Combining Machine Learning with Knowledge Engi-784
neering.785

Namyong Park, Fuchen Liu, Purvanshi Mehta, Dana786
Cristofor, Christos Faloutsos, and Yuxiao Dong.787
2022a. Evokg: Jointly modeling event time and788
network structure for reasoning over temporal knowl-789
edge graphs. In Proceedings of the Fifteenth ACM790
International Conference on Web Search and Data791
Mining, WSDM ’22, page 794–803, New York, NY,792
USA. Association for Computing Machinery.793

Namyong Park, Fuchen Liu, Purvanshi Mehta, Dana794
Cristofor, Christos Faloutsos, and Yuxiao Dong.795
2022b. Evokg: Jointly modeling event time and796
network structure for reasoning over temporal knowl-797
edge graphs. In Proceedings of the Fifteenth ACM798
International Conference on Web Search and Data799
Mining, WSDM ’22, page 794–803, New York, NY,800
USA. Association for Computing Machinery.801

Robin Rombach, Andreas Blattmann, Dominik Lorenz,802
Patrick Esser, and Björn Ommer. 2022. High-803
resolution image synthesis with latent diffusion mod-804
els. In Proceedings of the IEEE/CVF Conference on805
Computer Vision and Pattern Recognition (CVPR),806
pages 10684–10695, New Orleans, USA.807

Nataniel Ruiz, Yuanzhen Li, Varun Jampani, Yael808
Pritch, Michael Rubinstein, and Kfir Aberman. 2023.809
Dreambooth: Fine tuning text-to-image diffusion810
models for subject-driven generation. In Proceed-811
ings of the IEEE/CVF Conference on Computer Vi-812
sion and Pattern Recognition, pages 22500–22510,813
Vancouver , Canada.814

Yongliang Shen, Kaitao Song, Xu Tan, Dongsheng Li,815
Weiming Lu, and Yueting Zhuang. 2023. Diffusion-816
NER: Boundary diffusion for named entity recogni-817
tion. In Proceedings of the 61st Annual Meeting of818
the Association for Computational Linguistics (Vol-819
ume 1: Long Papers), pages 3875–3890, Toronto,820
Canada. Association for Computational Linguistics.821

Jascha Sohl-Dickstein, Eric Weiss, Niru Mah-822
eswaranathan, and Surya Ganguli. 2015. Deep un-823
supervised learning using nonequilibrium thermody-824
namics. In Proceedings of the 32nd International825
Conference on Machine Learning, volume 37 of Pro-826
ceedings of Machine Learning Research, pages 2256–827
2265, Lille, France. PMLR.828

Haohai Sun, Jialun Zhong, Yunpu Ma, Zhen Han, and829
Kun He. 2021. TimeTraveler: Reinforcement learn-830
ing for temporal knowledge graph forecasting. In831
Proceedings of the 2021 Conference on Empirical832

Methods in Natural Language Processing, pages 833
8306–8319, Online and Punta Cana, Dominican Re- 834
public. Association for Computational Linguistics. 835

Rakshit Trivedi, Hanjun Dai, Yichen Wang, and 836
Le Song. 2017. Know-evolve: deep temporal rea- 837
soning for dynamic knowledge graphs. In Proceed- 838
ings of the 34th International Conference on Machine 839
Learning - Volume 70, ICML’17, page 3462–3471. 840
JMLR. 841

Yi Xu, Junjie Ou, Hui Xu, and Luoyi Fu. 2023. Tem- 842
poral knowledge graph reasoning with historical con- 843
trastive learning. Proceedings of the AAAI Confer- 844
ence on Artificial Intelligence, 37(4):4765–4773. 845

Shekoufeh Gorgi Zadeh and Matthias Schmid. 2021. 846
Bias in cross-entropy-based training of deep survival 847
networks. IEEE Transactions on Pattern Analysis 848
and Machine Intelligence, 43(9):3126–3137. 849

Mengqi Zhang, Yuwei Xia, Qiang Liu, Shu Wu, and 850
Liang Wang. 2023a. Learning latent relations for 851
temporal knowledge graph reasoning. In Proceed- 852
ings of the 61st Annual Meeting of the Association for 853
Computational Linguistics (Volume 1: Long Papers), 854
pages 12617–12631, Toronto, Canada. Association 855
for Computational Linguistics. 856

Mengqi Zhang, Yuwei Xia, Qiang Liu, Shu Wu, and 857
Liang Wang. 2023b. Learning long- and short-term 858
representations for temporal knowledge graph rea- 859
soning. In Proceedings of the ACM Web Conference 860
2023, WWW ’23, page 2412–2422, New York, NY, 861
USA. Association for Computing Machinery. 862

11

https://api.semanticscholar.org/CorpusID:135466806
https://api.semanticscholar.org/CorpusID:135466806
https://api.semanticscholar.org/CorpusID:135466806
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.1145/3488560.3498451
https://doi.org/10.18653/v1/2023.acl-long.215
https://doi.org/10.18653/v1/2023.acl-long.215
https://doi.org/10.18653/v1/2023.acl-long.215
https://doi.org/10.18653/v1/2023.acl-long.215
https://doi.org/10.18653/v1/2023.acl-long.215
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://proceedings.mlr.press/v37/sohl-dickstein15.html
https://doi.org/10.18653/v1/2021.emnlp-main.655
https://doi.org/10.18653/v1/2021.emnlp-main.655
https://doi.org/10.18653/v1/2021.emnlp-main.655
https://doi.org/10.1609/aaai.v37i4.25601
https://doi.org/10.1609/aaai.v37i4.25601
https://doi.org/10.1609/aaai.v37i4.25601
https://doi.org/10.1609/aaai.v37i4.25601
https://doi.org/10.1609/aaai.v37i4.25601
https://doi.org/10.1109/TPAMI.2020.2979450
https://doi.org/10.1109/TPAMI.2020.2979450
https://doi.org/10.1109/TPAMI.2020.2979450
https://doi.org/10.18653/v1/2023.acl-long.705
https://doi.org/10.18653/v1/2023.acl-long.705
https://doi.org/10.18653/v1/2023.acl-long.705
https://doi.org/10.1145/3543507.3583242
https://doi.org/10.1145/3543507.3583242
https://doi.org/10.1145/3543507.3583242
https://doi.org/10.1145/3543507.3583242
https://doi.org/10.1145/3543507.3583242


A Diffusion Models for Discrete Data863

The continuous diffusion model (DM) is a prob-864

abilistic model containing two Markov chains,865

mainly consisting of forward and reverse processes,866

which diffuse the data with pre-defined noise and867

reconstruct the desired sample from the noise (Ho868

et al., 2020). In this article, we center on DMs869

tailored for discrete data (Li et al., 2022a; Gong870

et al., 2022).871

For the forward diffusion process of discrete872

data w, an embedding step first transforms w into873

a continuous embedding x0 ∈ Rd, parametrized874

by q(x0|w) = N (x0,Emb(w), β0I). In addition,875

Emb(w) ∈ Rd is an embedding function that maps876

each word to a vector in Rd. Then the diffusion pro-877

cess corrupts x0 to obtain the latent variables x1:T878

by gradually adding noise in T steps, where xT is879

a standard Gaussian noise. The forward transition880

xt−1 → xt can be attained by881

q(xt|xt−1) = N (xt;
√
ᾱtxt−1,

√
1− ᾱtI)

=
√
ᾱtxt−1 +

√
1− ᾱtϵ,

(13)882

where N denotes the Gaussian distribution and883

ϵ ∼ N (0, 1) is a random Gaussian noise. ᾱt =884 ∏t
t′=1 αt′ ∈ (0, 1) controls the noise level at step885

t ∈ {0, 1, . . . , T}.886

The reverse denoising process takes the initial887

state xT to reconstruct the original data x0 by learn-888

ing from a neural network fθ. The process can be889

formulated as890

pθ(xt−1|xt) = N (xt−1;µθ(xt, t); Σθ(xt, t)) (14)891

where µθ(xt, t) and Σθ(xt, t) represent the pre-892

dicted parameterization of the mean and stan-893

dard deviation, respectively, for pθ(xt−1|xt), cal-894

culated by the function fθ(xt, t). Finally, the895

rounding method, parametrized by pθ(w|x0) =896

Softmax(x0), is employed to approximate or897

round the values to discrete representations. The898

corresponding training objective is899

Le2e
simple (w) = E

qϕ(x0:T |w)

[
T∑

t=2

[
∥x0 − fθ (xt, t)∥2

]]
+

E
qϕ(x0:1|w)

[
∥Emb(w)− fθ (x1, 1)∥2 − log pθ (w | x0)

]
.

(15)900

The first expectation is to train the predicted901

model fθ(xt, t) to approximate x0 from time step 2902

to T. Empirically, it can effectively reduce rounding903

errors. The second expectation consists of two904

components: the first component aims to bring the 905

predicted x0, closer to the embedding Emb(w), 906

while the second component focuses on accurately 907

rounding x0 to the text w. 908

B Datasets 909

Followed by Li et al. (2021b)’s work, the data is 910

split into training, validation, and test sets by 8:1:1 911

over the timeline. The detailed statistics of the 912

datasets are presented in Table 4. 913

C Baselines 914

The comparison of TKG reasoning models with 915

our work is presented as follows: 916

RE-NET (Jin et al., 2020) adopts RNN and 917

RGCNs to capture the temporal and structural de- 918

pendencies from entity sequences. 919

RE-GCN (Li et al., 2021b) proposes a novel 920

Recurrent Evolution network based on Graph Con- 921

volution Network (GCN) to learns the evolutional 922

representations of entities and relations at each 923

timestamp by modeling the KG sequence recur- 924

rently 925

TANGO (Han et al., 2021b) proposes a multi- 926

relational GCN to capture structural dependencies 927

on TKGs and learns continuous dynamic repre- 928

sentations using graph neural ordinary differential 929

equations. 930

xERTE (Han et al., 2021a) reasons over query- 931

relevant subgraphs of temporal KGs and jointly 932

models the structural dependencies and the tempo- 933

ral dynamics. 934

TiRGN (Li et al., 2022b) employs a local recur- 935

rent graph encoder network to model the historical 936

dependency of events at adjacent timestamps and 937

utilizes a global history encoder network to gather 938

repeated historical facts. 939

CEN (Li et al., 2022c) adopts a length-aware 940

CNN to learn evolutional patterns of different 941

lengths and explore online training strategy to deal 942

with the problem of time-variability. 943

CENET (Xu et al., 2023) adopts contrastive 944

learning to better guide the fusion of local and 945

global historical information and enhance the abil- 946

ity to resist interference. 947

RETIA (Liu et al., 2023) evolutionally aggre- 948

gates adjacent entity and relation features to pro- 949

duce relation embeddings on a twin hyperrelation 950

subgraph sequence, thus spanning the message- 951

passing gap. 952
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Table 4: Dataset Statistics. |V | and |R| are the number of entity types and relation types. |Ftrain|, | Fvalid | and
| Ftest| are the numbers of fact triplets in training, validation, and test sets. The "Unseen Events" represents the
proportions of queries encountering the dilemma of unseen events in the test set (%).

Datasets |V | |R| |Ftrain| | Fvalid | | Ftest| Unseen Events

ICEWS14 6,869 230 377,430 36,588 28,644 47.63
ICEWS18 23,033 256 973,752 69,827 76.239 49.57
ICEWS05-15 10,094 251 1,430,389 171,518 156,695 31.61
GDELT 7,691 240 1,734,399 238,765 305,241 35.07

HGLS (Zhang et al., 2023b) transforms the TKG953

sequence into a global graph to explicitly associate954

historical entities at different times.955

DaeMon (Dong et al., 2023) adaptively captures956

the temporal path information between query sub-957

ject and object candidates across time by utilizing958

historical structural and temporal characteristics959

while considering the query feature.960

RPC (Liang et al., 2023a) sufficiently mines961

the information underlying the Relational correla-962

tions and Periodic patterns via two novel Corre-963

spondence units.964

L2TKG (Zhang et al., 2023a) exploits the intra-965

time and inter-time latent relations to alleviate the966

problem of missing associations in TKG reasoning.967

CluSTer (Li et al., 2021a) learns a beam search968

policy via reinforcement learning (RL) to induce969

multiple clues from historical facts and adopts a970

GCN-based sequence method to deduce answers971

from clues.972

TITer (Sun et al., 2021) navigates through TKG973

historical snapshots and searches for the temporal974

evidence chain to locate the target object.975

Tlogic (Liu et al., 2022b) generates answers by976

applying rules to observed events before the query977

timestamp and scores the answer candidates relying978

on the rules’ confidences and time differences.979

TECHS (Lin et al., 2023) integrates proposi-980

tional and first-order reasoning in a logical decoder981

to achieve explainability.982

D Implementation Details983

Hyperparameter settings We utilize the Adam984

optimizer with a learning rate set to 0.001 and l2985

regularization set to 1e-5. The number of training986

epochs is set to 100. Besides, the noise scale δ, the987

noise lower bound αmin, the noise upper bound988

αmax are 50,1e-2, respectively, with a total diffu-989

sion step T of 200. The length of historical TKGs990

denoted as L, is set to 64 for all datasets. The hid-991

den size for entities and relations, denoted as h, is 992

fixed at 200 for all datasets. The layer numbers of 993

the transformer encoder are 2 for all datasets. The 994

dropout rate is 0.2 for all datasets. The temperature 995

coefficient τ is set to 0.5 across all datasets, and 996

the scale parameter are searched in 2,3,4 for all 997

datasets. 998

We report a statistically significant improvement 999

(p < 0.05) based on the bootstrap paired t-test in 1000

our experimental results. The computational exper- 1001

iments in Section 3.8 are conducted on NVIDIA 1002

Tesla V100 (32G). Other experiments are con- 1003

ducted on NVIDIA Tesla A100 (80G). 1004

Calculation Method for Frequency Information 1005

For the query (s, r, o, t), we store the event fre- 1006

quency using a sparse matrix MF ∈ Rd·w×d, 1007

where w is the number of relations. Each row is 1008

represented as the vector F = MF (s,r) ∈ Rd, 1009

counting the number of occurrences. The multi- 1010

heat vector F01 is derived by converting F , where 1011

occurrences are recorded as 1, and the rest are set 1012

to 0. 1013
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