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Abstract

Recently, multi-agent frameworks based on001
large language models (LLMs) have been de-002
veloped rapidly. However, datasets to evaluate003
these multi-agent frameworks haven’t been suf-004
ficiently developed. We present Auto-SLURP,005
a dataset designed to evaluate LLM-based006
multi-agent frameworks and assess whether007
they can support smart personal assistants. The008
dataset is derived from the SLURP dataset,009
which is originally created to train and test mod-010
els’ natural language understanding capabili-011
ties. We evaluate the entire end-to-end process012
for smart personal assistants, from language013
understanding to operation execution and also014
response generation, by relabeling the data and015
incorporating simulated servers and external016
services. This benchmark dataset proves suffi-017
ciently challenging to test the state-of-the-art018
multi-agent frameworks. Experiment results019
show that we are still a few steps away from020
achieving a reliable and smart personal assis-021
tant through multi-agent frameworks.022

1 Introduction023

Multi-agent frameworks based on LLMs have been024

developed rapidly in recent years(Li et al., 2023;025

Hong et al., 2024; Wu et al., 2023; Liu et al., 2024),026

enabling agents to communicate in the framework027

and perform various complex tasks. However,028

datasets to evaluate these multi-agent frameworks029

are still insufficient. Qin et al. (2023) introduce a030

tool-use benchmark, ToolBench, while Liu et al.031

(2023) propose a reasoning and decision-making032

benchmark AgentBench. However, these bench-033

marks assess only single aspects of the abilities,034

and they are somewhat simplistic for multi-agent035

frameworks, as they are originally designed for036

LLMs. Abdelnabi et al. (2023), MAgIC(Xu et al.,037

2023), SOTOPIA(Zhou et al., 2024), and LegalA-038

gentBench(Li et al., 2024) propose benchmarks to039

evaluate LLM agents in multi-agent scenarios in040

specific domains such as games, social commu- 041

nications, and Chinese legal contexts. But these 042

benchmarks focus only on the performances of 043

LLM agents, and do not compare the open-source 044

multi-agent frameworks. The need for benchmarks 045

for multi-agent frameworks is urgent. 046

The intelligent personal assistant is one of the 047

goals that humans have long expected from AI(Edu 048

et al., 2020). In this work, we propose a bench- 049

mark, Auto-SLURP, to assess the intelligence of 050

LLM-based multi-agent frameworks in building 051

personal assistants. Auto-SLURP is derived from 052

the existing SLURP dataset(Bastianelli et al., 2020; 053

Liu et al., 2021), a natural language understanding 054

dataset originally created for the development of 055

smart home personal assistants. The Auto-SLURP 056

dataset extends this scope to evaluate the ability to 057

handle end-to-end tasks. We use the queries and 058

intents from the original dataset and re-label the 059

slots to better fit the end-to-end scenario. 060

Specifically, Auto-SLURP is designed to evalu- 061

ate the full process of handling a user’s query, from 062

language understanding to operation execution and, 063

finally, response generation. To enable this, we in- 064

troduce simulated servers and integrate external ser- 065

vices, which are essential for assessing the ability 066

of LLM-based multi-agent frameworks to perform 067

complex, real-world tasks. These components are 068

critical for testing whether the frameworks not only 069

understand a user’s query but also carry out the 070

necessary actions across multiple modules, such as 071

controlling devices, querying APIs, and managing 072

data from various external sources. 073

Furthermore, Auto-SLURP covers a wide range 074

of tasks across various domains, including calendar 075

management, media playback, information search, 076

transportation coordination, and many others. The 077

diversity of the dataset ensures that it serves as a 078

reliable benchmark for evaluating the usability and 079

performance of multi-agent frameworks. Our ex- 080

periment results demonstrate that the Auto-SLURP 081

1



User could you please email john saying i’m on leave
re-labeled original

Intent email_sendemail email_sendemail
Slots to_person: john, content: i’m on leave person : john

Table 1: The example of the annotations.

query Workflow

function call

function call

Program Manager
Agent

Intent Agent

time Time Agent

Location Agent

simulated servers

external services

Url Agent

Request Agent

Figure 1: The workflow defined for the Auto-SLURP dataset.

dataset is sufficiently complex to challenge even082

the most advanced multi-agent frameworks. It also083

highlights that we are still a few steps away from084

achieving a fully reliable and smart personal assis-085

tant through these frameworks.086

2 Related Works087

Qin et al. (2023), Chen et al. (2023c), Zhuang088

et al. (2024), and Ye et al. (2024) provide tool-use089

benchmarks to evaluate the tool-using capabilities090

of LLMs. Liu et al. (2023) propose AgentBench to091

evaluate the reasoning and decision-making abili-092

ties of LLMs. However, these benchmarks focus093

on a single aspect of the abilities of multi-agent094

systems and are somewhat simplistic for evaluating095

complex multi-agent frameworks.096

Abdelnabi et al. (2023), SOTOPIA(Zhou et al.,097

2024), AgentSense(Mou et al., 2024), and Social-098

Bench(Chen et al., 2024) create social environ- 099

ments for artificial agents and evaluate their social 100

intelligence. MAgIC(Xu et al., 2023) proposes sev- 101

eral games, to assess LLM agents in multi-agent 102

scenarios. Li et al. (2024) propose a comprehen- 103

sive benchmark to evaluate agents in the Chinese 104

legal domain. Ma et al. (2024) provide Agent- 105

Board, a benchmark covering a range from embod- 106

ied AI and game agents to web and tool agents. 107

However, these benchmarks focus primarily on the 108

performance of LLM agents, while they are not 109

designed to compare the open-source multi-agent 110

frameworks. 111

3 Dataset Construction 112

3.1 Creation of queries and annotations 113

We make modification to the SLURP dataset, 114

which is collected for the development of smart 115

personal assistants. Personal assistant systems are 116

inherently complex control systems designed to re- 117

spond to a wide variety of user commands. This 118

dataset is initially released for the purpose of natu- 119

ral language understanding(Weld et al., 2022; Yang 120

et al., 2017). The subtasks for natural language 121

understanding in this dataset include intention de- 122

tection and slot filling. In traditional methods, in- 123

tent detection is a classification task, while slot 124

filling is a sequence-to-sequence task. For exam- 125

ple, for the user query "play kari jobe for me", the 126

intent is "play_music", and the slot is "artist_name: 127

kari jobe". In the original dataset, the slots are 128

litimed to the entities mentioned in the utterance, 129

while other crucial information is neglected, which 130

would cause the server to fail to execute the user’s 131

command. 132

To adapt SLURP for our specific use case, we de- 133

cide to use only the queries and their corresponding 134

intents from the original dataset, while re-labeling 135

the slots. Specifically, we add more slots and mod- 136

ify existing ones to cover all the information that 137

needs to be sent to the operating servers. We also 138

ensure that the slots can be generated by LLMs, as 139

LLMs utilize the generation method, rather than the 140

classification method. An example of the modified 141
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CamelAI LangGraph AutoGen AgentLite
acc 0.21 0.32 0.44 0.46

Table 2: The results of the multi-agent frameworks.

CamelAI LangGraph AutoGen AgentLite
intent 54% 34% 68% 69%
time 18% 12% 9% 19%
location - - - 7%
url 14% 13% 43% 19%
manager 9% 53% 13% -
function_call 18% - - -

Table 3: The failure reasons of the frameworks. Because one failure can be caused by multiple reasons, so they do
not sum up to 100%.

samples is shown in Table 1, with our re-labeled142

sample in the middle column, and the original sam-143

ple in the right column.144

The dataset includes a wide range of tasks, from145

simple actions such as setting calendars or playing146

music, to more complex activities such as searching147

for information or managing transportation-related148

commands. We randomly select 1,000 samples149

from the training set and 100 samples from the150

testing set. This subset is considered sufficient for151

training and testing the performance of LLM-based152

multi-agent frameworks based on experimental re-153

sults.154

3.2 Collection of the end servers155

We simulate the execution servers where user com-156

mands can be executed. This simulation allows157

us to verify whether the commands are processed158

and performed correctly, ensuring that the over-159

all system functions as expected. In our training160

set, we have identified 23 distinct domains, and161

for each domain, we build a dedicated server to162

handle the relevant operations. Additionally, for163

certain domains which require further information164

to complete the query, such as search, weather,165

and news, we integrate external services, i.e., third-166

party APIs. Through these API calls, the systems167

can fetch the required information, ensuring that168

the user’s request is handled efficiently and with169

up-to-date content.170

4 Experiments171

4.1 Setup172

We compare several representative LLM-based173

multi-agent frameworks.174

CamelAI (Li et al., 2023) introduces a cooperative 175

multi-agent framework that allows communicative 176

agents to autonomously collaborate toward com- 177

pleting tasks through role-playing. 178

AutoGen (Wu et al., 2023) presents a customiz- 179

able multi-agent conversation framework that can 180

integrate LLMs, humans, and tools. 181

LangGraph (2023) is built on top of LangChain 182

(2022) and provides an easy way to create cyclical 183

graphs, which is particularly useful for creating 184

agent runtimes. 185

AgentLite(Liu et al., 2024) is a lightweight code- 186

base for developing customized LLM agent sys- 187

tems. It enables researchers to easily build proto- 188

type applications, as well as integrate and evaluate 189

new reasoning strategies and agent architectures. 190

For all multi-agent frameworks, we use GPT- 191

4(Achiam et al., 2023) as the LLM. The prompts 192

are created and adjusted during the setup phrase. 193

The temperature is set as 0 to ensure that the LLM’s 194

responses are deterministic and fixed. 195

4.2 Defined workflows 196

We use the multi-agent frameworks to build sys- 197

tems for smart personal assistant. In the system, a 198

program manager agent serves as the orchestration 199

agent; it processes the user’s input query and deter- 200

mines which agent will complete each subtask. We 201

add an intent agent to predict the intent and slots. 202

Additionally, we introduce a time and a location 203

agent to format the time and location parameters, 204

if applicable. If needed, the time agent will also 205

invoke a time function call to provide the current 206

date and time. We adopt a url agent to select the 207

appropriate url from a list of provided urls, and a 208

request agent to execute the tool function call for 209
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USD/query CamelAI LangGraph AutoGen AgentLite
cost 0.52 0.14 0.80 0.55

Table 4: The costs of the frameworks.

the request. The overall process of the system is210

illustrated in Figure 1. The workflows for all the211

multi-agent frameworks are almost the same.212

4.3 Evaluation213

We use the successful execution rate as the eval-214

uation metric, which measures the percentage of215

the queries that are completed successfully by the216

system. This metric assesses the reliability, effi-217

ciency, and ability of the framework to perform the218

intended actions without failure, providing a clear219

indication of its overall effectiveness. Addition-220

ally, we provide an evaluation tool to examine the221

results, allowing us to automatically measure the222

performance of the multi-agent frameworks.223

5 Experiment Results224

5.1 Results analysis225

Table 2 presents the results of the multi-agent226

frameworks. As depicted in Table 2, Came-227

lAI achieves the lowest accuracy score, while228

AgentLite performs the best. CamelAI’s failure can229

be attributed to its difficulty in selecting the right230

tool to execute. The main issue with LangGraph231

is that it only combines the system prompt and all232

the agents’ results into one list as input, without233

any adjustments. The AutoGen framework sepa-234

rates the prompts for the manager agent and the235

subtask agents, which improves operational results.236

The AgentLite framework adopts "think and react"237

methods in the process, which boosts its success238

rate. We also test other frameworks, such as Agent-239

Verse(Chen et al., 2023b) and AutoAgents(Chen240

et al., 2023a), but these frameworks either lack241

a generalized orchestration policy to support this242

scenario or do not provide sufficient information243

for effective implementation. This highlights the244

complexity of designing a multi-agent framework.245

We further calculate the errors caused by each246

agent and the function call part, and the results are247

shown in Table 3. From Table 3, it is clear that the248

main source of failure stems from the intent agent.249

The costs of the frameworks are listed in Table 4.250

As shown, the costs are at the same leval for Came-251

lAI, AutoGen, and AgentLite, but LangGraph has a252

significantly lower cost. We believe this is because253

AutoGen original finetuned
acc 0.40 0.62

Table 5: The funetuning results for AutoGen.

LangGraph only uses the system prompt and all 254

agents’ results as input. Therefore, the cost for each 255

query, ranging from 0.5 to 0.8, is reasonable for an 256

advanced multi-agent framework in this scenario. 257

5.2 Ablation 258

According to our analysis, most of the failures are 259

caused by intent agent. To address this, we fur- 260

ther finetune a model as the intent agent to see 261

if it can improve the performance of multi-agent 262

frameworks. We choose the open-source Llama 263

3 model(AI@Meta, 2024) for finetuning. Specifi- 264

cally, we finetune the LLAMA-3 8B model using 265

the training set and use the finetuned version as 266

the intent agent. We report the results on Auto- 267

Gen framework, and the results are listed in Ta- 268

ble 5. Compared to the framework that uses the 269

original LLAMA-3 8B model, the finetuned ver- 270

sion shows a performance improvement of 55%. 271

This result demonstrates that improving LLMs can 272

significantly enhance the overall performance of 273

multi-agent frameworks. 274

Based on all above analysis, we believe that we 275

are still a few steps away from achieving a fully 276

reliable and smart personal assistant. Moreover, 277

the key factors for a successful multi-agent frame- 278

work include the generalization of orchestration 279

policies, the prompt methods, the reasoning ap- 280

proaches, such as think and react, and the selection 281

of LLMs that suit the scenario. 282

6 Conclusion 283

We present Auto-SLURP, a dataset designed to 284

evaluate LLM-based multi-agent frameworks. We 285

assess the end-to-end execution tasks, not just the 286

nature language understanding tasks. By incorpo- 287

rating simulated servers and external services, we 288

evaluate the capacity of the frameworks to com- 289

plete the entire process. The dataset proves to be 290

sufficiently challenging to test the state-of-the-art 291

multi-agent frameworks. 292
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7 Limitations293

The dataset incorporates simulated servers and ex-294

ternal services, which may not fully mimic the295

behavior of real-world systems. This could result296

in discrepancies between the performance of frame-297

works in the benchmark and their performance in298

live applications.299

Additionally, the dataset’s evaluation is heavily300

reliant on the performance of LLMs. Variations in301

the quality and capabilities of LLMs across differ-302

ent versions could influence the outcomes.303
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