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Abstract
Large Language Models (LLMs) have001
demonstrated impressive capabilities across002
various NLP tasks, but their performance003
in multilingual settings is often underex-004
plored. This study evaluates proprietary and005
open-source LLMs on eight mental health006
datasets of various languages. We compare007
their performance in zero-shot, few-shot,008
and fine-tuned settings against traditional009
methods. Results show that LLMs achieve010
competitive or superior F1 scores across011
several datasets, with fine-tuned models of-012
ten surpassing state-of-the-art results. How-013
ever, performance varies across languages,014
highlighting both the strengths and limita-015
tions of LLMs in this critical application.016
These findings provide actionable insights017
into the application of LLMs for multilin-018
gual mental health text classification.019

1 Introduction020

While LLMs have been transforming research021

in NLP, caution must be exercised when adopt-022

ing these models in sensitive domains such as023

mental health (Hua et al., 2024). Due to the po-024

tential risks and ethical considerations, experts025

are cautious about the integration of LLMs in ap-026

plications in sensitive domains. These concerns027

are further amplified in multilingual settings028

where studies have demonstrated that LLMs029

tend to perform worse when prompted in lan-030

guages other than English (Jin et al., 2024; Rai-031

han et al., 2024a).032

Most mental health datasets are curated from033

social media mining platforms such as Reddit034

and X. A recent survey by Kumar et al. (2024)035

shows that the clear majority of such datasets036

(Mariappan et al., 2024; Turcan and Mckeown,037

2019; Raihan et al., 2024b) are in English. Re-038

cent efforts are being made to curate similar039

resources in other languages such as Arabic 040

(Baghdadi et al., 2022; Helmy et al., 2024), Rus- 041

sian (Narynov et al., 2020), and Thai (Hämäläi- 042

nen et al., 2021). However, none of the afore- 043

mentioned studies evaluate the performance of 044

LLMs on non-English datasets, leaving an im- 045

portant gap in understanding their performance 046

in multilingual mental health settings. 047

A few recent studies explore the performance 048

of LLMs in English mental health datasets. Xu 049

et al. (2024) examines LLMs performance on 050

multiple datasets compared to statistical and 051

traditional encoder-only models (Devlin et al., 052

2019; Alsentzer et al., 2019). Similarly, Kuzmin 053

et al. (2024), Yang et al. (2023), and Wei et al. 054

(2022) investigate LLM performance exploring 055

various prompting strategies. Finally, Yang et al. 056

(2024) presents a fine-tuning approach with the 057

release of MentaLLaMA, a task-specific model 058

for the domain. While these approaches achieve 059

competitive results, they are limited to English, 060

leaving a significant gap in research in other 061

languages. 062

To address this gap, we present the first mul- 063

tilingual evaluation of state-of-the-art LLMs on 064

mental health datasets. We consider mental 065

health datasets in six languages - Arabic, Ben- 066

gali, Spanish, Portuguese, Russian, and Thai - 067

and two tasks, namely depression and suicide 068

ideation detection. We address the following 069

Research Questions (RQs): 070

• RQ1: How does the performance of LLMs 071

compare to previously proposed models (e.g., 072

statistical, neural, BERT-based)? 073

• RQ2: What are the best prompting strategies 074

for LLMs on mental health? 075

• RQ3: What is the impact of instruction fine- 076

tuning on the performance of open-source 077

LLMs? 078
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Dataset Language (ISO code) Mental Disorder Platform Expert Labeling Size

Narynov et al. (2020) Russian (ru) Depression VKontakte Yes 32,018
Hämäläinen et al. (2021) Thai (tha) Depression Blogs Yes 33,436
Boonyarat et al. (2024) Thai (tha) Suicidal Ideation X No 2,400
Uddin et al. (2019) Bengali (ben) Depression X Yes 3,914
de Oliveira et al. (2022) Portuguese (por) Suicidal Ideation X Yes 3,788
Baghdadi et al. (2022) Arabic (ar) Suicidal Ideation X N/A 14,576
Helmy et al. (2024) Arabic (ar) Depression X No 10,000
Valeriano et al. (2020) Spanish (es) Suicidal ideation X N/A 1,068

Table 1: Overview of the eight mental disorder datasets across different languages.

2 Datasets079

For our study, we acquire eight publicly avail-080

able datasets presented in Table 1. The datasets081

include posts in Russian from VKontakte and082

posts in Thai from online blogs that have been083

annotated for depression (Narynov et al., 2020;084

Hämäläinen et al., 2021). Additionally, we ac-085

quire multiple datasets containing data sourced086

from X, annotated for depression in Bengali087

(Uddin et al., 2019) and Arabic (Helmy et al.,088

2024). Furthermore, there are posts from X089

annotated for suicidal ideation in Thai (Boon-090

yarat et al., 2024), Portuguese (de Oliveira et al.,091

2022), Arabic (Baghdadi et al., 2022) and Span-092

ish (Valeriano et al., 2020).093

3 Experiments and Results094

We evaluate a diverse set of LLMs, encompass-095

ing both proprietary and open-source architec-096

tures. Our evaluation includes multiple prompt-097

ing strategies and also fine-tuning open-source098

models to gather better insights.099

3.1 LLMs100

We evaluate seven state-of-the-art LLMs span-101

ning both proprietary and open-source architec-102

tures, as listed in Table 2.103

LLMs OS? Size Ref.

GPT4-omni ✗ – OpenAI
Claude3.5-Sonnet ✗ – Anthropic
Gemini2-Flash ✗ – Team et al.
LLaMA3.2 ✓ 11B Dubey et al.
Gemma2 ✓ 27B Team et al.
Ministral ✓ 8B MistralAI
R1 ✓ 14B Guo et al.

Table 2: List of LLMs used for the experiments. (OS
- Open-Source).

Our selection includes three proprietary 104

models—GPT-4 Omni, Claude 3.5 Sonnet, and 105

Gemini 2 Flash—as well as four open-source 106

models: LLaMA 3.2, Gemma 2, Ministral, and 107

R1. The proprietary models remain closed- 108

source, with limited architectural details, while 109

the open-source models offer greater trans- 110

parency and adaptability for fine-tuning. These 111

models have demonstrated strong performance 112

across multiple tasks and domains, making 113

them well-suited for our multilingual evaluation. 114

We analyze their capabilities in both zero-shot 115

and few-shot settings, leveraging their diverse 116

architectures and parameter sizes to assess their 117

effectiveness in multilingual tasks. 118

3.2 Prompting 119

We evaluate three prompting methods: zero- 120

shot, few-shot (5 examples), and Chain-of- 121

Thought (CoT) prompting (Wei et al., 2022). 122

For the 5-shot setting, we randomly select five 123

examples from the respective datasets. For 124

CoT prompting, we adopt the SOTA prompting 125

method for the mental health tasks, CoTEmo_FS, 126

introduced by Yang et al. (2023). 127

Table 3 presents a comprehensive compari- 128

son of F1 scores obtained via different prompt- 129

ing methods across eight multilingual depres- 130

sion and suicide ideation datasets. Our anal- 131

ysis reveals that CoT prompting generally im- 132

proves performance, with models such as GPT- 133

4 and Claude3.5 often achieving the highest 134

scores—for example, GPT-4 increases its F1 135

from 0.76 to 0.87 on the Russian dataset and 136

from 0.75 to 0.84 on the Spanish dataset. How- 137

ever, the gains are not uniform across all set- 138

tings, as seen with the Bengali dataset where 139

few-shot and CoT strategies yield comparable 140

results. Moreover, while some baseline methods 141
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Baseline - Reported results Our Results (LLMs)

Dataset lang Models F1 Prompting GPT4 Claude3.5 Gemini2 LLaMA 3.2 Gemma2 Ministral R1
ISO reported method omni Sonnet Flash 11B 27B 8B 14B

zero 0.76 0.74 0.68 0.56 0.69 0.41 0.71
Narynov et al. ru – – few 0.79 0.83 0.73 0.62 0.71 0.53 0.73

CoT 0.87 0.85 0.80 0.59 0.73 0.44 0.79

zero 0.77 0.77 0.66 0.45 0.68 0.20 0.76
Hämäläinen et al. tha Thai-BERT 0.78 few 0.84 0.81 0.69 0.58 0.66 0.31 0.75

CoT 0.85 0.80 0.70 0.40 0.69 0.40 0.81

zero 0.83 0.81 0.83 0.63 0.76 0.26 0.69
Boonyarat et al. tha LFBERT 0.93 few 0.87 0.85 0.86 0.71 0.72 0.39 0.71

CoT 0.91 0.95 0.87 0.77 0.84 0.47 0.84

zero 0.78 0.85 0.79 0.73 0.73 0.36 0.66
Uddin et al. ben GRU 0.76 few 0.86 0.91 0.88 0.59 0.71 0.43 0.64

CoT 0.86 0.91 0.88 0.59 0.71 0.43 0.64

zero 0.86 0.86 0.81 0.71 0.80 0.56 0.61
Oliveira et al. por Random Forest 0.94 few 0.89 0.93 0.85 0.73 0.63 0.67 0.69

CoT 0.94 0.95 0.89 0.71 0.80 0.51 0.82

zero 0.80 0.85 0.81 0.58 0.73 0.34 0.77
Baghdadi et al. ar AraElectra 0.96 few 0.87 0.92 0.89 0.67 0.82 0.47 0.79

CoT 0.89 0.91 0.87 0.61 0.81 0.47 0.83

zero 0.87 0.91 0.79 0.56 0.62 0.50 0.84
Helmy et al. ar LR (TF-IDF) 0.95 few 0.93 0.95 0.86 0.73 0.79 0.61 0.86

CoT 0.95 0.95 0.82 0.83 0.67 0.50 0.87

zero 0.75 0.69 0.62 0.37 0.41 0.23 0.67
Valeriano et al. es LR (W2V) 0.79 few 0.81 0.76 0.69 0.46 0.51 0.31 0.67

CoT 0.84 0.79 0.70 0.43 0.60 0.21 0.76

Table 3: F1 score comparison for Zero-Shot, Few-Shot, and Chain-of-Thought prompting across the
eight (8) multilingual depression and suicide ideation datasets. We compare the reported best methods and
results in the original papers with the proprietary and open-source LLMs with different prompting strategies.
The highest F1 score for each dataset is shown in orange. For all other F1 scores (in blue) - the darker the
shade, the higher the score. For the language names, ISO-639 codes are used. (’LR’ - Logistic Regression,
’W2V’ - Word2Vec, ’CoT’ - Chain-of-Thought).

(e.g., Random Forest and AraElectra) achieve142

competitive performance in certain languages,143

the results underscore the potential of advanced144

prompting techniques to narrow the gap with145

or even surpass traditional approaches. These146

observations motivate further investigation into147

model- and language-specific factors that influ-148

ence the efficacy of prompt engineering.149

3.3 Fine-tuning150

Due to the intrinsic black box nature of pro-151

prietary models and their high costs, we152

wanted to explore models that could be fully-153

customization to this task. Therefore, we exper-154

iment with fine-tuning the open-source models.155

The hyperparameters are chosen empirically as156

we run a set of experiments with different com-157

binations of parameters and report the best re-158

sults. The final selection of hyper-parameters is159

presented in Appendix A.160

Table 4 presents a comparative analysis of161

F1 scores before and after fine-tuning on eight162

multilingual depression and suicide ideation163

datasets. The results indicate that fine-tuning 164

generally enhances model performance, with 165

Gemma2 and R1 often reaching the highest 166

scores. While LLaMA 3.2 and Ministral show 167

notable improvements in several datasets, their 168

performance gains are not uniform—for in- 169

stance, LLaMA 3.2 exhibits a decrease in the 170

Bengali dataset. These findings underscore the 171

potential of fine-tuning to optimize multilingual 172

performance while also revealing the need for 173

further investigation into model- and dataset- 174

specific factors that modulate the benefits of 175

fine-tuning. 176

4 Observation and Analysis 177

We now revisit the 3 RQs posed in the introduc- 178

tion (see Section 1): 179

RQ1 How does the performance of LLMs com- 180

pare to previously proposed models (e.g., 181

statistical, neural, BERT-based)? 182
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Dataset Info Before Fine-Tuning (Zero-Shot) After Fine-Tuning

Dataset lang LLaMA 3.2 Gemma2 Ministral R1 LLaMA 3.2 Gemma2 Ministral R1

Narynov et al. ru 0.56 0.69 0.41 0.71 0.79 0.83 0.62 0.79

Hämäläinen et al. tha 0.45 0.68 0.20 0.76 0.62 0.73 0.43 0.82

Boonyarat et al. tha 0.63 0.76 0.26 0.69 0.70 0.75 0.51 0.74

Uddin et al. ben 0.73 0.73 0.36 0.66 0.65 0.77 0.63 0.64

Oliveira et al. por 0.71 0.80 0.56 0.61 0.72 0.86 0.64 0.70

Baghdadi et al. ar 0.58 0.73 0.34 0.77 0.80 0.88 0.58 0.81

Helmy et al. ar 0.56 0.62 0.50 0.84 0.70 0.81 0.71 0.93

Valeriano et al. es 0.37 0.41 0.23 0.67 0.55 0.62 0.48 0.76

Table 4: F1 score comparison before and after fine-tuning across eight multilingual depression and suicide
ideation datasets. The columns under Before Fine-Tuning (Zero-Shot) report the initial prompting results,
while those under After Fine-Tuning display the fine-tuned performance. The highest F1 score in the
fine-tuned setting is highlighted with an orange cell. For the language names, ISO-639 codes are used.

Our analysis indicates that LLMs, when
equipped with effective prompting strategies,
achieve performance that is competitive with
or superior to traditional approaches. While
statistical, neural, and BERT-based models
demonstrate strong performance in certain
linguistic scenarios, LLMs exhibit robust and
consistent F1 scores across diverse multi-
lingual mental health datasets, highlighting
their capacity for broad generalization and
adaptability.

183

RQ2 What are the best prompting strategies for184

LLMs on mental health?185

The results reveal that Chain-of-Thought
(CoT) prompting is the most effective strat-
egy for mental health applications, consis-
tently yielding higher F1 scores compared to
zero-shot and few-shot methods. This struc-
tured approach to prompting enhances rea-
soning capabilities, enabling LLMs to better
extract nuanced signals from text data, which
is critical in sensitive domains such as mental
health.186

RQ3 What is the impact of instruction fine-187

tuning on the performance of open-source188

LLMs?189

Instruction fine-tuning markedly improves the
performance of open-source LLMs, as evi-
denced by substantial increases in F1 scores
across all evaluated datasets. This improve-

190

ment underscores the value of targeted fine-
tuning in adapting LLMs to domain-specific
tasks, thereby enhancing their overall effec-
tiveness in mental health applications while
also mitigating performance variability ob-
served in zero-shot configurations.

191

5 Conclusion and Future Work 192

This work represents the first investigation of 193

LLMs in the multilingual mental health do- 194

main. Our findings show that advanced prompt- 195

ing strategies—particularly chain-of-thought 196

prompting—and targeted instruction fine-tuning 197

substantially enhance model performance, of- 198

ten surpassing traditional statistical, neural, and 199

BERT-based approaches. While our results 200

demonstrate considerable promise, the variabil- 201

ity in performance across languages and mod- 202

els indicates that further research is required to 203

optimize these techniques for sensitive mental 204

health applications. 205

Overall, this study lays an important founda- 206

tion for future efforts aimed at refining LLM- 207

based methodologies in complex, multilingual 208

settings. In future work, we would like to in- 209

clude more tasks and languages to broaden our 210

understanding and gain more insights. Addition- 211

ally, we plan to adapt open-source models to the 212

domain with methods like Continual Pretraini- 213

naing and Synthetic Fine-tuning to potentially 214

increase their performance. 215
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Limitations216

While our approach is limited by the inherent217

variability in data sources, evaluation protocols,218

and reporting standards across the literature, it219

also represents a significant strength: we are the220

first to systematically synthesize and critically221

evaluate LLM performance in this sensitive and222

underexplored area. The exclusive reliance on223

publicly available data restricts the diversity224

and depth of our analysis, and the absence of225

direct model development or human subject226

involvement means that practical deployment227

challenges remain unaddressed. These limita-228

tions notwithstanding, our work lays a founda-229

tional framework for future research that can230

leverage standardized benchmarks and broader231

datasets to further validate and enhance the util-232

ity of LLMs in mental health applications.233

Ethical Considerations234

This work is entirely analytical and does235

not involve the collection of new data, the236

development of new models, or engage-237

ment with human subjects. All analyses238

are based solely on previously published239

and publicly available data. We adhere to240

the ethical guidelines outlined in the ACL241

Code of Ethics (https://www.aclweb.org/242

portal/content/acl-code-ethics), and we243

emphasize that any research in the mental health244

domain must be conducted with utmost sensi-245

tivity to privacy and ethical considerations. Al-246

though our study is retrospective in nature, we247

recognize the critical importance of safeguard-248

ing vulnerable populations, and we advocate249

for strict adherence to ethical standards in any250

practical applications derived from our findings.251
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A Experimental Details394

The fine-tuning stage is performed on a single395

NVIDIA A100 GPU with 40 GB of memory,396

accessed via Google Colab1. The system is397

further equipped with 80 GB of RAM and 256398

GB of disk storage to support computational399

efficiency.400

Parameter Value

Max Sequence Length 2048
Batch Size (Train/Eval) 8
Gradient Accumulation Steps 4
Number of Epochs 3
Learning Rate 5e-5
Weight Decay 0.02
Warmup Steps 10%
Optimizer AdamW (8-bit)
LR Scheduler Cosine
Precision BF16
Evaluation Strategy Steps
Evaluation Steps 50
Save Strategy Steps
Save Steps Varies
Seed 42

Table 5: Final set of hyperparameters, chosen em-
pirically after several iterations of trial and error, for
fine-tuning.

1https://colab.research.google.com/
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