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Abstract

We present TMMLU+, a new benchmark designed for Traditional Chinese
language understanding. TMMLU+ is a multi-choice question-answering
dataset with 66 subjects from elementary to professional level. It is six times
larger and boasts a more balanced subject distribution than its predeces-
sor, Taiwan Massive Multitask Language Understanding (TMMLU). We
also benchmark closed-source models and 23 open-weight Chinese large
language models (LLMs) of parameters ranging from 1.8B to 72B on the
proposed TMMLU+. Our findings reveal that (1.) Traditional Chinese
models still trail behind their Simplified Chinese counterparts, highlighting
a need for more focused advancements in LLMs catering to Traditional
Chinese. (2.) Current LLMs still fall short of human performance in average
scores, indicating a potential need for future research to delve deeper into
social science and humanities subjects. (3.) Among all the tokenization
compression metrics examined, we identify that only the fertility score
uniquely demonstrates strong correlations with our benchmark results.
We foresee that TMMLU+ will pinpoint areas for future model improve-
ment, thereby narrowing the gap between machine and human linguistic
capabilities and supporting researchers in developing Traditional Chinese
LLMs. Our dataset, along with the benchmark source code, is accessible at
huggingface.co/datasets/ikala/tmmluplus.

1 Introduction

LLMs are a group of transformer models, typically trained in the autoregressive method.
They can be used to solve a wide range of tasks in Natural Language Understanding (NLU)
(Rajpurkar et al., 2016; Wang et al., 2019), vision processing (Goyal et al.,|2017; [Fu et al.,
2023), and robotics (Padalkar et al.,[2023). As the abilities of LLMs continue to improve,
existing benchmarks start to saturate and supersede the human baseline. For example,
Massive Multitask Language Understanding (MMLU) (Hendrycks et al.,2021a) is created
to test knowledge understanding across a wide range of topics related to English and US
culture. Since then, many subsequent works (Dac Lai et al., 2023; [Son et al., |2024; |Yin &
Kawahara} 2024) have tried to extend the same multi-choice question-answering format
with a wide variety of topics into other languages.

Recent efforts have sought to adapt this approach to the Chinese language. For example, as
outlined in|{Huang et al.|(2023); [Li et al.| (2023), the primary focus is on Simplified Chinese
and the cultural milieu of mainland China. However, the Traditional Chinese domain,
which is used by 30M population around the world, is nowhere to be found. Given that
there are stark differences between these 2 languages despite sharing the same root. A
primary distinction between Simplified and Traditional Chinese lies in their divergent
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vocabularies. For instance, the concept of “computer memory” is expressed as "N 17"
in Simplified Chinese, while in Traditional Chinese it is "Z0fE#5”. A direct character-by-
character conversion of the Traditional term to Simplified Chinese would yield “it 714",
which occupies an entirely different semantic space. This lexical divergence is further
complicated by cases where identical characters carry disparate meanings across the two
writing systems. A salient example is the character ” H.”, which in Simplified Chinese can
denote either “ugly” or the period from 1 AM to 3 AM, depending on context. In contrast,
Traditional Chinese employs " to convey “ugly,” while reserving ” fl” exclusively for the
aforementioned time designation.

Hsu et al.|(2023) proposes TC-Eval, which features TMMLU, a Traditional Chinese multi-
choice question-answering dataset. TMMLU covers 55 subjects and includes a total of 3,300
questions. Despite its advancements, it presents several limitations: Firstly, its scope is
relatively narrow, with only 55 subjects and some featuring less than 100 questions, leading
to potential gaps in subject diversity and coverage. Secondly, there are inconsistencies in
the question formats, with 5% of questions deviating from the multi-choice format and
1% including more than four options. Lastly, the absence of a dedicated development
set restricts the exploration of few-shot prompting techniques. Addressing these issues is
crucial for advancing LLMs’ understanding and applicability in linguistically and culturally
diverse contexts.

We propose TMMLU+, an enhanced version of TMMLU, which aims to address the is-
sues highlighted above. TMMLU+ contains 22,690 questions across 66 subjects, ranging
from primary, secondary, undergraduate, and professional levels of education. Similar to
Hendrycks et al.| (2021a); Huang et al.| (2023), we include STEM subjects: physics, chemistry,
and computer science with mentions of Traditional Chinese culture. TMMLU+ bench-
mark specifically addresses the terminology differences between Traditional and Simplified
Chinese, ensuring that models can accurately understand and respond to questions in
the context of Taiwan. The terminology used in Traditional Chinese often differs from
that in Simplified Chinese, reflecting variations in character forms, vocabulary, and usage.
All subjects contain at least 110 questions, with 5 development questions for few-shot
prompting.

We conduct experiments on 23 open-weight language models ranging from 1.8B to 72B from
5 different architectures of different pretraining datasets. To our surprise, Simplified Chinese
language models outperform Traditional Chinese models in the same parameter level by at
least 19%. The top-performing open-weight models are Qwen-72B and Qwen-14B, followed
by Yi-34B-Chat model, with scores of 64.3%, 50.5%, and 49.6%, respectively. These models
are predominantly used for Simplified Chinese. Despite the impressive results of these
models, there is still a gap between their performance and that of human test-takers. On
average, exam takers can score around 68% on the compared subjects. We have found that
LLMs struggle in math-heavy subjects such as engineering math and accounting.

To dive deeper into the differences between Simplified Chinese language models and
Traditional Chinese language models, we conduct translation experiments on TMMLU+
where we convert the Chinese characters (Traditional Chinese to Simplified Chinese) and
repeat the evaluation on the newly converted version. We found that most Chinese language
models perform better in simplified versions, with some showing a smaller margin than
others. We also conduct experiments on few-shot prompting and chain-of-thought (CoT)
prompting (Wei et al.,[2022). We have found only few-shot prompting increases performance
in most evaluated models while CoT prompting degrades. We also study open-weight
Chinese language models from various architecture with different vocabulary sizes. Our
analysis has found a strong correlation between the fertility scores and benchmark results.

2 Datasets

We introduce TMMLU+, a benchmark dataset to evaluate Traditional Chinese LLMs’ multi-
task language understanding capabilities.
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2.1 Task overview

The dataset comprises 22,690 multi-choice questions from 66 subjects ranging from primary
to professional level. These questions cover a wide range of subjects, including humanities,
social science, and STEM fields. It includes universally applicable topics like physics,
chemistry, and macroeconomics. Furthermore, some questions will require test-takers to
choose the correct combination of options, such as "ABCD’, as their answer. In addition, we
include questions where test-takers must provide comparison results, as shown in Figure i}
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Additionally, the dataset features questions requiring specific knowledge of Taiwan, sourced
from standardized tests in subjects such as Taiwanese Hokkien, the culture of the aboriginal
peoples of Taiwan, and the geography of Taiwan as shown in Figure[2| Questions from the
Taiwanese Trivia Question Answering (TTQA) (Ennen et al.|[2023) dataset are also included.
TTQA is a multi-choice question evaluation about culture, geography, and history specific
to Taiwan. To correctly answer these questions, a model needs to have an understanding of
Taiwan culture. To view the list of included subjects, please refer to Appendix

2.2 Data collection

We have gathered previous exams between 1998 and 2023 from various public exams such
as certificate exams, comprehensive assessment programs for junior students, and college
entrance examinations. This results in 962 exams from different standardized test resources
and PDF documents available online. In addition, we have also included subjects from
TMMLU (Hsu et al.,[2023) and TTQA (Ennen et al.}[2023). Subjects related to culinary arts
have been consolidated into a unified culinary category, and questions about dentistry
have been incorporated into our preliminary set of questions. To ensure that the testing set
contains more than 100 questions, we have manually added 29 more questions to the 103
questions from TTQA. We have named this new subject TTQAv2, as it is a distinct set of
questions from TTQA.

We then eliminate questions containing images and transform mathematical and chemical
equations into LaTeX format using GPT-4-vision (OpenAl, 2023) capabilities. Next, we
use n-gram filtering (Broder, 1997) to remove similar questions within the same subject
and eliminate redundancy. Lastly, we manually check all questions and remove any that
require figures for answers or depend on the context of preceding questions. Once the
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questions are finalized, we follow the same practice from Hendrycks et al|(2021a);[Huang
et al|(2023); Li et al.| (2023) by randomly shuffling the choices of each question to ensure
all subjects” answers are uniformly distributed. This results in a random guess accuracy
of 25%. After refining the question pool, we establish human baseline scores for 44 of the
66 subjects. These baselines are instrumental for conducting a nuanced ablation study on
human performance benchmarks in subsequent phases of our research.

2.3 Format

Each subject is then split into test, dev, and validation. We ensure that each subject contains
at least 110 questions, with 5 development questions for few-shot prompting, and at least a
minimum of 5 validation questions. Every question has four choices: A, B, C, or D, and the
model is prompted to select one answer.

All 66 subjects can be grouped under 4 categories: STEM, Humanities, Social Science, and
Others. For example, STEM subjects would test the arithmetic ability of LLMs, while
humanities and social science focus more on the knowledge brevity of the models. Table
shows the statistic results for all categories.

Category Test Dev Validation
STEM 3,458 70 385
Social Sciences 5,958 90 665
Humanities 1,763 35 197
Other (Business, Health, Misc.) 8,939 135 995
Total 20,118 330 2,242

Table 1: Data Categories and Counts

2.4 Evaluation

For all subjects, we calculate the average accuracy score first followed by averaging all
subjects by their subject category. Finally, an average score is calculated based on the 4
categories’ average scores.

2.5 Check for pretraining data leakage

Given the age of our questions, we suspect they may be present in the LLMs’ training data,
potentially compromising our goal to benchmark the LLMs’ abilities. We use Min-K%++
(Zhang et al., 2024) which is the current SOTA in pretraining data detection for LLMs. We
use Qwen-7B as the model and find that only 0.48% questions exist in its pretraining data.

3 Experiments

We conduct evaluations on 23 distinct LLMs, focusing on multilingual and Chinese-specific
models. Each model varies in aspects such as tokenization, pretraining datasets, size of
parameters, and architectural design. Furthermore, we compare the performance of these
LLMs against datasets comprising human-generated answers to assess their relative effec-
tiveness. Additionally, we investigate several factors that could influence the performances
of LLMs on these datasets.

3.1 Prompting method

In our approach, we formulate the prompts for the LLMs in both zero-shot and few-shot
settings. For the few-shot setting, we utilize the development splits, specifically employing
the provided set of five examples as context examples. The complete prompts can be found
in Appendix D]
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STEM Soc. Sci. Humanities Other Average

Model | Lang | 0-shot 5-shot | 0-shot 5-shot | 0-shot 5-shot | 0-shot 5-shot | 0-shot 5-shot
Random | - ] 250 250 | 250 250 | 250 250 | 25.0 250 | 250 25.0
Qwen-72B SC 61.1 60.8 71.7 72.3 63.0 63.4 61.3 62.1 64.3 64.7
GPT-4 multi | 60.4 66.0 67.4 74.9 56.0 63.6 57.6 65.3 60.3 67.5
Qwen-14B sC 46.9 46.4 56.7 58.1 494 51.5 48.8 49.4 50.5 51.4
Gemini-pro multi | 45.4 45.6 57.3 59.1 48.8 49.3 48.2 50.4 49.9 51.1
Yi-34B-Chat SC 40.2 35.8 56.8 428 54.0 37.2 47.6 39.9 49.6 38.9
Qwen1.5-14B-Chat sC 39.7 48.1 52.8 59.0 439 51.4 45.0 50.9 453 52.4
Claude-1.3 multi | 42.7 46.9 49.3 57.3 42.2 52.7 441 51.1 44.6 52.0
GPT-3.5-turbo multi | 41.6 428 46.7 51.2 36.7 41.2 4.0 46.3 418 45.3
Claude-3.0 Opus multi | 43.0 61.3 45.5 69.6 35.8 63.0 40.2 63.0 41.1 64.2
Qwen-7B SC 375 38.4 45.5 48.3 38.1 423 39.0 42.0 40.0 52.0
Yi-9B SC 28.7 44.7 44.6 59.0 48.5 49.7 36.8 49.7 39.6 59.8
Qwen-1.8B sC 32.6 313 38.9 37.0 38.3 324 35.3 34.3 36.3 33.8
Claude-2.0 multi | 39.7 11.7 39.1 35.6 28.6 20.8 37.5 19.5 36.2 219
Breeze-7B-Instruct-v1.0 | TC 26.7 21.1 43.0 32.5 39.8 32.4 34.8 28.3 36.1 28.6
ChatGLM3-6B SC 31.0 32.8 39.3 38.3 35.6 34.2 35.6 35.0 35.4 35.1
Taiwan-LLM-13B TC 18.5 25.2 27.6 253 17.8 18.2 21.5 20.5 21.3 22.3
Taiwan-LLM-7B TC 15.0 7.7 16.2 4.5 15.0 32 16.2 5.1 15.6 5.1

Table 2: Zero-shot/Five-shot average accuracy (%) in an answer-only setting. The average
accuracy over the subjects within each category. SC: Simplified Chinese, TC: Traditional
Chinese

3.2 Setup

For open-weight models, we use the chat template provided by each model if available and
use the same prompting format (Huang et al., 2023)) for non-conversation LLMs. Responses
are parsed using a modified regular expression by [Huang et al.| (2023) with Traditional
Chinese characters added. For close-source models, we obtain the response via APIs and
parse using the same set of parsers used by open-weight models.

3.3 Models

To provide an extensive overview of the current landscape of Chinese LLMs, we conduct
benchmarks not only on Traditional Chinese-specific models (Lin & Chen) 2023) but also
on Simplified Chinese LLMs (Bai et al., 2023; Du et al., 2022). Our evaluation encompasses
a range of well-regarded closed-source LLMs, including those from OpenAI GPT series
(Brown et al., 2020), Gemini (Team) |[2023), and Claude (Anthropic, 2023} 2024). Within the
OpenAl GPT suite, our tests incorporate GPT-4 from the gpt-4-0613 model and GPT-3.5-
turbo from the gpt-3.5-turbo-0613 model. For Gemini models, we use the Gemini-pro from
the gemini-1.0-pro-001 model, the only publicly accessible Gemini model at the current point
of writing. Regarding Claude models, we include Claude-1.3, Claude-2.0, and Claude-3.0
(Anthropic, |2024) in our evaluation where Claude-1.3 is solely trained in the supervised
fine-tuned (SFT) (Lowe & Leike, 2022), whereas Claude-2.0 undergoes training in the SFT
stage, followed by reinforcement learning from human feedback (Bai et al.,[2022). The full
models” detail description can be found in Appendix

3.4 Results

3.4.1 Comparative Analysis of Diverse Model Architectures

In our benchmark, we examine a spectrum of open-weight models, with parameter counts
ranging from 1.8B to 72B (Bai et al| 2023;|Lin & Chen) 2023} [Ennen et al.| 2023;|Du et al.,
2022), as well as proprietary models that are evaluated via API calls (OpenAl, 2023} [Team),
2023; |Anthropic, 2023 2024). Table [2| presents our findings, which indicate a general trend
where models with larger numbers of parameters tend to show improved performance
across various domains. It is noteworthy that the open-source model, Qwen-72B, achieves
superior zero-shot learning scores in comparison to the closed-source GPT-4 model, albeit
GPT-4 exhibits enhanced performance in few-shot scenarios, surpassing Qwen-72B by a
considerable margin.
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Model Lang STEM Soc. Sci. Humanities Other Average
Human - 62.9 72.1 69.5 68.5 68.2
Qwen-72B SC 63.9 69.9 52.1 60.6 62.1
GPT-4 multi  61.7 65.7 49.2 57.0 58.4
Qwen-14B SC 48.3 54.8 40.3 46.4 47.5
Gemini-pro multi  47.7 54.7 422 459 47.6
GPT-3.5-turbo  multi  43.6 43.8 31.5 40.3 29.8

Table 3: Zero-shot average accuracy (%) in 44 subjects with human answers data

Disparities in performance are noted even among models with comparable parameter
sizes, which can be attributed to differing developmental approaches. Such discrepancies
highlight the importance of model architecture and training regimen over the mere scale of
parameters. We intend to further investigate these differences, focusing on how factors such
as model tokenization contribute to the final accuracy in Section[3.5.4] Detailed comparisons
across all models are available in Appendix|F|

3.4.2 Human baseline

In this analysis, we compare human test-takers and a range of LLMs, including Qwen-72B,
Qwen-14B, and the proprietary GPT-4, GPT-3.5-turbo, Gemini-Pro. The human baseline
scores, as represented in Table 3] have been revised to reflect the passing rate based on
the proportion of correct responses to total responses for each question. To illustrate, if a
question offered four possible answers and the majority of human respondents selected the
correct one, the passing rate for that question would be calculated by dividing the number
of correct answers by the total number of responses.

Our result indicates that human test-takers maintain a lead over LLMs in zero-shot learning
tasks, with an average accuracy of 68.2% across all domains. Notably, humans exhibit the
highest proficiency in Social Sciences and Humanities, areas where nuanced understanding
and contextual knowledge play significant roles. In comparison, the highest-performing
model, Qwen-72B, shows an average accuracy of 62.1%, with particular strength in Social
Science and STEM-related tasks.

3.4.3 Comparative Results Across Different Subjects

Based on results from Tables [2} we find subjects that necessitate mathematical reasoning,
such as those in the STEM category, consistently show lower performance metrics compared
to subjects that are more reliant on background knowledge and linguistic comprehension,
such as Social Sciences, Humanities, and Other categories. This trend is evident in both
prompting strategies, where models like GPT-4 and Qwen-72B while performing admirably
across all categories, exhibit a noticeable dip in their performance in the STEM field.

3.5 Analysis and discussion
3.5.1 Comparative Analysis of Traditional and Simplified Chinese Characters

This study aims to investigate the impact of the linguistic differences between Traditional
and Simplified Chinese characters on the performance of LLMs. Traditional and Simplified
Chinese characters share only about 30% of their vocabulary, suggesting that LLMs trained
in Traditional Chinese may encounter difficulties when processing Simplified Chinese text.
Understanding the linguistic flexibility and limitations of LLMs within the context of these
distinct yet interconnected writing systems is crucial. We utilized the widely recognized
opencc (Kuo, |2023) tool to convert TMMLU+ questions and prompts from Traditional to
Simplified Chinese. As detailed in Table [ Traditional Chinese LLMs tend to perform better
in the Traditional Chinese version of TMMLU+ in Social Sciences, which generally require a
deep understanding of cultural context, and also show a slight advantage in other domains
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Model Lang STEM Soc. Sci.  Humanities Other Average

| - |sC TC|sSC TC|sC TC |sC TC|sC TC
GPT-3.5-turbo multi | 42.1 41.6 | 463 46.7 | 37.6 367 | 41.7 420 | 419 418
Gemini-pro multi | 46.7 454 | 591 573 | 51.2 488 | 48.8 482 | 51.5 49.9
Qwen-14B SC | 481 469 | 580 56.7|49.8 494 |49.3 488 | 51.3 505
Qwen-7B SC | 398 375|467 455|406 381 | 413 39.0 | 421 40.0
Breeze-7B-Instruct-v1.0 | TC | 29.2 26.7 | 40.7 43.0 | 382 39.8 | 349 348 | 357 36.1
Taiwan-LLaMa-13B TC | 155 185|199 276|135 178 | 150 215 | 160 213
Taiwan-LLaMa-7B TC | 143 150 | 164 162 | 16.6 150 | 162 162 | 159 156

Table 4: Comparative Results on TMMLU+ in zero-shot settings: Simplified vs. Traditional
Chinese

such as Humanities and STEM. Our findings indicate that using Traditional Chinese prompts
can enhance the performance of LLMs trained specifically in Traditional Chinese, while
Simplified Chinese prompts significantly improve the performance of multilingual and
Simplified Chinese LLMs.

3.5.2 Language Models Performance on Simplified Chinese Benchmarks

In this section, we compare our dataset against established Simplified Chinese benchmarks,
namely CMMLU (Li et al} 2023) and C-Eval (Huang et al., 2023), using a selection of 8
language models: Qwen series, both Traditional Chinese LLMs Breeze and Taiwan LLaMA
as well as GPT-4. The comparison in Figure B|revealed that the models tended to show a
consistent level of accuracy, answering questions from both CMMLU and C-Eval with a
similar accuracy. The figure highlights that all chinese language models generally performed
better on the Simplified Chinese benchmarks, with a trend of results moving toward the
upper left corner. Comprehensive outcomes for these models can be found in the Appendix

09 TMMLU+ vs CMMLU 09 TMMLU+ vs C-Eval
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Figure 3: Comparison of Model Performance: TMMLU+ vs. C-Eval and CMMLU in five
shot prompting

3.5.3 Does CoT improve performance on TMMLU+?

As observed in GPT-4 (OpenAl,2023) and Gemini-Pro (Team)[2023), we use the few-shot
CoT to improve the model reasoning ability in STEM subjects found in MMLU (Hendrycks
et al., [2021a). We modify the prompt from a direct answer to the Chinese version of the
CoT similar to Li et al.| (2023) but using Traditional Chinese reasoning. All the thought
processes are first generated by GPT-4 (OpenAl, 2023) and reviewed by humans. Table
shows performance degradation in the five-shot CoT evaluation setting which coincides
with previous Chinese multi-choice question (Huang et al.,|2023; |Li et al., [2023) results.
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Model STEM Soc. Sci.  Humanities Other Average
| w/o CoT | w/o CoT | w/o CoT |w/o CoT|w/o CoT

Gemini-pro 456 464 | 59.1 522 | 493 414 | 504 452 | 51.1 463
Qwen-14B 464 40.1 | 58.1 472 | 515 39.7 | 494 405 | 51.1 419
GPT-3.5-turbo | 42.8 302 | 51.2 33.0 | 41.2 272 | 463 296 | 453 30.0

Table 5: Average accuracy (%) in a five-shot scenario with/without CoT setting. Scores
highlighted in bold indicate enhanced performance relative to five-shot without CoT

Model Renyi Entropy  Average Token Fertility TMMLU+ Average
Yi-6B-Chat 0.516 90.32 1.49 44.64
Qwen-7B 0.459 85.92 1.40 40.01
Qwen-7B-Chat 0.459 85.92 1.40 39.53
BlueLM-7B-Base 0.519 92.37 1.56 37.90
Breeze-7B-Instruct-v1.0 0.453 79.10 1.30 36.10
ChatGLM3-6B 0.494 82.78 1.38 35.40
DeepSeek-LLM-7B-Chat 0.532 121.10 1.99 35.17
BLOSSOM-v3.1-mistral-7b 0.519 135.61 2.25 34.15
Yayi-7b 0.453 73.09 1.12 28.95
DeepSeek-LLM-7B-Base 0.532 121.10 1.99 26.31
Mistral-7B-80k 0.460 135.00 2.23 23.79
Chinese-Llama-2-7b 0.459 135.61 2.84 16.01
Yayi-7B-Llama2 0.459 171.43 2.84 15.91
Taiwan-LLM-7B-v2.1-chat 0.459 135.61 2.84 15.61
Atom-7B 0.478 119.20 1.97 9.68
Pearson Correlation 0.366 -0.685 -0.742 \ -

Table 6: All 7B model zero-shot results for fertility score ablation study

We attribute this drop to insufficient relevance among bridging objects, detailed in Section
5 (Wang et al., 2023). As we go through each reasoning examples we found most errors
contributed by false understanding of the world which leads to incorrect answer.

- e LlaMA
® Qwen
» GPT-neo
Bloom

Fertility Rate

10 15 20 25 30 35 40 45
Accuracy (%)

Figure 4: Fertility score and average TMMLU+ accuracy from 15 different LLMs around 7B
parameters

3.5.4 Impact of Tokenizer Vocabulary

In our study, we identify a notable correlation between the size of a model’s vocabulary
and its performance in TMMLU+ tasks. Despite the broad range of pretraining corpora
sizes, from 10 billion to 2 trillion tokens, which typically remain undisclosed, our findings
highlight the significant impact of tokenizer design on model effectiveness. Specifically, in
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the context of machine translation, we reference the study by (Zouhar et al., 2023), which
demonstrates a strong correlation between Rényi entropy—a measure reflecting the diversity
and distribution of tokens—and the BLEU score, a widely recognized metric for evaluating
translation accuracy. Another work 2023) has found that a low fertility score for
tokenizers across different languages is crucial for multilingual performance. A tokenizer
with a low fertility score, when presented with the same sentence, generates a shorter
sequence of tokens compared to a tokenizer with a higher fertility score. In the case of
Taiwan-LLaMA, 59.5% of Traditional Chinese characters in TMMLU+ are encoded with 256
bytes. This poses a challenge for the transformer module as it increases the input sequence
while operating on a smaller vocab subset. To validate our hypothesis, we aggregate data
from approximately 15 LLMs around 7B parameters in LLaMA (Touvron et al.,[2023ajb|
]ianE et al}, [2023), Qwen 2023), Bloom (Scao et al,[2022) and GPT-Neo (Blacki
et al.} 2022) architecture, and plot the correlation between their tokenizer fertility scores and
average accuracy. Our result, as shown in Figure[4] reveals a significant Pearson correlation
coefficient of -0.742 between fertility score and average accuracy, indicating that high fertility
negatively impacts downstream performances.

3.5.5 Comparative Analysis of Error Patterns in LLMs and Human Test-Takers

In this section, we undertake a thorough examination of the error patterns exhibited by
various LLMs in comparison to those made by human test-takers. Our goal is to discern
whether the mistakes made by these advanced language models are akin to those typically
encountered in human responses.

We partition the questions into three distinct categories based on their difficulty levels: easy,
medium, and hard. The difficulty level of each question is determined through an empirical
approach. First, we compute an average threshold for the correct response rates of humans
across all questions. This threshold is used as a benchmark to categorize each question.
Specifically, a question is classified as "hard’ if its correct response rate is lower than or equal
to 25%, ‘medium’ if the rate is above 25% but lower than or equal to the average threshold,
and ‘easy’ if the rate is higher than the average threshold. Second, the categorized data
is then used to populate arrays corresponding to each difficulty level, thereby enabling a
comparative analysis of error patterns across the different categories. Finally, we analyze
the distribution of errors in various categories and find that Qwen-72B outperforms humans
in difficult questions across all major categories. However, most questions are dominated by
easy difficulty, resulting in an average Qwen-72B score that falls short compared to humans.

STEM Humanities Social Science Other

model
mmm Qwen-72B
mms human

0.6

0.5

0.4

0.3

Average Score

0.2

0.1

hard

0.0 0.0
easy medium  hard easy medium  hard easy medium  hard

easy medium

Figure 5: Human level difficulty comparison with Qwen-72B zero-shot settings.

3.5.6 Comparison of Scoring Methods

Existing evaluation libraries for multi-choice question answering, such as Im-eval-harness
2023), typically measure the negative log-likelihood of choice terms and select
the option with the highest log probability as the final answer. In contrast, our evaluation
relies on string matching to extract the final answer, more closely mimicking real-world

user interactions. However, this method can yield scores lower than random choice if the
parser fails to extract a final answer. We compared these two methods across three evaluated
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models, as shown in Table[7] Our findings indicate that the likelihood method generally
produces higher scores. Given this discrepancy, we recommend that future comparisons of
newer LLMs carefully consider and explicitly state the scoring method used to ensure fair
and accurate benchmarking.

Model STEM Soc. Sci. Humanities Other Average

[ Likelihood ~String [ Likelihood String | Likelihood String | Likelihood String | Likelihood String
Breeze-7B-Instruct-v1.0 36.94 26.7 47.18 43.0 38.57 39.8 40.73 34.8 41.79 36.1
Qwen-7B 35.29 37.5 43.27 45.5 34.49 38.1 39.12 39.0 39.28 40.0
Taiwan-LLM-7B 26.37 15.0 30.26 16.2 26.21 15.0 28.88 16.2 28.62 15.6

Table 7: Comparison of Models Across Different Fields with Likelihood (Gao et al.,|[2023)
and String Parsing (ours) results

4 Related Works

Many benchmark datasets have been created to evaluate the abilities of models in NLU tasks.
Some of these benchmarks focus on specific subjects. For instance, the GLUE benchmark
(Wang et al.|[2019) is a collection of NLU tasks that mainly concentrate on language skills.
AI2 Reasoning Challenge (Clark et al.|[2018) is a dataset comprising multi-choice questions
from science exams at various grade levels. On the other hand, MATH (Hendrycks et al.,
2021b) is designed to evaluate LLMs’ ability to solve mathematical problems. MMLU
(Hendrycks et al., 2021a) is a benchmark used to assess models’ knowledge comprehension
in different domains. It provides broad and in-depth coverage of subjects, making it widely
used for evaluating LLMs’ abilities in knowledge understanding. The proliferation of
benchmarks is increasing and expanding; however, it is noteworthy that most of these
benchmarks have been developed in English.

With Chinese being the language having the largest user base worldwide, there also has been
a significant increase in the number of benchmark datasets available in Chinese recently.
For example, a bilingual benchmark including both English and Chinese has been released
by |Zhong et al.| (2023)) which focuses on standardized tests. Furthermore, some datasets are
tailored to specific fields, such as CMATH (Wei et al.}|[2023), which evaluates the ability of
LLMs to solve mathematical problems at the elementary level. Additionally, Zeng|(2023)
proposed MMCU, which covers four key areas: medicine, law, psychology, and education.
Researchers have also created benchmarks that cover a wide range of subjects and difficulty
levels from elementary school to college, such as M3KE (Liu et al., 2023), CMMLU (Li et al.,
2023), and C-Eval (Huang et al.|[2023).

However, considering the discrepancies in idiomatic usage and cultural nuances between
Traditional Chinese and Simplified Chinese users, the benchmark datasets in Simplified
Chinese might not be entirely suitable for accurately assessing LLMs’ NLU capabilities in
Traditional Chinese. Despite this scarcity, there are a few existing benchmarks specifically
designed for Traditional Chinese. These include DRCD (Shao et al.}2019) focusing on read-
ing comprehension, TTQA (Ennen et al., 2023) emphasizing Taiwanese-related knowledge
extracted from Wikipedia pages. Also,|Hsu et al.| (2023) released a benchmark encompassing
a diverse range of knowledge in 55 subjects from Taiwanese standardized examinations.

5 Conclusion

In this work, we introduce TMMLU+, an improved benchmark for evaluating large language
models understanding in Traditional Chinese through multi-choice question answering.
Our preliminary results have found that existing Traditional Chinese LLM:s still fall behind
their Simplified Chinese counterparts in terms of understanding Traditional Chinese. Fur-
thermore, our analysis indicates that none of the current LLMs achieve an average score
surpassing human performance, highlighting the challenging nature of our dataset and its
potential to drive forward the development of more sophisticated language understanding
systems.

10
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A TMMLU+ Overview

Data Source

1. Data was collected from different standardized test resources and PDF documents
available online (90.88 %)

2. Taiwanese Trivia Question Answering (8.45 %)

3. Taiwan Massive Multitask Language Understanding (0.67 %)
Collection Method(s) Used

1. Artificially Generated
2. Scraped or Crawled
3. Manually parsed

Data Processing

1. Eliminate questions containing images and transform mathematical and chemical
equations into LaTeX format using GPT-4-vision

2. Use n-gram filtering to remove similar questions within the same subject and
eliminate redundancy

3. Manually check all questions and remove any that require figures for answers or
depend on the context of preceding questions

Data Format

Field Name Field Value Description

id Integer The order number of the data point
question String The multi-choice question

A String Choice A for the question

B String Choice B for the question

C String Choice C for the question

D String Choice D for the question

answer String The ground-truth answer of the question

Table 8: Data Format

Motivations

1. Purpose: Research

2. Domain(s) of Application: Machine Learning, Natural Language Processing, Large
Language Models (LLMs)

3. Motivating Factor(s): Narrow the gap between Traditional Chinese LLMs and
Simplified Chinese LLMs development

B Details of TMMLU+

Subject details Table [?Il shows each of the subjects found in TMMLU+ with their
broad category, as well as total number of questions.
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Subject Name Chinese Name Questions
Engineering Math RE i 119
Organic Chemistry AREILE 126
Advance Chemistry e 142
Physics B 113
Secondary Physics e ) 2 130
Pharmacy BET| E2 440
Computer Science EA TR 198
Basic Medical Science B 1065
statistics and Machine Learning Bt AR 2 254
Junior Science Exam g L B AR 242
Junior Math Exam g LA B AL 199
TVE Natural Sciences SREIISE S 476
Junior Chemistry FEY 237
TVE Mathematics FSTRELL SEe 172

Table 9: Overview of subjects in STEM

Subject Name Chinese Name Questions
Clinical Psychology B R DR 144
Taiwanese Trivia Question Answering v2 (ttqav2) AETEH AR 131
Human Behavior NIEAT Ao Bl At & 348
National Protection HE 240
Politic Science B 1111
Educational Psychology HEOH 201
Education (Profession Level) HEHE 545
Economics AR £ 442
Psychology Disorders DI R 608
Geography of Taiwan 18 Hh 78 858
Physical Education 35 (A 204
Macroeconomics g 462
Chinese Language and Literature @ B 3 226
Junior Chinese Exam Hh g = Bl B ST 200
TVE Chinese Language 39) AR ER ST 542
Education HE 143
Three Principles of People “REE 160
Taiwanese Hokkien EafEags 148

Table 10: Overview of subjects in Social Science
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Subject Name Chinese Name Questions
General Principles of Law EERE 123
Anti Money Laundering Pl il 154
Jce Humanities 8% N\ JCRHE 105
Introduction to Law MR 268
Taxation [47] Bis 422
Trust Practice HRLE S 451
Administrative Law TTBGE 472

Table 11: Overview of subjects in Humanities

Subject Name Chinese Name Questions
Dentistry FES 448
Traditional Chinese Medicine Clinical Medicine R R 2 314
Technical Skills oot TAHRA 452
Culinary Skills BIR 330
Mechanical P B T R 136
Logic Reasoning AR A 160
Real Estate [ 4 107
Music[57] i 314
Junior Social Studies g Ll R 145
TVE Design AU__eat 538
Trade [60) H5 563
Auditing #at i 616
Veterinary Pharmacology - E it 605
Nautical Science Friits 617
Veterinary Pathology N it 320
Accounting it 217
Fire Science [66] KR 143
Optometry HLER 1027
Insurance Studies PRBaE2 850
Pharmacology BT LR 646
Management Accounting HHEE 244
Agriculture RE 173
Official Document Management PRBACE 252
Financial Analysis MBS i 429
Marketing Management FTEHE 108
Business Management BB 160
Finance Banking el 155

Table 12: Overview of subjects in Other
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Creation of year Due to concern of memorization, we try to use as many questions from
2023 as shown in Figure[6} Our earliest questions can be found in as early as 1998.

TMMLU+ Questions Distribution by Year
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,_.
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Figure 6: Year of exam questions used in TMMLU+

Compared to CMMLU and TMMLU, TMMLU+ has a slightly longer tail of the distribution
in question length than the prior.

Character Distribution in Datasets
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Figure 7: Character distribution comparison between TMMLU+, TMMLU and CMMLU.
TMMLU+ distribution is slightly more long tail than TMMLU and CMMLU
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C Percentage Breakdown of TMMLU+ Option Distribution

Tables [I3| provide a detailed breakdown of how answer options are distributed across a
wide range of subjects in TMMLU+. Each value in the table represents a percentage that
corresponds to the portion of each option (A, B, C, D) within the specific subject.

Subject A B C D
engineering math 2718 2524 2330 2427
dentistry 25,56 2556 24.06 24.81
traditional chinese medicine 2590 2410 24.82 2518
clinical psychology 2720 2560 24.80 2240
technical 2512 2463 25.62 24.63
culinary skills 22.60 26.03 2534 26.03
mechanical 2458 2627 2458 24.58
logic reasoning 23.02 2590 2374 27.34
real estate 2391 2826 2283 25.00
general principles of law 2736 21.70 2547 2547
finance banking 26.67 2444 2444 24.44
anti money laundering 2090 26.12 2537 27.61
ttqav2 23.89 2743 2478 23.89
marketing management 25.81 2473 23.66 25.81
business management 23.02 2446 26.62 2590
organic chemistry 2385 26.61 22.02 27.52
advance chemistry 23.58 2439 26.02 26.02
physics 2371 21.65 2784 26.80
secondary physics 27.68 25.89 2411 2232
human behavior 2557 25.89 2427 2427
national protection 2464 2417 2512 26.07
jce humanities 26.67 2444 2444 2444
politic science 2412 25.03 25.63 2523
agriculture 2715 2583 23.84 23.18
official document management 2523 2523 24.32 25.23
financial analysis 2461 2513 24.87 25.39
pharmacy 2532 2455 2583 24.30
educational psychology 2614 2330 27.84 2273
statistics and machine learning  24.55 25.00 25.00 25.45
management accounting 26.05 2558 24.65 2372
introduction to law 27.00 23.63 2321 26.16
computer science 2644 2414 2529 24.14
veterinary pathology 23.67 26.15 26.15 24.03
accounting 25.65 2513 24.61 2461
fire science 2419 26.61 24.19 25.00
optometry 2554 2533 2511 24.02
insurance studies 2553 2553 2434 2461
pharmacology 25.82 2496 2513 24.09
taxation 2400 2720 2347 2533
education (profession level) 2490 2551 2428 2531
economics 2570 2494 2468 24.68
veterinary pharmacology 2519 25.00 25.00 24.81
nautical science 2486 24.68 24.86 25.59
psychology disorders 2449 2431 2597 2523
trust practice 2444 2469 2469 26.18
geography of taiwan 2526 2500 2448 2526
physical education 25.14 2514 24.58 25.14
auditing 25.09 2436 2673 23.82
administrative law 2548 2524 2452 2476
basic medical science 2495 2390 2537 25.79
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Subject A B C D
macroeconomics 26.03 2530 24.82 23.84
trade 2530 25.10 25.70 23.90
chinese language and literature 25.13 25.63 24.62 24.62
tve design 23.96 26.67 23.96 2542
junior science exam 2629 2347 2535 24.88
junior math exam 2743 2343 25.14 24.00
junior chinese exam 2571 2457 2400 2571
junior social studies 2460 2619 23.02 26.19
tve mathematics 24.67 26.67 24.00 24.67
tve chinese language 26.09 23.81 2526 24.84
tve natural sciences 2453 2547 2453 2547
junior chemistry 25.84 2584 2249 2584
music 2446 2338 2518 2698
education 25.81 2339 2339 2742
three principles of the people 2590 23.74 2590 24.46
taiwanese hokkien 2558 2326 2636 24.81

Table 13: Breakdown of TMMLU+ option distribution

D Prompts used in evaluation process

Our prompts for zero-shot prompting can be found in Figure[8l The prompt for five shot
and chain of thought prompt can be found in Figure 9 and Figure [L0| respectively. The
part where LLMs response is marked in red. In CoT prompting, we specifically ended the
sentence in “Let’s think step by step” such that the model would first reason about all four
choices.

DUT 2R 685 R - iR H ElRESE -
Here are the multi-choice questions about the Taiwan regional linguistic exam, please
choose the correct answer.

R : LU AT A S
Question: Which of the following phrases came from Taiwan?
A i TEE(E] RE °
B. FREE S A A AR EDE AR R R IR > R TREES ) Wi !
C. KFek T 12333331
D. flipofREBIRRA (T/BELF A AT - Bt TAKE 2
EE:D
Answer: D

Figure 8: An example of zero-shot evaluation in answer-only scenarios. The English
translation is given beneath the corresponding Chinese text and is highlighted in blue.
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DUT BN ERE S R - i5# HIEHEER -

Here are the multi-choice questions about the Trust Practices Exam, please choose the
correct answer.

i« ARERERE S B TR ERTRE Z 0L - ToIM iR 2

Regarding the handling of corporate employee stock ownership trust business by the
trust industry, which of the following statements is incorrect? Question:

A. ZEEAZHINEUUEEE EEZ

The trustee’s compensation can be paid from the trust property.
REAETENE

They are entitled to trust benefits.

- ARERERRYZLE

They must not violate the terms of the trust agreement.

. BREAEMEHSEERZ AR B

. It should be conducted by personnel with specialized knowledge or experience.
EHE:C

Answer: C

...[ Four more examples here ]...

M : B TRe 2 @ Bnai A TRREEHE - FEARFEERT R - R
HI_EZEAET 5 3 iodi 2

Question: For members of an employee stock ownership plan (ESOP), if they wish

to withdraw from the corporate employee stock trust early due to personal special
reasons, which of the following must approve the withdrawal in principle?

A REIREA

. The person in charge of the company
SZEEA
The trustee

. BIFBEAEA

. The representative of the ESOP

. BIFREG2EER

. All members of the ESOP

EHE:C

Answer: C

ST N0 ww »

OO0 N0N== >

Figure 9: An example of few-shot evaluation in answer-only scenarios. The English transla-
tion is given beneath the corresponding Chinese text and is highlighted in blue.
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DU @RNE 5 E i B » 55 ERIERE -

Here are the multi-choice questions about the trade exam, please choose the correct
answer.

...[ Five chain-of-thought examples here ]...

R : BN E Z g » Y0l (=5 1E/E ?

Question: Regarding the trade process, which of the following statements is correct?
A, SEH OEY) & 7RI ARER X R

A. Both imported and exported goods must undergo inspection and customs
declaration.

— N R ER A TR AREE
Credit investigation is generally conducted after quoting a price.

H [ A\ BRAT 9 3 R PR A R B S ML

The Export-Import Bank of China provides free foreign credit investigation
services for manufacturers.

1t 1R BRI A — 8 EAU (B B
D. It is not always necessary to pay anti-dumping duties when declaring imports.

ERBUM-F-BEE - B Gt BEAWANSEEIER - H AR R)E
H OB YRR Z AR KR - BB B Y RO REIEAN B A R AR AR - HIK
IETEBH B A > — B (5 A BB RE 2 BET > DIERE XA 5
B RZRSERAL 5 o FE » BRI CH Y B H O\ SRAT G0 82 % I 7 AR B MRS SEf
AUEIL AN IERE - R ABIEERF 2R/ EE AN o Fit - REDZIEMR - i D HREIRA
—REBSESEB > BRR NG Y ROREIEA B BB K AEM o RUESEBLE R T IRE
%%%ﬁ%%ﬂ%%@ﬁﬁ%@%?ﬁ% » HSG AR BT B 7 A R ZEAAN © BT
gD °

Answer: Let’s think step by step. Firstly, Option A is not entirely correct, as not all
import and export goods need to undergo inspection and customs declaration, which
depends on the type of goods and the regulations of the destination country. Secondly,
the statement in Option B is also incorrect; generally, credit investigations should be
conducted before quoting to ensure that the buyer has sufficient credit to complete the
transaction. Furthermore, the statement in Option C that the Export-Import Bank of
China handles overseas credit information for manufacturers for free is not accurate,
as credit investigation usually requires a fee. Therefore, Option D is correct; paying
anti-dumping duties is not always necessary when declaring imports, depending on
the type of goods and the regulations of the destination country. Anti-dumping duties
are meant to protect domestic industries from the impact of cheap foreign goods being
dumped, but not all imported goods are required to pay them. Therefore, the answer is
D

N0 = w

o)

Figure 10: An example of CoT in answer-only scenarios. The English translation is given
beneath the corresponding Chinese text. The English translation appears below the corre-
sponding Chinese text. The text highlighted in blue serves as our prompt, while the text in
red was generated by GPT-4.

E Detailed Description of Models

This section outlines the specifics of the models utilized in our investigation.

GPT-4 and GPT-3.5-turbo represent OpenAl’s advancements in conversational models.
Initially, these models undergo supervised fine-tuning leveraging a dataset comprising user-
assistant dialogues. Subsequently, reinforcement learning from human feedback (RLHF)
further refines their capabilities. For this study, we employ versions of these models that
were current as of June 13th, marking the latest updates available to us.
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LLaMA and LLaMA 2 epitomize Meta’s efforts in enhancing large, decoder-only language
models. Both iterations employ Rotary Positional Embedding (RoPE) for positional encoding
and Root Mean Square Layer Normalization (RMSNorm) for model normalization. LLaMA
2 distinguishes itself by undergoing an extended pretraining phase on a diversified and
more comprehensive dataset.

Qwen is pretrained on up to 3 trillion tokens, including Chinese, English, multilingual texts,
code, and mathematics, covering general and professional fields.

Qwen1.5-14B-Chat incorporate SwiGLU activation, RoPE, and multi-head attention mecha-
nisms. It offers enhanced capabilities for managing multiple languages and facilitating chat
interactions, capable of supporting up to 32K tokens in context length.

Atom-7B is developed from the LLaMA 7B foundation, augmenting its vocabulary with an
additional 32,000 Simplified Chinese tokens. This model benefits from further pretraining
on a diverse and unspecified corpus, with a focus on sequences up to 4,000 tokens in length.

DeepSeek-LLM-7B-Base is a fresh instantiation of the LLaMA architecture, pretrained from
the ground up on an extensive 2 trillion token dataset, encompassing both English and
Chinese languages.

DeepSeek-LLM-7B-Chat evolves from the Deepseek-llm-7b-base, undergoing fine-tuning
on a proprietary instructional dataset, the specifics of which remain undisclosed.

Yayi-7b builds upon the BLOOMZ 7B model, engaging in continuous pretraining on a
selectively curated corpus of Simplified Chinese and English texts.

Yayi-7b-llama2 mirrors the approach of Yayi-7b, albeit starting from the LLaMA 2 7B model,
to undertake continuous pretraining on a similarly filtered corpus of Simplified Chinese
and English texts.

Blossom-v3.1-mistral-7B is developed from Mistral-7B model and only further fine-tuned
on Chinese instruction dataset.

Breeze-7B-Instruct-v0.1 enhances the original Mistral-7B model by incorporating an ad-
ditional 30,000 Traditional Chinese tokens into its vocabulary. This expanded model then
undergoes further pretraining on a substantial, though unspecified, volume of Traditional
Chinese data.

Mistral-7b-80k extends the Mistral 7B framework, focusing its additional pretraining efforts
on Simplified Chinese datasets.

BlueLM-7B-Base is GPT-Neo architecture language model pre-trained on high-quality data
with 2.6 trillion tokens in English and Simplified Chinese.

Claude-3.0 Opus developed by Anthropic, is trained using a combination of unsupervised
learning and a technique called Constitutional AL It involves pretraining the model on a
massive dataset of text and image data to acquire language and vision capabilities. Subse-
quently, Constitutional Al guides the model’s alignment with human values by explicitly
specifying ethical and behavioral principles.

Gemini-pro is a multimodal model developed by Google Al, trained on a massive and
versatile dataset to seamlessly process a combination of text, audio, and visual inputs. It is
capable of generating outputs that integrate both images and text.

Yi-6B-Chat and Yi-34B-Chat are pre-trained on 3 trillion tokens, with the training data
updated through June 2023. Both of them are trained with 4K sequence length and can be
increased to 32K tokens during inference.

Yi-9B undergoes continuous training, building upon the Yi-6B model with 0.8T tokens.

ChatGLMS3-6B retains the foundational structure of its predecessors, introducing an newly
designed prompt format to support function calls, code interpretation, and the handling of
intricate scenarios such as agent tasks.
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Taiwan-LLM-7B-v2.1-chat is designed specifically for Traditional Chinese, emphasizing the
unique linguistic and cultural aspects of Taiwan. Originating from an extensive foundational
model, it incorporates a wide range of Taiwanese text sources and is enhanced through
supervised fine-tuning.

Chinese-Llama-2-7b enhances the original Llama 2 by undergoing additional pretraining
with Chinese text data around 120G and incorporating a more extensive vocabulary of size
55,296 for broadening coverage. It accommodates a 4K context size, with the capability to
extend beyond 18K through the application of the NTK method.

F Detailed Evaluation Results for the Top 4 Performing Models

Table[14] presents a comprehensive accuracy breakdown across numerous subjects for Qwen-
72B, GPT-4, Qwen-14B, and Gemini-Pro.

Subject GPT-4 Qwen-14B Qwen-72B Gemini-pro
engineering math 47.57 27.18 50.49 24.27
dentistry 66.67 50.13 59.65 52.88
traditional chinese medicine 43.53 51.44 68.71 43.53
clinical psychology 77.60 52.00 71.20 66.40
technical 66.92 59.70 66.42 61.97
culinary skills 60.62 56.51 66.10 71.43
mechanical skills 66.10 59.32 77.12 63.36
logic reasoning 34.53 32.37 40.29 35.25
real estate 43.48 45.65 4891 40.18
general principles of law 61.32 51.89 67.92 50.94
Finance Banking 61.48 48.89 52.59 47.41
anti money laundering 70.90 73.88 79.85 61.94
ttqav2 78.76 72.57 86.73 71.68
marketing management 77.42 76.34 80.65 70.54
business management 70.50 59.71 69.78 60.43
organic chemistry 66.06 46.79 66.97 47.93
advance chemistry 53.66 47.15 52.85 50.41
physics 60.82 43.30 64.95 44.33
secondary physics 63.39 52.68 61.61 42.86
human behavior 73.46 66.02 78.64 63.11
national protection 63.51 62.56 74.88 64.93
jce humanities 63.33 58.89 76.67 60.00
politic science 75.18 50.85 73.67 59.30
agriculture 47.68 36.42 56.95 39.07
official document management  48.65 50.45 65.77 40.09
financial analysis 56.28 3717 52.88 37.96
pharmacy 49.62 34.53 49.87 38.50
educational psychology 76.14 60.23 77.27 56.57
statistics and machine learning ~ 71.88 56.70 65.18 54.27
management accounting 47.44 35.35 48.84 37.22
introduction to law 57.81 47.26 62.45 50.63
computer science 79.89 66.67 81.03 62.64
veterinary pathology 63.60 43.11 63.60 42.05
accounting 34.55 29.32 33.51 29.84
fire science 33.87 45.16 49.19 36.29
optometry 53.26 40.76 51.30 36.52
insurance studies 56.97 47.24 63.03 43.95
pharmacology 77.82 50.09 68.28 53.14
taxation 40.27 35.20 41.60 33.87
education (profession level) 56.38 39.51 57.41 43.00
economics 68.45 40.97 59.29 44.27
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Subject GPT-4 Qwen-14B Qwen-72B Gemini-pro
veterinary pharmacology 83.89 56.67 77.96 62.96
nautical science 52.45 38.66 51.18 41.85
psychology disorders 75.69 64.09 78.82 66.36
trust practice 47.38 43.39 55.61 40.65
geography of taiwan 69.92 58.20 73.96 65.10
physical education 61.45 41.90 68.72 45.81
auditing 56.55 42.18 61.45 42.55
administrative law 51.19 35.48 56.90 43.57
basic medical science 83.54 47.69 77.04 56.81
macroeconomics 63.99 45.50 62.53 42.86
trade 47.01 31.08 54.38 35.79
chinese language and literature ~ 46.73 51.76 67.34 45.96
tve design 80.42 67.08 79.58 65.21
junior science exam 71.36 59.15 76.06 57.01
junior math exam 40.00 40.00 49.14 29.71
junior chinese exam 80.57 82.29 85.71 72.57
junior social studies 65.87 74.60 79.37 58.73
tve mathematics 33.33 33.33 36.67 30.00
tve chinese language 73.71 73.91 85.09 66.05
tve natural sciences 69.81 58.49 74.53 59.29
junior chemistry 54.07 43.54 49.28 37.32
music 58.27 52.52 67.99 51.58
education 66.13 55.65 65.32 54.03
three principles of the people 77.70 69.06 80.58 68.35
taiwanese hokkien 27.13 33.33 42.64 34.88

Table 14: Breakdown of model performance in the top 4 models in zero-shot learning

G Detailed results of various models on different benchmarks

Table [15 presents evaluation results on Simplified Chinese benchmarks and TMMLU+ to
assess whether models exhibit superior performance on simplified benchmarks. *It should
be noted that the performance results of GPT-4 on C-Eval and CMMLU were individually
reported in Huang et al.|(2023) and [Li et al.| (2023), respectively.

Model C-Eval CMMLU TMMLU+
Breeze-7B-Instruct-v1.0 0.468 0.460 0.286
Qwen-1.8B 0.548 0.516 0.338
Qwen-14B 0.708 0.713 0.514
Qwen-72B 0.825 0.844 0.647
Qwen-7B 0.626 0.625 0.520
Taiwan-LLM-13B-v2.0-chat  0.386 0.401 0.223
Taiwan-LLM-7B-v2.1-chat 0.368 0.363 0.051
GPT-4* 0.687 0.710 0.675

Table 15: Five-shot results of various models on different benchmarks
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H Comparison between rule-based parser and prompt-based parser

Previous work (Kojima et al., 2022} |Wei et al., 2022) that prompt-based parsers often achieve
higher scores compared to rule-based parsers. While a prompt-based parser is much
more versatile than a rule-based parser as prompt response format may differ significantly
between LLMs, due to cost consideration, this former method is not widely adopted as the
default answer extraction method. In this section, we compare the difference between these
two as shown in Table[I6] For the prompt-based parser, we utilize gemini-1.5-flash to extract
the final answer.

Model STEM Soc. Sci. Humanities Other Average

| LLM  String [ LLM  String | LLM  String | LLM  String | LLM  String
GPT-4 6259 604 | 7029 674 |5935 560 | 6111 576 | 6333 60.3
Gemini-pro 4429 454 | 5792 573 | 4985 488 | 4850 482 | 50.14 499
Yi-34B-Chat 50.16 402 | 6483 568 |57.05 54.0 |5674 476 | 5719 49.6
GPT-3.5-turbo 43.68 41.6 | 49.00 467 |39.82 367 | 4521 420 | 4443 418
Qwen-7B-Chat 3536 375 | 4496 455 | 40.64 381 | 4025 39.0 | 4030 40.0
Yi-9B 28.69 287 | 4441 446 | 4853 485 | 3670 368 | 3958 39.6
Breeze-7B-Instruct-v1.0 | 33.92 21.7 | 4511 252 |41.18 245 | 3804 230 | 3956 236
Taiwan-LLM-13B 27.01 185 | 3245 276 |2778 178 | 2853 215 | 2894 213
Taiwan-LLM-7B 2742 150 | 2601 162 |2595 150 | 2634 162 | 2643 15.6

Table 16: Comparison of Models Across Different Fields with prompt-based parser (LLM)
and rule-based parser (String) as answer extraction method

I Data Examples for Each Subject

M AR = [112]T kv =2 — 11T » TFFBIEME R ?
Question: Given two vectors u = [1 12]T and v = [2 — 1 1]T, which of the following
options is incorrect?

. Wi =AISME (cross product) A[—3 —33]T
. The cross product of these two vectors is [-3 — 3 3]T

L [ RS & 7 /3

The angle between these two vectors is 7 /3

. WRia ERIATE (inner product) %3

. The inner product of these two vectors is 3

. B BAEEL (norm) FIER6

. The product of the norms of these two vectors is 6

BEE:A
Answer: A

g NN W= >

Figure 11: An “engineering math” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

25



Published as a conference paper at COLM 2024

M : FEEFR(CL2)H Lkt (ethane) UV FOLHY R EH » T HF— 2 I I 2 Bk P ER
(propagation event) ?

Question: In the UV-irradiated reaction between chlorine gas (CI2) and ethane, which
of the following steps is a propagation event?

I) Cl- +CH3-CH; — CH?,-CH3-C1 + H-
II) C1 - +CH3-CH3 — CH3-H,C - +HCl
IIT) C1 - +CH3-H,C- — CH3-CH,-Cl
IV) Cl, + CH3-H,C- — CH3-CH,-Cl + ClI-
V) CL, + UV light — C1- 4-Cl-
A. T EETV
A. ITand IV
B. 1 BdV
B. Iand V
C. I1, IIT B21v
C. I, Il and IV
D. T EIV
D. Tand IV
BEE:A
Answer: A

Figure 12: An ”organic chemistry” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

i : B N SR E ESRIR I i 5 5 [ RESE
Question: Which of the following substances in the work environment are more likely
to cause cancer?

. hEm

. Pentachlorophenol
B o

Toluene

—HE

. Xylene

. —ELER

. Carbon Monoxide
FA

Answer: A

RITOOE® > »

Figure 13: An "advance chemistry” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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M - A —2Ci B - HARB AR /0.03F 75 /A R > AREI200 » LI 5y #6008 1Y ]
B > FEO2FFHT RIS SIS T+ el » I BRI R ARE RS B R 2 D REF 2
Question: There is a AC generator with a coil area of 0.03 square meters, a total of 20
turns of the coil, and rotates at a fixed speed of 600 revolutions per minute in a uniform
magnetic field of 0.2 Tesla. What is the approximate maximum induced electromotive
force of this generator in volts?

A. 15
A. 15
7.5
7.5
30
30
25
.25

EX:B
Answer: B

TUONN®W®

Figure 14: A “physics” example. The English translation is given beneath the corresponding
Chinese text and is highlighted in blue.

M B - B1073 A ryE B8 %K 7] LI £ D 3EE ?

Question: In a nuclear reaction, how much heat can be transformed from a mass loss of
103 grams?

A. 9x10° F

A. 9 x10° cal

B. 9 x 100 F

B. 9 x 10! cal

C. 2.14 x 101 &
C. 2.14 x 1010 cal
D. 2.14 x 10° &
D. 2.14 x 107 cal
BER:C
Answer: C

Figure 15: A ”“secondary physics” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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i« (E A R —E R E RS RIE - bR T ot BB ] - M
S AT HER 2
Question: To measure the viscosity of a fluid using the same capillary viscometer, in
addition to monitoring the flow time of the fluid, which of the following data is also
required?
A. BiERE
. Osmotic pressure
R T 2
Differential liquid level
. R
. Liquid density
. BHEEE
D. Capillary radius
EHHE:C
Answer: C

>

OnNN w9

Figure 16: A "pharmacy” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

fiifE : CIDR(Classless Inter-Domain Routing) & —&IP Hitik 5 BL 77 1% > T~ 371 g 4]
EZH# ? Question: Which of the following statements about CIDR(Classless Inter-
Domain Routing), a method of IP address allocation, is incorrect?

A. CIDR 1552192.168.1.1 / 25 B 48 % 2 & 255.255.255.192

. The subnet mask of CIDR notation 192.168.1.1 / 25 is 255.255.255.192.
CIDR #%52172.16.0.0 / 12 2IPv4 Class B FUFAHIP #i[E
The CIDR notation 172.16.0.0 / 12 is a private IP range of IPv4 Class B.

. CIDR A& =48RR 4E% A BB AR

. CIDR can improve the routing efficiency on the Internet.

. CIDR FJR/DIP (iR %

D. CIDR can reduce the waste of IP addresses.

EE:A

Answer: A

SCnNnNww

Figure 17: A “computer science” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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1R+ BT Ry R ] s RO R 2R 2
Question: Which of the following factors stimulates the secretion of aldosterone?
A. R I
. High sodium in the blood
I & FE
Blood volume decrease
. FBEK
. High osmolarity
- R Im SF
D. Low potassium in blood

EX:B
Answer: B

OSnN0NwZ

Figure 18: A “basic medical science” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

FIRE « 5 ST 8 —Ht e REEAIR300 N » B Z S S0 %55 Bk > B ANH
ERRAE N FIN64 B BRI R REVER 2 H R » QN 5T LU Al e P34
BRI FE95% fE A ] 2

Question: If a random sample of 300 residents is taken from a community, and the
average age of this sample is 55 years old, and it is known that its average age is
significantly different from 64 years old, and assuming that the age of the community
residents is normally distributed, which of the following is more likely to be the 95%
confidence interval for the average age?

A. (54,74)
B. (45,65)
C. (57,71)
D. (48,62)
BEZE:D

Answer: D

Figure 19: A ”statistics and machine learning” example. The English translation is given
beneath the corresponding Chinese text and is highlighted in blue.
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i « l—HE10 kg MEIII G & » AFH RN » H A — MR E— 2R A10
em EVDIEM 788 - 75— —EE B H2 kg WE L3R > QILLE LBREVEEER 2
> ?

Question: Take a 10 kg uniform alloy, divide it into two pieces, one is made into a solid
cube with a side length of 10 cm, and the other is made into a solid sphere with a mass
of 2 kg. What should be the volume of this solid sphere?

A. 4000 cm3
A. 4000 cm?
B. 5000 cm?
B. 5000 cm?
C. 250 cm?
C. 250 cm®
D. 200 cm?
3

D
BE:C
Answer: C

Figure 20: A “junior science exam” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

BH IRRFAEIN - CHAFEE IR RE ~ 980~ P AR~ oI
£20 » AIBIR3EFERENNFBRIRT R » NI ROt & 8 2

Question: There are nine people in Zhuzhu's family. It is known that the mode, average,
median, and quartile distance of their age this year are all 20. Which of the following
statements about the statistical age of these nine people three years later is incorrect?

A. THEIEGE23
A. The average is 23
0Y o3 pE 223
The quartile distance is 23
. B3
. The median is 23
. REUZE23
D. The mode is 23

EZX:B
Answer: B

SN N ==

Figure 21: A ”junior math exam” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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M NERRYIRIESE - BYRERMSEE AR E LERYE > TR T
WAEA R &AL E/RRBAMY) > REBFATERRNAMEZELMN  TERRE
EREEFEEN BT EEEEERITAA - T 5 HEE B T R IER ?

Question: The human body has a variety of food sources. The nutrients in food include
organic and inorganic substances. Sometimes specific food additives are added during
food processing. Our government has established Food Safety and Health Management
Laws and implementing rules for the safety of our public’s food. Which of the following
statements is most correct?

A. B ERTEZBNEOKILEY) - BERNEAE M BIFE
A. Ketogenic diet refers to consuming lot of carbohydrates, moderate protein, and a
small amount of fat.

B. R ERRE A DR E T 2 R
B. Only carbohydrates in nutrients can provide the energy required for human survival.
C. BNy HRE ~ BiEH ~ FUANEE - BRI RE R4S

C. Food additives such as sweeteners, preservatives, and antioxidants should be
labeled with their functional names.

D. [EEBINERYE - IRRAEYREER  BE - M3 - B RMAIRSEENS
D. Lipids are organic substances and can be important components such as biological
membranes, enzymes, hormones, antibodies, and hemoglobin.

ER:C

Answer: C

Figure 22: A ”tve natural sciences” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

FORE : BUMTECS™! FFHIEREIH30 F - 11120 F% > RITHI3 3¢ » HICS™ Bway
HEREL

Question: The half-life of radioactive Cs
after 120 years, what is the closest initial mass of Cs

. 50 7%

131 atoms is 30 years. If about 3 grams remain

131,

A

A. 50 grams
B. 60 7T

B. 60 grams
C.30%

C. 30 grams
D. 40 5¢

D. 40 grams

BEE:A
Answer: A

Figure 23: A “junior chemistry” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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RIRE : %50, § 277822 — 5x + 6 = 0 AUFIAR » BIZTER (x — o2) (x — B2) S FHUfE 2
Question: If &, B are the roots of the equation x> — 5x + 6 = 0, what is the polynomial
(x—a?)(x—p?)?

A. x* —11x+30

A x* —11x+30

B. x? —13x 436
B. x? —13x+36
C. x*+13x+36
C. x2+13x+36
D. x4+ 11x+30
D. x* +11x +30
ER B
Answer: B

Figure 24: A “tve mathematics” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

i« BT (PET) BTNREMMIRER (IMRI) ZZHIK A 2
Question: What is the difference between Positron Emission Tomography (PET) and
Functional Magnetic Resonance Imaging (fMRI)?

A. HIE TR IO B (E 8 IEAE I8 & SEBE BTBUELE R - RISETALAIE (LR AR

A. The former can more clearly identify the activation status of the brain when an
individual is listening to music or performing mathematical operations.

B. RIE/AEAS R LB E N TR AEATEE

B. The former requires the injection of specific chemicals into the subject, while the
latter does not.

C. HIEEAKF ~ BETIL R BT B = % =5 i fR e - TR RA7KCF iR E

C. The former has three-dimensional anatomical scan images of the horizontal, sagittal,
and transverse planes, while the latter only has horizontal plane scan images.

D. BIEABIEIAIE - "G AR MR AT AL A

D. The former has clearer images that can evaluate the location of cerebral blood clots.
ER B

Answer: B

Figure 25: A “clinical psychology” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

32



Published as a conference paper at COLM 2024

IR - — 7R R SR R » AR RE AL AT AN 698 ~ A - PBIRER - LR
PUED ~ FN IR E R > HERFESNZEA - ZARYRIAHEE

Question: A kind of pancake made from spring onions is common on the streets of
Chinese societies such as Taiwan, Hong Kong, mainland China, as well as Malaysia
and Singapore. It is often eaten as breakfast or snack. The name of this food is:

A. EHE
A. Scallion pancake
B. E#f
B. Egg pancake
C. /KFif,

C. Shui Jian Bao
D. RE/HE

D. Stinky tofu
ER:A
Answer: A

Figure 26: A "TTQAv2” example. The English translation is given beneath the corresponding
Chinese text and is highlighted in blue.

I TR EIER AN H Oy TEES(F]%“U/AB%E( R MERAET T HEEE A TR o —fiRi
o AT EREE AR - HNEF R 2

Question: What is the general sequence of the process known as “coming out” for
homosexuals, from recognizing their sexual orientation to publicly acknowledging
their homosexuality?

A, BRIHA — FFOER — R A A — i
A. Self-acknowledgment - Confessing to friends and family - Knowing people inside
the circle - Coming out
B. HHIHA — B NN — AR — i
B. Self-acknowledgment - Knowing people inside the circle - Confessing to friends and
family - Coming out

Ao A — M BUACE AR — B BHA& —
C. Knowing people inside the circle - Confessing to friends and family - Self-
acknowledgment - Coming out

D. #0akE WA — B BIEA — [ A — Hl

D. Knowing people inside the circle - Self-acknowledgment - Confessing to friends
and family - Coming out

&;g ' B

Answer: B

Figure 27: A "human behavior” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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i« feEH LB A MENEE

Question: What are the responsibilities of the command center?
A NBZLHEROIRER

A. Personnel appeasement and psychological counseling

B. 3 B PR C A B ~ WA RS XK 1

B. Report to the competent authority the number of people evacuated, the place of
refuge, and the disaster

C. BB EERHERRETIH

C. Assist the people who take refuge in schools to meet emergency needs
D. RGBS AR RIAR A 3R

D. Adjust mutual support between organizations according to the situation
ER:D

Answer: D

Figure 28: A “national protection” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

R TOIEAZBIR T A AR SR EE R ?
Question: Which of the following is not an important claim of the research approach to
political behavior?

A. ERIRE SR
. Non-interdisciplinary integrated research
ABUR A AT A E R R B A E R
Using political role behavior as the basic data for research
. Bt R EBEE L
. Academic research must be value-neutral
. TR BABIER T
. Using the methods of natural science

BEE:A
Answer: A

SO0 NN W= p

Figure 29: A ”politic science” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.
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i« NITE T KEHEZMESRREME L > ALBE— (R BORGEEE - /N IR
FETESEAEAE A NAEMEEZERKERE] o DA (L. Kohlberg)H]

A R TR B AR /)N A — TR ) 2

Question: Xiao Fang bought a train ticket and sat in the designated position, but

encountered an elder asking for a seat. Xiao Ming said: ”If you bought a ticket, you

have the right to use it. No one has any reason to ask you to give up your seat.”

Explained by Kohlberg’s stage theory of moral reasoning, which orientation does Xiao

Ming belong to?

A HEE AR

. Social contract orientation

TEERBR P B

Legal order orientation

- R e R A

. Universal ethics orientation

. AESI AL E

D. Relative utilitarian orientation

EE:B
Answer: B

oSN N ==

Figure 30: An "educational psychology” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.

I : AR BT AT - SRR B B TSR R > SAERRIKE O
ERELRE T EATIRSY - BRI PR R YU IRS T A KRB R R AT R 2
Question: In a certain textbook, before the end of the unit, a few exploration topics
related to the unit concept are provided. Students can explore according to their own
interests and abilities. What is the form of exploration that provides exploration topics
and allows students to determine the methods and results of exploration?

. SEREMERRR

A

A. Structured exploration
B. 5B MEATERT

B. Guided exploration
C. FBGEIRS

C. Open-ended exploration
D. BHAR

D. Recipe-based exploration

EZX:B
Answer: B

Figure 31: An ”education (profession level)” example. The English translation is given
beneath the corresponding Chinese text and is highlighted in blue.
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I« I ST R A =R TG A E RN T HITE ?
Question: What is the biggest difference between oligopolistic market structure and
the other three types of market structure from the following?

A, TR R SRR 5 S B 350 3 AT (AR R

A. When making decisions, firms will consider how competitors make decisions.
B. {51 i e A (AR HO IR E

B. Each firm is a price determinant.

C. NIRIR BT £ 7 2 i R Y

C. Different firms produce heterogeneous products.

D. N[ BT A2 2 2 E it A2 R LA

D. Different firms produce homogeneous products.

BER:A
Answer: A

Figure 32: An "economics” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

i : fK#KTenhula & Bellack (2008) HIFEACH IR (Social Skills Model) > T3
A TEAH L 1A A 5888 %R (social cognition) ThBe R #ilks 2
Question: According to the Social Skills Model by Tenhula & Bellack (2008), which of
the following descriptions falls under the category of social cognition?
A, IERE(EBITERRER (A0« SR ERT)
. Correctly detecting emotional clues (e.g., facial and voice expressions)
A RN MRS KAEANSRE 5 USRI T
The ability to listen and understand language messages
ACEBIEEE TR ~ BRI
. Understand and effectively analyse social stimuli from interactive situations
- BREN SRR S B IER S TR
D. The ability to use appropriate non-verbal behaviour when speaking
ER:C
Answer: C

ONN %= >

Figure 33: An ”occupational therapy for psychological disorders” example. The English
translation is given beneath the corresponding Chinese text and is highlighted in blue.
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M - BERAENTGESR TRKE) 28 &A f R R A R (T 2
Question: What's the most likely reason for the “Black Ditch” name of the Penghu
Strait in the Taiwan Strait?

A. KT ] 2 BAE RIS

A. The variable water flow direction makes the silt muddy

B. JUREY) D (ECAR B TR bR

B. Few sediments allow light to reach deep

C. g IR O B B R P2

C. Both sides of the strait provide abundant suspended particles
D. K HIREIEY

D. Most of the seawater contains deep-colored sediments

E# B
Answer: B

Figure 34: A “geography of taiwan” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

I : 100 A~ RELE - FEREIR30~70 A RFEE: » MR HE 5 RS md B 2
Question: In a 100-meter race, what should one do to increase speed during the 30 to
70-meter stage after start?

A. EIRHA G « 51
A. Increase both stride length and frequency

B. REFHIH ~ N5 08

B. Keep the frequency constant, increase stride length
C. AR IR ~ 8038

C. Reduce stride length, increase frequency

D. REFHIE ~ H A4

D. Keep the stride length constant, increase frequency

BEZE:D
Answer: D

Figure 35: A ”physical education” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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i M E KRR B RRIER » PIIEANE ?
Question: Among the reasons why the aggregate demand curve is negative sloping,
which one is not?

A, BRECR

A. Substitution Effect

B. &R

B. Interest Rate Effect

C. HEBRBEICR

C. Real Balance Effect

D. BEMEEFEIARCR

D. Rational Expectations Effect
ZXE:D

Answer: D

Figure 36: A “macroeconomics” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

M« BT CRIESE) sigk T IEW 2 2@ A sihIi » TR EEmEHS -
MERR?

Question: Which of the following chapter and location combinations from Lan
Dingyuan’s “Eastern Expedition Collection”, which recorded many ancient Taiwanese
place names or aliases, is incorrect?

A, (ACfTHE) - FEERANT
A. (Record of Hebaoyu): Jiayi Puzi
. (EkybiE) - B HE
(Record of Shuishalian): Sun Moon Lake

B
B
C. (fkuny - Rkl

C. (Record of Volcano): Datun Volcano Group
D. (4CrTHEis) - HifT

D. (Record of Zhuxianpu): Hsinchu

EE:C
Answer: C

Figure 37: A ”chinese language and literature” example. The English translation is given
beneath the corresponding Chinese text and is highlighted in blue.
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I R COREED Fmkz @ TR E » AR CE - JIAKIRITHIK R © |

N IKHRENES » FHIRLE o 1 HSERE - REBEBERT ZIKIR -

FOUHT (RIZRKED) ZBIESEKAE LS LS T AE— BUAGRAR " KR
HE= » JEKER
;??%?é%%mﬁ%ﬁ:+ﬁ’ﬂmﬁmmi’#KEEKL°:ﬁ%%«%
L) DE e

IKIRAEREME » FORK T ZRK——TMIREZE » B o

Pz amK » BER 1 TERE  SOFREIRE © LR - RRAGER - BklK -
HET Y o

— R B8 (CRBKED) ARIRASC > TEIBGR A& Rl E ?

Question: Lu Yu states in “The Tea Classic” that “mountain water is on top, followed
by stone spring, with river water next and well water at the bottom.” Also “river water
is drawn from afar, and well water is drawn more. Hence, it ends here, he never tasted
all the waters in the world. In Zhang Youxin’s “Record of Boiling Tea Water”, it says
Liu Bochao classified water into seven categories, ranking the Yangtze River as the first,
Huishan Stone Spring as the second, Tiger Hill Well as the third, and Huai River as
the last. Also, it says, Lu Yu discussed with Li Jiging that there were twenty types of
water, with river water towering over mountain water, and well water standing above
river water. These two theories contradict The Tea Classic. The taste of water is just
good or bad, and it is absurd to rank all the waters in the world one by one. Lu Yu's
discussion of water dislikes cloudy and stagnant water and prefers spring sources, so
wells are drawn more. Though the river is long, it is a gathering of multiple waters,
hence it is next to mountain water. This view is closer to physical reason. -Rewritten
from Ouyang Xiu’s “Record of Daming Water” According to the text, which of the
following statements is most suitable?

A. TRICHASK T BKZAE o L 1

A. Zhang Youxin categorizes all the waters in the world into twenty kinds according
to water quality.

B. KIS i K IR AL A = IR K E
B. Ouyang Xiu evaluates the water quality based on the distance and height of the
water source.

C. R GREE) SR7KRIIRYE » BT ILIERR

C. According to the standards of “The Tea Classic”, Yangtze River is better than Tiger
Hill Well.

D. 7 BIR/KRD) 0 RO BRBME B ETA

D. In ”“Record of Boiling Tea Water”, Zhang Youxin refutes Liu Bochao’s view.
EBE:C

Answer: C

Figure 38: A ”junior chinese exam” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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M B REEMNYHERBEENE EEEAREEER > mMEAZE
A ES R R R o B R MY - AR BANE S SRR R - FTLLE
B e A O ITEEAE o E 2 0 BRI ERR IR 0 —YIBRZAER > BrLIEA
Bt AR o B o &R T HOmaE > AU EAF BN o FIEEmEm
FEAFIEY CanfaBaE—AE) RILPTRE ARk » FHEPE AT B FORE
S o BAESTIEREE » BIHE TRIIBZ AN A] DREE o EREEERA NBTF 0 HE
ISP BORAYE > B EA)RZ > 7 F ZREM I E R F BT8R ER - S
B MIETORMA DN F A RAAER > A BELIBIER R - * BURIRIE
RS Z AR (R o BOREA] LUNSRERER ) - B G (EA TR AR 2 - BIsE L ar i
sCfB ) o IAREIE ) 2 AR A 22 7 Bt 2R o Bl th & Il A\ B AE B B AR ) 2l
SRIREINAE S » TUAR ) AR 2 ANa B BIR 2R - B = - Bl th Sl R IR 22 &1k -
R R 508 A ARIAEER - H ORI EME th G IREIR S © Bt SRt - Bk
3T A BN A SR —BR - SBERRE) o EaRIRAYAIE ) R T A - TR - B
FRMEC—ET BRI WETRRREE - (ABERERGIEZRS
R R —RAE)) R B30 > ARG HOE SN T 5B —(E3EIH ?

Question: The main function of reading is to help readers understand the origin and
meaning of a fact, not just to make readers know a fact. Reading is learning because
there is no teacher around you to point you out, so the learning benefit depends entirely
on the reader’s analysis and interpretation. In other words, the subject of reading is
you, and everything is up to you, so its connotation is proactive. Moreover, because
it is for oneself, it also needs to have self-discipline. Adler and Van Doren in their
“"How to Read a Book” liken reading to baseball, readers should read a book with the
attitude of the catcher. To win a game, the tacit understanding between the pitcher
and the catcher is an indispensable basis. The author of the book is like a pitcher, the
most important thing to catch the ball thrown by the pitcher is that the catcher should
actively understand the pitcher’s skills and style. Only in this way, we as a catcher
will not miss the flying ball and can achieve the purpose of reading. _______, is very
similar to this pitching relationship. Reading can enhance observation, and observation
will make life more meaningful. Reading will also increase memory because memory
is the result of multiple connections of brain cells. Reading will also increase your
imagination through other people’s experiences and imagination, and imagination
is the basis of many knowledge discoveries. Even, reading will enhance your safety
because knowing other people’s experiences will also improve your alertness. Reading
will also increase your analytical power because analysis is an indispensable part of
reading. These abilities will mature your judgment, then sharpen, this will benefit you
all your life, can also benefit others, and contribute to society. (Rewritten from Huang
Kunkyin’s “Reading is the Only Way to Lifelong Learning”) According to the above,
which of the following options is the most suitable for underlined?

A. AR RRELGE

A. Insights and abilities to create

B. HAMELEEAE 1B B

B. Interactions between teachers and students
C. BRI EL R TS

C. Opportunity and skill to attack

D. EHHEFHERIBIR

D. Relationship between the author and reader.

ZE#Z:D
Answer: D

Figure 39: A “tve chinese language” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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F'n‘ﬂir% s TRAFM LA ML M TATATHARTT Y RIBEA T ZI R 77 B i B B AR
e

Question: Which of the following theories of intelligence is most consistent with the
saying “Everyone is born with a talent that must be useful” and “Everyone can be the
top scholar”?

A B R

. Two-Factor Theory of Intelligence
B =t

Triarchic Theory of Intelligence
BN Z% T

. Multiple Intelligences Theory

- BN

. Structural Theory of Intelligence
ER:C

Answer: C

SN0 ®w >

Figure 40: An “education” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

PIRE © AZE A IBSRAEVERY R » AEME KR ER TR G EERKERNRFE D E
&i%ﬁ@ﬁé%& » BREAER AR A A EE » 152 D8] Ry S ] e 2 s 0 4 P S8 2

ak
ik

Question: Due to mankind’s pursuit of economic development, the incessant exploita-
tion has led to nature’s backlash, causing numerous disasters, and seriously endan-
gering people’s lives and property. What concept is this due to gradually straying
from?

A, BRI
. Industrial upgrading
& EA
Social welfare
. BBERREMN -
. Privatization of state-owned enterprises
. KSR
. Sustainable development
EE:D
Answer: D

OO0 NN ®W=

Figure 41: A ”three principles of the people” example. The English translation is given
beneath the corresponding Chinese text and is highlighted in blue.
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RO TRE__ JRERRE - RM ST o | AL (R I ?
Question: Fill the blanks in the proverb "Never ______ before learning to fly, never ______
want to pull the melon.” What should be used in the blanks?

A BT

A. learning to walk, arm planting

B. 1Ti#% - IKAE

B. walking, watering the fertilizer

C. 28> #H

C. learning to crawl, plowing the field

D. 178 > /R

D. walking, planting melons

ERA

Answer: A

Figure 42: A "taiwanese hokkien” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

i B CAVEBERE —F > MR EEHEW(TF) ETid » fifk - Kk
BENCZER > BZEREROIRBRITH - IREME - FRERCEEL D EE?
Question: How much money can A ask B to return according to the Civil Law when
the contract of sale cannot be performed due to B’s fault after A promised to buy a
motorcycle from B and paid B a deposit of NTD 10,000?

A 18T

A. 10,000 NTD
B. 3 &JT

B. 30,000 NTD
C. 28T

C. 20,000 NTD
D. 57t

D. 5,000 NTD
ER:C
Answer: C

Figure 43: A ”general principles of law” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.

42



Published as a conference paper at COLM 2024

I AR BB - T A RO R 2
Question: Which of the following statements about counter-terrorism financing is
incorrect?

A, BEEREGBIETEE 2 HIRAZ B - DUELA ~ vE NSRBI REAE RN E AR

A. The sanction list designated by our country’s counter-terrorism financing law is
limited to individuals, corporations, or groups within the territory of the Republic of
China.

B. &Ry % 2 B BB A A BT

B. The supervisory authority of our country’s counter-terrorism financing law is the
Ministry of Justice.

C. E2BHR B AR T Bl ELiE LIRS ~ A8 - 2 FZ &7 A

C. The purpose of counter-terrorism financing is to prevent and curb the financing of

terrorist activities, organizations, and individuals.

17% éﬁaﬁﬁu?ﬁﬁ%ﬁ%ﬂﬁéﬂﬂ%ﬁ%ﬁi(mﬁ) F2001 F32F1911 FH1E - CAFTRERI KR
I

D. The Financial Action Task Force (FATF) has made combating financing of terrorism

a priority since the US 911 incident in 2001.

ERA

Answer: A

Figure 44: An “anti money laundering” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.

I« RIEEEE R T EMATER - AulsolE R
Question: According to the letter Kang Pei wrote to Wang Jinhui, which of the following
descriptions is most appropriate?

A FEREHENEDR - BT EEERHER
A. The purpose of Kang Pei’s letter is to ask Wang Jinhui to take leave on his behalf.
B. BRSNS - HRILINE BB L

B. Kang Pei indicated that the delay in seeking medical advice led to the worsening of
the condition and increase in caruncle.

C. &R » AR FERMEINREE TS

C. It can be inferred from the whole text that the two are bosses and subordinates of
similar ages.

D. ¥ EEMREREREMIRE » WAl THE% ]
D. The ending greeting to Wang Jinhui can also be “fu an”.

EE:C
Answer: C

Figure 45: A ”jce humanities” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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FIfE « RENERERIEEMRRE S » BRI S 2 FRIEE - N oIRuh & iR ?
Question: According to the interpretation of the Grand Justices of the Judicial Yuan,
which of the following statements is incorrect regarding the pre-review of cosmetics
advertisements?

A WEERBGRARSE® - B8 BEEXER - Y AEUEEEEZFHIEEL
N H HY

A. It must be for the especially important public interest purpose of preventing peo-
ple’s lives, bodies, and health from direct, immediate, and irreversible harm.

B. AH i EHZEATHE - KA LEREE

B. It is a significant intervention in freedom of speech, and should in principle be
unconstitutional.

C. HEHrZERER 5 E B

C. The achievement of its goal should have a substantial connection.

D. ZEM T N RE AVENERUR 2 &

D. It should provide people with the opportunity for immediate judicial relief.

BE:C
Answer: C

Figure 46: An ”introduction to law” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

M SR A PFTEM TR EE A 28 2 S RINERA - 1 MER 88 i = 2 RETHE
P > PRI {7 IERE 7 1. BECHE 2GR, TR EEREHMERS. &
(DB B NER4. I R BIT0ER

Question: Which of the following options is the correct order for the various deductions
that taxpayers can enjoy in the consolidated income tax, arranged from high to low
by deductible amount? 1. Standard deduction for those with spouses 2. Special
deduction for children’s education expenses 3. Special deduction for physical and
mental disability 4. Special deduction for long-term care

A. 1342
A. 1342
B. 3142
B. 3142
C
C
D

. 3412

. 3412

. 1432
D. 1432
BER:A
Answer: A

Figure 47: A "taxation” example. The English translation is given beneath the corresponding
Chinese text and is highlighted in blue.
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I A BN EERE BB 2 (B {ERDAE » T AIBORATE $EER 2
Question: Which of the following statements about the valuation of property gift tax is
incorrect?

A. SNEFFFRCIIE H 7 8RR T R R MR 2 R

A. Foreign currency deposits are converted into New Taiwan dollars using the buying
exchange rate of the Taiwanese Bank on the day of the gift.

B. E& ML HE & EHERH

B. Funds are calculated based on the net value of the fund on the day of the gift.

C. _TiTHE K BEAR A 22 DARG B H W (E R 5

C. Listed and OTC stocks are calculated based on the closing price on the day of the
gift.

D. JE bR E DA S ERTE

D. Unlisted stocks are calculated based on the net value of the stock.

EE:C

Answer: C

Figure 48: A "trust practice” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

IR« T EIA BETARE A IR I 2 Bo & g5 2
Question: Which of the following statements about the principle of legal application is
incorrect?

A. ERERIERES

A. The law supersedes regulatory orders

B. IXBERES L

B. The law is superior to emergency orders
C. RIKEINHITE

C. The later law is superior to the former law
D. FFRIE BN ETE

D. Special law is superior to ordinary law

EE:B
Answer: B

Figure 49: An ”"administrative law” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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I« TEF T AN 5 R oF e 2k 8 B Ze R sl ) 2
Question: Which of the following teeth cannot be easily distinguished from the left or
right by the crown?

A, FEHFLRE
. Maxillary deciduous canine
FEHIE TR
Maxillary central deciduous incisors
. MEELRE
. Mandibular deciduous canine
. NEIEFFLFIEE
. Mandibular central deciduous incisors
ZZE:D
Answer: D

SO0 NN =% >

Figure 50: A ”dentistry” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

I R G RBE) BRLERZ A0t - THIE R 2
Question: According to ”Acupuncture Science”, which of the following statements
about seminal emission is wrong?

A. SEET=REEC ~ BRI
. First, needle the Sanyinjiao and Yinlingquan

M2 P AT 2 R

>

B.
B. Ejaculation in sleep is named as spermatorrhea

C. MESHREE ~ BT ~ i ~ By~ BE - WREE > B > SEEL/U
C.

Continue to needle Qihai, Guanyuan, Zhongji, Shenshu, Zhishi, and moxibustion at
Shenshu, Guanyuan and Zhishi

D. (BRI A SR 55 ~ KRS ~ BUEIBE AR R > JCARFEBE -
RS ZE) R AERMGHRTT R
D. The cause of seminal emission can be nervous weakness, mental fatigue, excessive

drinking, inflammation of nearby organs, and it can also be caused by excessive
masturbation, lustful thoughts and indulgence

EE:B
Answer: B

Figure 51: A ”traditional chinese medicine clinical medicine” example. The English transla-
tion is given beneath the corresponding Chinese text and is highlighted in blue.
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i ECRS T P TR E 2 BB T 15 Ry
Question: What is the treatment method for the pre-embedded pipe of the power
distribution place user?

A AT REHE

A. Do not dealing with it

B. Sl RIBEK o

B. Implement unilateral waterproofing

C. (EHEHE R

C. Just do the embedding pipe is enough

D. TR Wi BN =K

D. The ends of the embedding pipe should be sealed for waterproofing

BEZX:D
Answer: D

Figure 52: A ”technical” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

I B BRI BB 2 I - P ARl I
Question: Which of the following is the correct statement regarding things that should
be paid attention to when receiving ingredients?

A. SEERR I EEZRERIT

A. There is no need to check the transport conditions.

B. IR EMmEEE EAGR/ IR - NEERIK -

B. Fﬁozen food packages should not be accepted if there are water stains or ice crystals
on them.

C. BGateEil - AR

C. Those who pass on-site should be received, no record is necessary.
D. PRAE KBRS A — A

D. The same person should handle both purchasing and receiving.

EE:B
Answer: B

Figure 53: A ”culinary skills” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.
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MR - BhvA & ERIFHVTIERE

Question: What is the best method to control insect pests?
A. T

A. Patting

B. fi AR #AH

Using insecticides

. AT

. Using a net to catch

. TEPRELIR -

D. Clearing the source of infestation

ZE#Z:D
Answer: D

O NN =

Figure 54: A “mechanical” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

fid : A FARRIEFHES] > BB Z8BRIF » FFHE Z2800F « FAREFEARE
Question: The words in the sentence are not arranged in order, and there are extra
words, please find out the extra words: NI F5E AL

A. &

B. A1

C. #

D. #
BEFR:C
Answer: C

Figure 55: A ”logic reasoning” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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M = EBRUE T AE - BY) S AL RS R40 B - AL PR TR0 [ AR R 20 BF -
P52 IR (A% 51200 BT > E2MEMTSHEEN  ERAET IR HEYE
EHR R 5 BHIERAI30% Mz A EEE A2 /D2

Question: For a three-story detached new building, the registered area of the building
is 40 pings, the registered area of the base is 20 pings, if the normal price of the house
and land is 12 million yuan. Considering the local market survey data, the building
value ratio calculated using the valuation method accounts for 30% of the house price.
Please, find the unit price of this base.

A. 42 BT/

. 420,000 NTD/sqft
60 BT /P
600,000 NTD/sqft

. 18 BT/

. 180,000 NTD/sqft

. 30 BT/

D. 300,000 NTD/sqft

BER:A

Answer: A

OnN0Nn %= p»

Figure 56: A "real estate” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

I AR MBS RROR T KR 2

Question: Which of the following statements about “Chegu Diao” is false?

A, TE fERIZEEE

A. "Drum” refers to the bell drum.

B. Ryt B A — T 3

B. It's a type of tune in Peking Opera.

C. #cHl (BAEBIE) wh % i p stz —

C. The song “Peach Blossoms Across the River” is one of the representatives of this
musical form.

D. TH] 8RS BRI

D. "Che” refers to a pair of long bamboo pieces.
ER B

Answer: B

Figure 57: A “music” example. The English translation is given beneath the corresponding
Chinese text and is highlighted in blue.
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I R R 2 — o RIBRERANT 32 EVBGE o B A A & 38 f 2y
B3R - A SE R A B ORI E SR ETU A - B ASTE Y th 8 K E A =T
FE PR A o e AR RS B > BT AR AR o R
&K T RSEEIE (R BRI - |FEARS T (HRERRBRSREIRTT AR
T x5 AR B NERS S IRy =5t o SHEEMAOERE - LAARE - AR
ANMEEE » K EEADHE =57 — MRERCEME DR - Z ity » G A
i BB AN YR SE B A R] SBR[ B 2 AN (T =)Fios o LaE Ry an 46
JEE SRR R » SUBSER STHF Lttt AD v B SO B o F iR S B BUE S T DB S E)
el - TRARME TR B 55 SR AR - SSBA AT 178 - (ERCH S D4
B o PRYLOFBUR LR RS AP » B ) ORAE & S B 0 AT A Ap A /2[RIt
E B BUR BN A& KRR » SRR T EIESIB L © 1 62a69d5962675.jpg B T
FRTEREIZ R TR F T IR RE E P

Question: Rum is one of Cuba’s famous products and is popular because of its strong
flavor. Rum was made from a by-product of a certain cash crop when the local area
developed tropical cultivation. This cash crop was also widely planted in the southern
plains of Taiwan. Tracing back the development of this economic crop in Cuba, it is
related to Spanish colonization. At that time, Spain needed a lot of labor to cultivate
economic crops and mine minerals, but the aboriginals died in large numbers due
to infectious diseases from abroad, so Africans were introduced to fill the labor gap.
Today, the population of Cuba is predominantly white, with those of black ancestry
accounting for about a third of the national population, while aborigines are rare.
In the twentieth century, someone mixed rum with cola originated from the United
States to make “Free Cuba”, as shown in Figure 13. The name of this cocktail has a
historical legend, symbolizing the United States” support for Cuba’s independence
movement in the 19th century. At the time, the US political arena made a comment on
Cuba’s independence movement: “Regarding any European country’s invasion of the
Americas, the United States has the right to intervene and withdraw European forces.
The Spanish government is losing control of Cuba and is unable to protect the lives and
property of American citizens there, so the US government should intervene to restore
peace and ensure Cuba’s independence.” 62a69d5962675.jpg Regarding the example
mentioned in Tainan City, which of the following statements is most appropriate?

A. HNLIRBEH ETA TR B R R T BUR Y
A. The legislature enacts laws to administer administrative penalties on violators.
B. FTT SLIAGRRA R T AR A R DU SRR A

B. Local legislative bodies establish regulations to impose criminal penalties on viola-
tors.

C. U SEVERERRR] e BHE N IR LT BUR 2

C. Local legislative bodies establish regulations to administer administrative penalties
on violators.

D. HSLEBEH AR IR DA S R T

D. The legislature enacts laws to impose criminal penalties on violators.
(== e

Answer: C

Figure 58: A “junior social studies” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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R : A RISEE(aesthetics ARG » THIA 35 [ ?
Question: Which of the following statements about aesthetics is correct?
%ﬁ%ﬁﬁ’(} Immanuel Kant )&3.4 R A _L7F » TAEASH » 7 BEH) 18 i 18 204l 2 e B 52 %

A. Immanuel Kant believed that only God, not humans, can play a role in explaining
art theory and aesthetics.

B. {KH( David Hume ) FhPR( taste )5S A\ KRR SZ A B 5 1F 2511 R O SETEEE

B. David Hume used “taste” to refer to the human ability to feel and judge the aesthet-
ics of an artwork.

C. ZE—AJRE AT laesthesis] > JFETE N BHEHEIERE

C. The term "aesthetics” comes from the Greek word “aesthesis”, originally referring
to human’s ability of logical reasoning.

D. &1 BH £ 8( Aristotle )55 - S22 —Frl R REHT 70 52 RALER AU 221

D. Aristotle was the first to use the term ”aesthetics” to refer to the study of aesthetic
experience.

EBEZX:B
Answer: B

Figure 59: A “tve design” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

I : B forfaiting » N3 Roifr & IERE 2

Question: Which of the following statements about forfaiting is correct?
A. HHBAE AARZERE R

A. The related letter of credit must be confirmed.

B. AP b FEZRAEBHARIRA TR

B. The related bill must be accepted by the issuing bank.

C. HRABAZEIEREIBIANAE A > H 1R A I R 22K

C. If the relevant note is not honored at maturity, the exporter should unconditionally
return the ticket money.

D. Hoi & LV J7 @5 KA T M S
D. The bill under the buyer’s term letter of credit is the most suitable for handling this.

KZZ L B.
Answer: B.

Figure 60: A "trade” example. The English translation is given beneath the corresponding
Chinese text and is highlighted in blue.
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I TEIE BT IR PRS0 - T i 2

Question: Which of the following statements about analytic procedures is incorrect?
A BUEARNEKAEE AN 25

A. More suitable for large and predictable transactions

B. BB ER A AMER R

B. Can assist auditors in making overall conclusions

C. ByE Y BRI B R R AR DL

C. More suitable for cases where the relationship between data will continue to exist
D. WHEAIERRAS & - 5B E B PITHEREF

D. Must be combined with detailed tests to verify individual statements

EE:D

Answer: D

Figure 61: An “auditing” example. The English translation is given beneath the correspond-
ing Chinese text and is highlighted in blue.

I AR AR > TSROl A g 2
Question: Which of the following statements about distribution volume is wrong?
A. TESTFA BT o) AT B 5 & S R A F

A. The redistribution phenomenon of injectable anesthetics will prolong the anesthetic
effect

B. M#EEAHEEY S SRR AM B MEEN T2 —
B. The degree of plasma protein binding with drugs is one of the factors affecting the
distribution volume

C. S EREWMIEIE (loading dose)

C. The distribution volume determines the initial dose (loading dose)

D. 22 A2 A B BN AR EEY) IR LRI LU (E.

D. It is the ratio of the total amount of drugs in the body to the concentration of drugs
in plasma.

BE A
Answer: A

Figure 62: A "veterinary pharmacology” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.
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M - A RRIEERE S & FRAMNE - BB RS M EAGTIE - TH—H
BRE AR A RN LR C A ?

Question: To check if a quadrant soft iron ball has semi-permanent magnetism, this
soft iron ball should be moved to the vicinity of a magnetic compass. Which of the
following inspection results can indicate that this soft iron ball has retained magnetism?

A. {F45°135) > fiketfmis2°Ll b

A. Rotate 45°, the compass needle deviates more than 2°
B. {EQ0°#EE) - flidtmAs1°LA L

B. Rotate 90°, the compass needle deviates more than 1°
C. E45°88E) - fi#tMiz1°Ll 1

C. Rotate 45°, the compass needle deviates more than 1°
D. {E90°#& %) - kst fwis2°LL b

D. Rotate 90°, the compass needle deviates more than 2°
HEH:D

Answer: D

Figure 63: A “nautical science” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

1R+ BRI B Ao P RSB ) ) 3 A R 2
Question: Which of the following is irrelevant to the mineralization of the endocardium
in bovine hearts?

A BEREMEERD
A. Overeating of vitamin D
. Ketosis

B
B
C. REBEFSEY 5% TS
C
D

. Poisoning caused by overeating calcium-rich plants
. JREFIE
D. Uremia

BEZX:B
Answer: B

Figure 64: A “veterinary pathology” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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il 2 X1 4 /2 = LU$3,000,000 B A B y5 Gt fi > 5530 11$200,000 2458 - &%
ffETI 3 4F - HIA R T3 G 1R T 7L E$500,000 FRENEI & » 3Z /A7 EAR
£510% » HEERRZ U < BR BT AR VAR E - RIRZBL AN IE A

Question: At the beginning of year X1, company A bought a polluting device for
$3,000,000, and paid another $200,000 for installation. The device is expected to last for
3 years. Company A estimates that it will cost $500,000 to dismantle and dispose of
the device after 3 years. The company’s capital rate is 10%, and there are no regulatory
requirements for the disposal of the device. What should be the cost of the device?

A. $3,000,000
B. $3,200,000
C. $3,700,000
D. $3,575,657
ZE# B
Answer: B

Figure 65: An ”“accounting” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

i - Y EEPIA (Flashover) BIR » THIBCH A F #EER ?
Question: Which of the following statements is incorrect about the flashover phe-
nomenon in buildings?

A BRI KK B EPIRIE B » % i B AR B 5

A. Delaying the arrival of a building fire to the flashover stage is the most important
evacuation strategy.

B. DORRE G0l & 3 A e B ) K R R

B. Flashover phenomena usually occur during the growth phase of a building fire.
C. FEPIMBZEF - BEANAEFRER

C. When a flashover occurs, the chances of survival for people in the room are low.
D. FEEFERZREM BT > BEPENREH (FO.T.) &A

D. In the same type of decorative material with equal area, the wall surface has the
greatest influence on the Flashover Time (F.O.T.).

FEE:D
Answer: D

Figure 66: A ”fire science” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.
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fg%ﬁ t BEAIRBTEALER (redlens test) » BRIADEESTEMAA T T » BIRE

Question: If the patient has a red lens placed in front of the right eye (red lens test), and
sees a red light point in the lower right, the patient has:

A. HIRTARFHL

A. Right eye’s lower internal latent strabismus
B. R LAMBRHAL

B. Right eye’s upper external latent strabismus
C. EiR ENEHMA

C. Left eye’s upper internal latent strabismus
D. AR EAFERHL

D. Right eye’s upper internal latent strabismus
BEE:D

Answer: D

Figure 67: An "optometry” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

M : BB C R Z R N SEGRER A - A ASRERAE (FREA AF]) SirBE
@ o IG5 E AR BRI AT - (Ees H B 8 & B 25000 7T » I
TR — IR o R 0 A 4RV RATHED BRI (AR » H ke H f e
B HBE o T3 o & IERE 2
Question: After ensuring himself as the insurer and the insured with A Life Insurance
Company (hereinafter referred to as A Company), and underwriting medical insurance
for coronavirus disease, with a hospitalization daily claim amount of NTD 5,000 and
prepaying the first premium, the patient was diagnosed with COVID-19 and hospital-
ized for treatment before A Company underwrote the insurance, and was discharged
from the hospital 6 days later. Which of the following statements is true?

A. A AT RIEACRE - OREGRIM B TENCE — I RM 8 e 3 B s

A. When A Company agrees to underwrite the insurance, the insurance period is
retroactive from the time the first insurance premium amount is prepaid.

B. A NEIRIEMAR

B. A Company can refuse to underwrite the insurance.

C. A AT B HHEZRS BT

C. A Company should compensate him NTD 30,000.

D. A RFEFUREER IR > EFRFEEN ARE

D. A Company can claim that the contract is not yet effective without underwriting.

EBEE:C
Answer: C

Figure 68: An “insurance studies” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.
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i@ : T A O Radrenocorticoids%E » Al & AR MR A ?

Question: Which of the following commonly used oral adrenocorticoids has the greatest
lipid solubility?

A. prednisolone

B. triamcinolone

C. dexamethasone

D. hydrocortisone

ER:C

Answer: C

Figure 69: A “pharmacology” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

IR - AR S SRR A ~ BT ZE i » 1 5 074N R5$48,000 © AZE it H3t5,0008E
7 » $E52 o MR WA AN B A $31,200 ° AZE R TE T RERS AT F B B A $24 B > TR AI
SN BA$15,00048 4800 T - 3t LR B $26H & - BN AR f Z Hodt » NI IE
f ? Question: Company A produces two products, A and B, through a joint process
with a joint cost of $48,000. Product A is produced in 5,000 units, and the cost allocated
from the joint cost is $31,200. Product A can be sold at $24 per unit at the separation
point, or it can be processed further with an additional cost of $15,000 and sold at $26
per unit. Which of the following statements about product A is correct?

A. HBEEINTAG HE R AEE > 210$36,200
A. The profit from further processing and selling is less, $36,200 less
B. N T i ERIAHIZ - £$115,000
The profit from further processing and selling is more, $115,000 more
. MRS TR BRI AEE> > /$5,000
. The profit from further processing and selling is less, $5,000 less
. MR T HERAEER S > £$26,200
D. The profit from further processing and selling is more, $26,200 more

BFEE:C
Answer: C

O NN

Figure 70: A “management accounting” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.
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I« NI B BT AR B - AT SR 2
Question: Which of the following statements about wood preservation methods is
incorrect?

A. BUKBIRIA IR 1k F e
. Hot water immersion can prevent termite damage.
R Z 2T R R AT B SR AR

Surface treatment by carbonization can achieve anti-corrosion effect.
- DUERE N FRTH B U] > HEG SR B
. Pressure injection of coal tar or preservatives, has the best anti-corrosion effect.
- BB IR TR BTN B SR A AT I RUR

. The normal pressure hot and cold immersion agent anti-corrosion method can
achieve the anti-corrosion effect.

BER:A
Answer: A

>

OO0 NN W=

Figure 71: An ”agriculture” example. The English translation is given beneath the corre-
sponding Chinese text and is highlighted in blue.

I« ARHEDAE [T ST FHODFS 2UE RIRE I (ETA 1 BLE » LU N A% JEODF
AL BT IERERIEA?

Question: According to the “Regulations on the Use of ODF Format for Electronic
Document Attachments”, which of the following is not a ODF format electronic file
extension?

A. doc

B. docx

C. pptx

D. DL E&IE -

D. None of the above.
ZEHE:D

Answer: D

Figure 72: An "official document management” example. The English translation is given
beneath the corresponding Chinese text and is highlighted in blue.
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I O — R R B B R N R Y A (R 3% 7

H AL S

ZiFETEL

R/NGIV: Y N

Question: Which ratio is often considered a fundamental factor affecting stock return
rate? Price-Earnings Ratio of A; Net Asset Value Ratio of B; Company C Size

A ER R
A. Only A, C
B. #H ~ Z
B. Only A, B
C. #Z2-W
C. Only B, C
D. -2 -
D. A,B,C

Figure 73: A ”financial analysis” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

il HEEWGUS THESAFAMAGHSEE © AR AL EHEARE
B REBRBZGBEREA?

Question: The consumer market includes many different participants. Which role
referred as the one who gives opinion and influences the purchase decision during the
consumption process?

A. fEEE

. Proposer
REE
Decider
2

- E

>

. Influencer
. HEEE
D. Buyer
BEHR:C
Answer: C

ON N w

Figure 74: A "marketing management” example. The English translation is given beneath
the corresponding Chinese text and is highlighted in blue.
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IR - (e R A NERBR EY ) AN ELEE N AT 2

Question: Which of the following is not an external driving force for promoting change?
A, BTEEH

A. Technological innovation

B. ARG IR A

B. Change in economic environment

C. ATk

C. Change in customer demands

D. B TARGEHET s

D. Change in employee performance evaluation method
EE:C

Answer: C

Figure 75: A "business management” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

I« ORISR ELOR A B EREE - R S BRI IR E 2 B BEAT R AT E Z KB B A
T e B 2

Question: How should the insurer reimburse the salvage expenses necessary for the
policyholder or the insured to avoid or mitigate damage?

A. BREHFERIES - R KRR B EEZRE) & A

A. Except as otherwise specified in the contract, the insurer reimburses the rescue costs
according to the value of the insured subject.

B. (R R (B R BRREEAE 24 - (BB LURER R A IR

B. The insurer must reimburse the amount and compensation amount, but should be
limited to the insurance amount.

C. REEAERBUR R E 280 - ArTitERRRes - MBEERREIE M

C. The insurer reimburses the amount and compensation amount, even if the total
exceeds the insurance amount, the rescue costs should still be reimbursed.

D. BREHFALIES - REANAERKEIZEA

D. Except as otherwise specified in the contract, the insurer does not need to reimburse
the rescue costs.

ER:C

Answer: C

Figure 76: A ”finance banking” example. The English translation is given beneath the
corresponding Chinese text and is highlighted in blue.

J Evaluation Environment

Our evaluation environment differentiates between open-weight and closed-source models.
Text generation inference is conducted on a workstation equipped with eight A6000 GPUs
for open-weight models running in bfloat16. In the case of closed-source models, we utilize
the Python package provided by their vendor.
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