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Abstract

Large Language Models (LLMs) have demonstrated impressive performance on
multimodal tasks, without any multimodal finetuning. They are the de facto
building block for Large Multimodal Models (LMMs), yet, we still lack a proper
understanding of their success. In this work, we expose frozen LLMs to image,
video, audio and text inputs and analyse their internal representation aiming to
understand their generalization beyond textual inputs. Our work provides the fol-
lowing findings. Perceptual tokens (1) are easily distinguishable from textual ones
inside LLMs, with significantly different representations (e.g. live in different nar-
row cones), and complete translation to textual tokens does not exist. Yet, (2) both
perceptual and textual tokens activate similar LLM weights. Despite being different,
(3) perceptual tokens are implicitly aligned to textual tokens inside LLMs, we call
this the implicit multimodal alignment effect (IMA), and argue that this is linked to
architectural design, helping LLMs to generalize. This provide more evidence to
believe that the generalization of LLMs to multimodal inputs is mainly due to their
architecture. These findings lead to several implications. (1) We find a positive
correlation between the implicit alignment score and the task performance, sug-
gesting that this could act as a proxy metric for model evaluation and selection. (2)
A negative correlation exists regarding hallucinations (e.g. describing non-existing
objects in images), revealing that this problem is mainly due to misalignment
between the internal perceptual and textual representations. (3) Perceptual tokens
change slightly throughout the model, thus, we propose different approaches to skip
computations (e.g. in FFN layers), and significantly reduce the inference cost. (4)
Due to the slowly changing embeddings across layers, and the high overlap between
textual and multimodal activated weights, we compress LLMs by keeping only 1
subnetwork (called α-SubNet) that works well across a wide range of multimodal
tasks. The code is available here: https://github.com/mshukor/ima-lmms.

1 Introduction

Large Language Models (LLMs) [1, 2, 3, 4, 5] represent a noteworthy advancement in recent AI
developments. Building upon the success of LLMs, the next stride in this field involves extending
beyond the textual modality, giving rise to Large Multimodal Models (LMMs) [6, 7, 8, 4]. A notable
line of research involves connecting LLMs to visual encoders, while keeping them frozen and only
training a connector with modest number of parameters [9, 10, 11, 12, 13, 14, 15, 16, 17]. These
methods yield comparable performance [10] to large-scale multimodal models with significantly
reduced computational and data budget.

Keeping all pretrained unimodal models frozen and only training couple of millions of parameters
[9, 10, 12] is an interesting phenomenon to understand, with limited research trying to decipher it. To
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Figure 1: Summary of the work. We start by analysing multimodal tokens inside LLMs, and find that they
live in different spaces (e.g., multimodal cones). Yet they are implicitly aligned (i.e., IMA), allowing us to see
LLMs as residual streams with steering blocks. This lead to implications on performance, safety and efficiency.

explain why frozen LLMs can generalize beyond textual inputs, several hypotheses can be isolated:
(1) perceptual tokens are transformed to textual ones, can be simply considered as foreign language
[18], and thus the LLM sees text-only tokens. (2) LLMs are able to digest non-textual tokens that are
processed by (2a) modality-specific subnetworks or (2b) the same LLM weights that can generalize
due to other reasons.

In this study, we expose LLMs to different multimodal inputs, such as image, video, audio and text,
and analyse their internal representations. We focus on frozen LLMs and consider two representative
setups: single-task (ST) and multitask (MT) finetuning. The former is considered by parameter and
data-efficient approaches [11, 12, 9, 10] and consists of training a mapping module for each dataset.
The MT setup is considered by recent multimodal assistant models [19, 14, 20, 21], and consists of
training the same mapping module on several datasets/tasks.

Our study shows (1) that perceptual and textual tokens still live in significantly different representation
spaces inside LLMs (Sec. 3.1): live in different narrow cones, and have different norms, rate of
change and vocabulary distributions. (2) We notice high similarity between the weights activated
by textual and perceptual tokens (Sec. 3.2), allowing to swap these activated subnetworks between
different tasks and modalities. Despite their differences, (3) perceptual tokens are implicitly aligned
to textual ones across different stages (Sec. 4.1): during training of the mapping module, and during
inference across LLM layers, especially inside each LLM block (e.g. after the self-attention layer).
As there is no explicit objective to align these representations, we call it the Implicit Multimodal
Alignment effect (IMA) (i.e., increasing similarity between textual and perceptual token distributions).
We find that this effect is mostly linked to architectural design (e.g. residual stream with refinement
blocks acting as steering blocks Sec. 4.2). This provides more evidence to believe the architecture of
LLMs is one of the main factors to generalize to multimodal representations.

We shed light on several practical implications (Sec. 5). (1) We find a positive correlation between
the implicit multimodal alignment score and the task performance, suggesting that this score could
act as a proxy metric. On the other hand, (2) we find a negative correlation with hallucinations,
revealing that the main factor leading to this problem is the lack of alignment between the internal
representation of textual and perceptual inputs. (3) The perceptual tokens slightly change inside
LLMs, thus, we propose to skip their computations (e.g. inside FFN layers). (4) Due to the slowly
changing embedding across layers, and the high overlap between weights activated by different
modalities, we compress the LLM by keeping one task-agnostic subnetwork that works well across
all modalities. To summarize (Fig. 1), we analyse the internal representations of LLMs when exposed
to multimodal inputs, leading to the following findings:

• Perceptual and textual tokens live in different representation spaces inside LLMs.

• They activate similar LLM weights.

• They are implicitly aligned (IMA) inside LLMs, during training and during inference.
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• The architectural design of LLMs can be perceived as a residual stream with steering blocks.
We argue that this is one of the main factors allowing LLMs to: digest very different tokens,
drive the implicit multimodal alignment effect, and thus generalize to different modalities.

These findings have several practical implications such as:

• The IMA score as a proxy metric candidate for task performance and hallucinations.
• Hallucinations as a result of lack of sufficient multimodal alignment.
• Skipping computations for visual tokens, leading to efficient inference.
• LLMs compression by keeping only 1 subnetwork that generalizes to all multimodal tasks.

2 Framework for analysing preceptually augmented LLMs

General framework We focus on a general family of models that consists of: a frozen language
model LLM with L layers, a trainable mapping module C, and a frozen perceptual encoder EM

for different modalities M (e.g. image (I), video (V) and audio (A)). The LLM input X consists of
the concatenation of P = [p1, ..., pNp

] multimodal/perceptual tokens (referred to as prompt) with
T = [t1, ..., tNt

] textual tokens. The prompt P is obtained after encoding the modality-specific input
XM with the corresponding EM and using C to project it to the LLM input space. T is obtained
from the embedding layer ET applied to the tokenized input text XT . This can be expressed as
follows:

P = C(EM (XM)), T = ET (XT ), O = LLM ([P ;T ]) . (1)

The k (k = Np +Nt) output tokens O = [oi, ..., ok] are obtained after a normalization, followed by
the unembedding layer Wout (or LLM head, i.e. oi = WoutLNout(t

L
i )). Our focus is on the internal

representation of LLMs (i.e. tokens) at different stages, in particular across the L LLM blocks/layers
(referred to as B). The mechanism inside the l + 1 LLM transformer block can be expressed as
follows:

X l+1 = XSA + FC2(g(FC1(LN2(XSA)))), XSA = X l + SA(LN1(X l)), (2)

where FC1, FC2, g are the up and down projections and activation inside the FFN , LN1/2 are
the layer norms and SA the self-attention.

Perceptually augmented LLM baselines. For the single-task (ST) setup, we train many models
across different datasets that span image, video and audio-text modalities. Each mapping module
is trained on a specific dataset, similar to previous works [10, 12, 9]. Inspired by previous studies
[10, 12], we use light-weight transformer consisting of a self-attention to attend to perceptual tokens.
In this setup, P refer to perceptual tokens from image, video and audio modalities. For the multitask
(MT) setup, we devise different variants of the LLaVA-1.5 [19] model that differ from the original
model as follows: LLaVA-1.5-2 (LLM kept frozen), LLaVA-1.5-3 (LLM kept frozen, without
pretraining) and LLaVA-1.5-4 (LLM kept frozen, without pretraining and with transformer mapping
module similar to the ST setup instead of MLP). In this setup, P refers to image tokens from different
datasets. In the paper, we focus on LLaVA-1.5-4 as it is most similar to the ST setup, and analyse
other variants in App. E. For analysis (i.e. Sec. 3), we focus on Vicuna-v1.5-7B [22] as it is shared
by both setups. For the ST, we use unimodal encoders, such as ViT [23], TimeSformer [24] and
AST [25] that are not aligned with text. More implementation details, and experiments with other
backbones can be found in App. D and App. E. We report the similarity after averaging the tokens
SimAvg (Eq. (3)) and details other measures in App. E.

Analysis tools. We are interested in cross-modal or multimodal alignment, and define the alignment
in terms of the cosine similarity; the higher the score, the more the vector representations are pointing
in similar directions. This could also indicates how much the two token distributions or vectors are
close, in terms of L2 distance (assuming the vectors are normalized and in a narrow cones). In other
words, alignment and similarity terms can be used interchangeably in the paper. In addition to cosine
similarity we also study their norm, decoded vocabulary distributions and which LLM weights they
activate. In the paper, we focus on the global representation per example, by analysing their average
across the sequence. More finegrained analysis on the token level with different similarity and norm
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measures gives similar observations and are detailed in App. E. For instance, we compute the cosine
similarity between perceptual (P ) (e.g., tokens corresponding to image patches) and textual (T )
tokens (e.g., tokens corresponding to the image caption), after the block l as follows:

Sim(P l, T l) =
P̂ l · T̂ l

∥P̂ l∥∥T̂ l∥
, P̂ l =

∑Np

i pli
Np

, T̂ l =

∑Nt

i tli
Nt

, (3)

3 LLMs indeed generalize to non-textual tokens

We investigate the generalization of LLMs to multimodal inputs, by studying the perceptual and
textual tokens inside LLMs. We investigate if all tokens are projected to textual ones, or rather they
are still different and how so (results with other models and similarity measures in App. E).

(a) ST setup. Tokens from multimodal datasets. (b) MT setup. Tokens image-text datasets.

Figure 2: Multimodal narrow cones. The cosine similarity after LLM blocks (B) between: perceptual tokens
(P vs P ), textual tokens (T vs T ), perceptual and textual tokens (P vs T ). p vs p and t vs t refer to the
intra similarity within the same dataset. We also visualize the t-SNE of tokens (at layer 24) showing they stay
separated inside the model. V (Video), I (Image), A (Audio).

3.1 How perceptual tokens differ from textual ones?

Multimodal cones: different narrow cones for different modalities (Fig. 2). Previous works
[26, 27, 28, 29, 30, 31] have found the representation of contextualized embeddings in language
models to be anisotropic: embeddings of different inputs exhibit high cosine similarity, shaping a
narrow cone, where all embeddings point in the same narrow direction. In the multimodal domain,
the cone effect is also observed [32] in contrastive models (CLIP [33]). In this section, we investigate
if textual and multimodal tokens live in narrow cones inside LLMs, and if these cones are distinct.
We compute the tokens cosine similarity at different layers. In particular, the unimodal similarity:
text-only (T vs T ) and perceptual-only (P vs P ), and the cross-modal similarity (P vs T ) between
perceptual and textual tokens. Note that for the ST setup, P vs P covers the similarity between
image, video and audio tokens, while for the MT ones cover image tokens from different datasets.
Fig. 2 shows a clear narrow cone effect for textual and perceptual tokens. Different perceptual
modalities seem to live in different narrow cones, as shown by the low P vs P score for the ST
setup. Interestingly, the cross-modal similarity between textual and perceptual tokens (P vs T ) is
significantly lower, suggesting that textual and perceptual tokens also live in different narrow cones.
We also visualize the t-SNE of the tokens embeddings showing they stay separated inside the LLM.

Figure 3: Tokens norm and evolution across LLM layers.The tokenwise cosine similarity between consecutive
blocks (e.g. Xl+n and Xl), and the median token L2 norm after each block (Xl) for the ST (left) and MT (right)
setups. Textual and visual tokens evolve differently inside LLMs.
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Different token norms and evolution across layers (Fig. 3). We compute the median of the token
L2 norms after each LLM block. This shows that textual and perceptual tokens have different norms
across layers. Perceptual tokens have significantly higher norm (at the beginning for MT and across
all layers for ST), and they change significantly less. When looking at other norm measures, we
found perceptual tokens with massive norms, similarly for textual ones [34], especially for the ST
setup. We discuss massive tokens more in App. E.2. In addition, we compute the cosine similarity
between tokens at block l and block l + n, showing that textual and perceptual tokens have different
change rates. Textual ones change drastically at the beginning of the LLM, while perceptual ones
changes significantly less across all layers.

Histogram (l=0) KL-divergence (Xl+n vs Xl) KL-divergence Distribution entropy

Figure 4: Tokens vocabulary distribution inside LLMs. The LLM (Vicuna-v1.5) unembedding
layer is used to map each token at different LLM layer, to a probability distribution over the vocabulary.
Multimodal tokens exhibit different vocabulary distributions across layers

Different token vocabulary distributions across layers (Fig. 4). For each token, we use the LLM
unembedding (i.e. LLM head) to decode the latent representation to a probability distribution over
the vocabulary. This approach have shown to work well for LLMs at different layers, not just the last
one [35, 36, 37, 38]. We show the histogram of this distribution at the first LLM layer for both textual
and perceptual tokens. The histograms show clear differences with some overlap between textual and
perceptual prompts. In addition, we compute the KL-distance showing that the distributions diverge
from each other across LLMs layers. We also notice that the distributions of textual tokens evolve
significantly, compared to multimodal ones. This is shown by computing the KL-distance between
consecutive blocks and the distribution entropy.

Finding 1. Textual and perceptual tokens live in significantly different representation spaces
inside LLMs.

3.2 Do perceptual tokens traverse different paths inside LLMs?

For each trained model, we extract the LLM (frozen) subnetwork activated by each dataset/modality.
We study these subnetworks (we refer to as pruning masks) by computing their similarity. We leverage
the recent SoTA pruning approach (Wanda [39]), that prune models based on both the weights and
the activation norms. Specifically, we use a handful (e.g. 256) of calibrated examples coming from
different modalities, and keep only p% (1 - sparsity) of weights with the highest Wanda score, at
different sparsity levels (30 % and 50 %). Note that after removing more than 50% of weights we
observe a severe degradation of performance.

Similar activated weights across modalities, in the first and deeper layers (Fig. 5). Each
subnetwork is represented as a binary mask to indicate which weights are activated. To compute
the similarity between these networks, we consider the intersection over union (IoU). Results show
an interesting high similarity between subnetworks activated by to different modalities. This high
overlap is more seen for the ST setup, for example, the IoU between GQA and VQAv2 is 0.69, similar
to GQA vs Audiocaps (0.67) or COCO-Text (0.65). When looking at the IoU across layers, we notice
an interesting high score at first layers. It seems that first layers encode general features that are
common for all modalities. This similarity increases as we go deeper in the LLM, moving to more
abstract and less modality-specific representations, closer to the textual output.

Transfer of multimodal subnetworks across tasks and modalities (Fig. 6). To further validate
the previous section, we study if we can simply interchange pruning masks between different tasks.
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Figure 5: IoUs of multimodal subnetworks. IoU of the subnetworks activated by different tasks and modalities,
for the ST (left) and MT (right) setups. We show the evolution of IoU across LLM layers and across different
multimodal tasks. Different modalities activate similar LLM weights (Fig. 22 for clearer version of the figure).

Figure 6: Transfer of multimodal subnetworks across tasks and modalities. The subnetwork activated by a
given task is used for other tasks for Vicuna-v1.5. From left to right, transfer across: image, video and audio
tasks. In each figure, the row corresponds to the subnetwork source dataset and the column to the target dataset.
bottom: transfer across modalities for (from left to right): OPT, Llama 2, Vicuna-v1.5.

Specifically, for a given model trained to solve a particular task, we find the pruning mask using
calibration data corresponding to different tasks/datasets. The sparsity is set to 30%, which is often
used to maintain reasonable performance. Fig. 6 shows that the pruning masks transfer very well
across tasks within the same modality (e.g. slight degradation by ∼1 point CIDEr for captioning with
a mask coming from OKVQA). Similarly, we interchange masks across modalities. We fix the task
(captioning) and also consider the text modalities (captions without images). In general, we observe
similar transfer with a slight performance degradation, especially for OPT and Llama 2. We show
similar observations with higher sparsity and with other encoders (e.g., CLIP and MAE) in App. E.4.

Modality-specific subnetworks? The experiments suggest a high overlap between weights acti-
vated by different modalities. However, this does not exclude the possibility of finding weights that
are generally activated when seeing a particular modality, even if there are small amount of them.
More discussion about this can be found in App. E.4.

Finding 2. LLM weights activated by perceptual and textual tokens overlap significantly.

4 What helps LLMs to generalize to multimodal tokens?

Textual and perceptual tokens have very different representations inside LLMs, yet, LLMs are still
able to process and generalize to these non-textual tokens. In this section, we try to investigate why
this is possible, in particular, we identify which factors facilitate this generalization.
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Figure 7: Multimodal tokens similarity across LLM layers. The cosine similarity between the textual
and multimodal tokens across: training epochs i.e., 0, 1, 2 for Vicuna-v1.5 (first), and across LLMs layers:
Vicuna-v1.5 (second) and LLaVA-1.5-4 (last). Textual and multimodal tokens are implicitly aligned during
training, and during inference across LLM blocks.

4.1 Observation: the Implicit Multimodal Alignment Effect (IMA)

Implicit alignment during training of the mapping module (Fig. 7). We compute the cosine
similarity between the perceptual tokens at the output of the mapping module, and textual tokens at
different LLM blocks. Results show that this similarity increases at all layers. This reveals that the
mapping module role, is not just to adapt the dimension of the visual tokens, but also to project the
visual tokens to be semantically, as similar as possible to the textual ones.

Implicit alignment during inference, across LLM blocks (Fig. 7). We compute the cosine
similarity between perceptual and textual tokens after each LLM block. Here we compute the max of
tokenwise similarity (MaxSim App. E.1): for each pair of token sequences coming from one example
(e.g. image prompt + caption), we take the maximum similarity, then we average across all examples.
The tokenwise similarity between perceptual and textual tokens significantly increases, especially in
the middle blocks, where the alignment is the highest in deep layers.

(a) Token norms (b) Consecutive blocks similarity (c) Similarity inside each block.

Figure 8: Multimodal tokens norms and similarity inside LLM blocks. Token norms (left),
tokens cosine similarity between consecutive blocks (middle) and between perceptual and textual
tokens (last). The tokens are inside Vicuna-v1.5 blocks (and outside the residual stream): after the
self-attention (SA), and FFNs (FC1/2) and layer norms (LN1/2). Multimodal tokens are Implicit
alignment inside LLM blocks.

Implicit alignment during inference, inside LLM blocks (outside the residual stream) (Fig. 8).
We look deeper to investigate the source of this alignment, and focus on tokens inside the LLM
block, which consists mainly of a self-attention (SA), FFN (FC1/2) and layer norms (LN1/2) layers.
Interestingly, the similarity between textual and multimodal tokens is the highest after the SA layers.

Finding 3. An implicit multimodal alignment emerges to pull the textual and perceptual
tokens closer inside LLMs, during training and inference.
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4.2 Explanation: the architectural inductive bias hypothesis

Residual stream with refinement blocks. We notice different observations between the tokens
inside and outside the residual stream. In the residual stream, the perceptual and textual tokens exhibit
significant representation differences (Sec. 3.1), while outside the residual stream, they are more
aligned. Each block contributes slightly to the residual stream (small token norms inside the blocks
Fig. 8a), with significantly different contributions (cosine similarity between consecutive blocks close
to zero, e.g, after the FC1/2 Fig. 8b). This allows us to view the model as a series of refinement blocks
that try to gradually refine the input signals. As the original signals are significantly different, they
stay different in the residual stream throughout the model. We argue that this provide a flexibility to
handle too different inputs. Moreover, previous works [40] have shown that transformers contain both
elements with high and low complexity biases, which helps to build general-purpose architectures
[41] that are able to generalize. These works support further our findings.

Refinement blocks as steering blocks. Inside the transformer block, we notice that the layer
normalization play an important role in having comparable norms for both textual and perceptual
tokens (Fig. 8a). Perceptual token norms become smaller and closer to textual ones as we traverse
several layers in the block. In terms of cross-modal similarity, we notice the highest similarity after
the SA, then after the FC2 and LN1. Note that this similarity is higher inside the block, than in the
residual stream (e.g. 0.45 vs 0.1 for Vicuna-v1.5 and 0.58 vs 0.15 for LLaVA-1.5-4 in the residual
stream Fig. 2). After each block the cross-modal alignment increases, and hence the narrow cones
are steered to each other. This suggests that all layers play an important role in steering the textual
and perceptual narrows cones to be aligned, with the most contributions coming from the SA.

Finding 4. An LLM can be seen as a residual stream with refinement blocks acting as
steering blocks. This architecture design plays an important role in generalizing to very
different tokens, and hence other modalities.

5 Implications: performance, safety and efficiency

Figure 9: Implicit alignment as a proxy metric for task performance. Left: different checkpoints
of LLaVA-1.5-4. Right: different variants of the LLaVA-1.5 model. We show the cross-modal token
cosine similarity across layers, and the task performance across different benchmarks.

Implicit alignment as a proxy metric for task performance? (Fig. 9) We compute the cosine
similarity between perceptual tokens at the LLM input and the textual tokens across LLM layers. The
similarity increases during training. Interestingly, we notice a clear and positive correlation with the
task performance on several multimodal benchmarks. In addition, we find that this correlation exists
across different models, as shown for different LLaVA-1.5 variants.

Implicit alignment as a proxy metric for hallucination? (Fig. 10) Previous works have shown
that LMMs suffer from severe hallucinations [42, 43, 44], and generally try to tackle this problem by
training on better datasets [45], using RLHF or RLAIF [46, 47] or post-training heuristics [48, 49].
Here we highlight one of the main causes of hallucinations: which is the lack of internal alignment
between textual and perceptual representations. we show the cosine similarity between textual and
perceptual tokens after each LLM block, and report the hallucinations on POPE [50] and COCO [51]
benchmarks. The curves show clear correlation between the implicit alignment and the hallucinations.
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Figure 10: Implicit alignment as a proxy metric for hallucinations. Left: different checkpoints of
LLaVA-1.5-4. Right: different variants of the LLaVA-1.5 model. We show the cross-modal token
cosine similarity across layers, and the hallucinations across different benchmarks.
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Figure 11: Skipping computations for visual tokens. Skipping (Skip ratio)% of the tokens in the FFN layers.
sl: skipping start layer. (V): visual tokens. (T): textual tokens. Results on the MT (with LLaVA-1.5) setup.

Skipping computations for visual tokens (Fig. 11). In Sec. 3.1 we show that perceptual tokens
change significantly less across layers, compared to textual ones. Sec. 4 highlights the importance
of SA layers for cross-modal alignment. In this section, we leverage these observations to reduce
the LLM computation overhead by skipping the computations of visual tokens. Specifically, starting
from a given start layer (sl), we reduce computations in FFN layers, which accounts for almost 2/3
of model weights, by skipping p% (Skip ratio) of visual tokens. Fig. 11 shows that skipping the
visual tokens leads only to slight decrease in performance, while reducing significantly the amount of
compute. We provide additional results with the ST setup, and ablation study in App. F.3.

Perceptual 
Encoder

Mapping Module

LLM
(50% sparsity)

Method #P/#TP/Sparsity Avg COCO ↑ VQAv2 ↑ MSR-VTT ↑ MSVD-QA ↑ Audiocaps ↑
CIDEr (test) Acc (Val) CIDEr (test) Acc (test) CIDEr (test)

MAPL [12] 7B/3.4M/0.00 – 125.2 43.5 – – –
eP-ALM [9] 6.7B/4M/0.00 – 111.6 54.9 48.79 38.40 61.86
DePALM [10] 7B/18.1M/0.00 – 131.29 70.11 49.88 – 69.70

Baseline 6.7B/7M/0.00 57.71 132.83 63.49 58.23 38.83 68.24
Wanda 6.7B/7M/0.50 51.32 126.81 55.28 54.23 37.17 58.99
Random mask 6.7B/7M/0.47 0.00 0.00 0.00 0.00 0.00 0.05
α-SubNet (s=0.3) 6.7B/7M/0.47 39.34 106.77 51.77 38.37 31.19 23.15

Figure 12: α-SubNet: a modality-agnostic subnetwork. Left: illustration of how we obtain the
α-SubNet. Right: different methods to compress multimodal LLMs (OPT). Table 2.

α-SubNet: one LLM Subnetwork for all multimodal tasks (Fig. 12) . Despite their differences,
multimodal tokens share an important property: slowly changing embeddings across layers (Sec. 3.1).
This suggests the possibility of compressing the model while retaining reasonable performance. In
addition, textual and multimodal tokens are pulled closer inside the LLM (Sec. 3.2), and processed
by almost the same LLM weights (Sec. 4), especially for the ST setup. This suggests the possibility
of finding a common subnetwork (α-SubNet) that works well for all multimodal tasks. Thus, we
focus on the ST setup with the OPT and CLIP encoders that are currently used by previous works.
We consider two representative tasks: COCO image captioning and VQAv2 and provide similar
results for other tasks, and modalities in App. F.4. First we use Wanda for task-specific pruning
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and show in Fig. 12 that we can obtain scores close to the original ones while removing 50% of the
weights. To find the task and modality agnostic α-SubNet, we first extract many pruning masks (e.g.
at 30% sparsity) for different modalities, then take the intersection of all these masks (e.g. leading
to a global mask at ∼ 50% sparsity). This approach is significantly better than other baselines such
as magnitude pruning or a random mask, and leads to comparable performance compared to the
task-specific Wanda pruning, especially for VQAv2.

6 Discussion

Limitations. The paper focuses on open-source and frozen LLMs up to 7B parameters, LMMs that
concatenate perceptual tokens at the LLM input and are relatively efficient. The generalization of our
findings, to larger and more powerful models, with different architectures, including proprietary ones
remains to be seen. Detailed discussion in App. B.

Conclusion. We propose the first study of the internal representation of frozen LLMs when exposed
to multimodal inputs. We find very different representations for perceptual and textual tokens, yet
LLMs are still able to generalize to these non-textual tokens. The implicit multimodal alignment
(IMA) effect, linked mostly to architectural design, facilitates this generalization by bringing mul-
timodal tokens closer inside the LLM. Our findings have several implications, such as as reducing
the computation resources at inference time, understanding better the performance as well as safety-
related problems such as hallucinations. We hope that this study will have positive impact, pushing
for more works to understand multimodal LLMs, and pave the way to devise more powerful models
that are better aligned to human preferences, while targeting safety-related issues.
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made in the paper.
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much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
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2. Limitations
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Justification: Sec. 6 and more detailed in App. B

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
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only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
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• If applicable, the authors should discuss possible limitations of their approach to
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will be specifically instructed to not penalize honesty concerning limitations.
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Justification: [NA]
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referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Details to reproduce the experiments are in Sec. 2 and more detailed in App. D.
Also the code will be made public.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experimental details can be found in Sec. 2 and App. D
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper includes different statistical measures to report scores such as the
average, median and the variance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The paper mostly about analysis, but the considered models are trained by
authors with details included in App. D. In addition we report the FLOPs during inference
in the implications section Sec. 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: No violation for the code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: App. C
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper cites all used assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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Supplementary material

This supplementary material is organized as follows:

• App. A: detailed related work.

• App. B: detailed discussion about the work, limitations and other implications.

• App. C: the broader impact of the work.

• App. D: implementation details, including the trained models, datasets and metrics.

• App. E: additional experiments analysing LLMs.

• App. F: additional experiments for the implications.

A Detailed related work

Large multimodal models. Motivated by the success of large-scale training of LLMs [52, 1, 3, 53,
2, 5, 4], the multimodal community has embarked on a parallel journey, striving to develop larger
and more powerful models capable of processing multiple modalities. Typical Large Multimodal
Models (LMMs) are constructed either by building upon frozen LLMs [6, 54, 55] or by training
them end-to-end after initialization [56, 7, 8]. These models have demonstrated success in numerous
general and intricate multimodal tasks, achieving performance levels close to human capability.
Another important line of research focuses on unified models, where a single model is designed to
handle diverse tokenized modalities, such as image-text [57, 58, 59], or even beyond two modalities
[60, 61, 62].

Efficient large multimodal models. Recently, to mitigate the training cost associated with training
large multimodal models, efficient adaptation of unimodal models has emerged as a promising
direction. Models like [11, 9, 17, 12, 10, 63] maintain LLMs frozen and train only a small subset
of adaptation parameters for different multidmodal tasks. These approaches achieve competitive
performance compared to end-to-end trained models [64, 65, 66, 67, 68] on image-text tasks and
also on audio and video-text tasks [9, 69, 70, 10]. Beyond single-task tuning, many approaches do
relatively light-weight pretraining and/or instruction tuning [71, 72, 14, 73, 19] and achieve good zero-
shot generalizaton and instruction following abilities. To make these models more efficient, previous
works have trained models with smaller LLMs showing competitive performance [74, 75, 76, 77, 78]

Analyzing LLMs. Previous research has highlighted the highly anisotropic nature of embeddings
within language models, characterized by high cosine similarity [26, 27, 28, 29, 30]. Studies
focusing on efficiency have shown that textual tokens exhibit small changes across layers [79, 80, 81].
Additionally, LLMs contains outlier features [82] and massive activations [34], which significantly
influence model performance. Work by [83] suggests that LLMs may generalize due to the fractal
structure of language. Moreover, [40] demonstrate that the building blocks of LLMs implicitly bias
towards approximating both complex and simple functions. In the multimodal domain, [32] identify
a modality gap in CLIP models attributable to the narrow cone effect. Previous studies have also
explored neurons in LLMs that encode multimodal representations [84, 85].

Compression and pruning for multimodal models. Few works have targeted multimodal model
compression, focusing mostly on image-text models. Notably, some works have concentrated on
distilling knowledge from larger models through attention maps [86] or the affinity matrix in CLIP
models [87]. Recent efforts have successfully applied the Lottery Ticket Hypothesis (LTH) to these
models, optimizing both the model weights and masks jointly [88, 89]. A unified framework for
structured pruning based on iterative training and adaptive sparsity allocation was proposed by [90].
It’s worth noting that these approaches, initially designed for relatively small image-text models,
encounter scalability challenges when applied to very large models.
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Hallucinations in multimodal models. Hallucinations in multimodal models involve generating
text that refers to objects not present in the input image [51, 50]. This pervasive issue affects a wide
range of multimodal models, varying in architecture, training data, and scale [91, 60, 42, 6]. To gain
deeper insights into this phenomenon, numerous studies have proposed evaluation benchmarks to
quantify hallucinations across different dimensions [51, 50, 92, 44], shedding light on underlying
causes. Specifically, co-occurrences and uncertainty [48], as well as visual uncertainty stemming
from lower image resolution [93, 94, 95], have been identified as contributing factors. Additionally,
it has been demonstrated that multimodal in-context learning exacerbates hallucinations [42]. To
address this issue, various techniques have been proposed, including training on improved datasets
[96, 44], aligning models with reinforcement learning [46, 47], refining training objectives [94], and
employing post-training heuristics [48, 93]. Our study highlights the misalignment between internal
representations of textual and perceptual tokens as a key cause of hallucinations.

B Discussion

Study across LLMs and setups. Our investigation primarily centers on Vicuna-v1.5 across single-
task and multitask setups. We find that our conclusions remain consistent across various LLMs (e.g.,
OPT, Llama 2) and different settings (e.g., with and without pretraining, using different mapping
modules), as detailed in the appendix. Extending our analysis to encompass other multimodal models,
potentially with diverse architectures [6, 55], could offer additional valuable insights.

Study on larger models. While our work primarily focuses on frozen LLMs to provide insights
relevant to future multimodal models, we also present results involving trained LLMs such as in
LLaVA-1.5. These experiments yield observations akin to those with frozen LLM variants. However,
the applicability of our experiments or the generalizability of our findings to larger LLMs (beyond
7B parameters), larger multimodal models [7, 6], or massively-trained multimodal foundation models
like Gemini [97] or GPT4-V [4] remains an open question.

Remaining questions to understand LMMs. While we primarily investigate why and how LLMs
generalize to multimodal inputs, and offer insights into issues such as object hallucinations, numerous
unanswered questions persist. For instance, further exploration is needed to discern the encoded
information in tokens and how LLMs extract information from visual tokens. Deeper inquiries are
also required to address safety-related issues in large models, including the inability to abstain from
answering, compositionality, and the precise adherence to user instructions [42].

Other implications. Our paper discusses several practical implications with potential benefits.
Future extensions of our study could focus on specific aspects, such as enhancing model efficiency
during training and inference by reducing redundant computations or model size. Additionally,
addressing alignment with human preferences, such as faithfulness and safety, remains a significant
challenge requiring further investigation. Our study may also inform model architecture design, such
as developing mapping modules explicitly aligning multimodal tokens before entering the LLM.

C Broader impacts

The paper aims to enhance our comprehension of LLMs within the realm of multimodal inputs. We
contend that a deeper understanding of these models can yield positive societal impacts, which we
partially address in this study. For instance, our findings may contribute to mitigating the consumption
of large models and their potential societal harms. Moreover, our work may inspire future research
endeavors with various impacts, none of which we think must be specifically discussed here.

D Implementation details.

D.1 Perceptually augmented LLM baselines

D.1.1 ST setup

We train many models across different datasets that span image, video and audio-text modalities.
We first devise powerful baselines based on 3 tenets: (a) having the smallest number of trainable
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parameters, (b) general architecture that span or similar to many existing models and (3) good
performance. To this end, and inspired by previous studies showing the effectiveness of using
transformer-based mapping module [10, 12, 6, 54, 55, 98], we use light-weight transformer with
learnable queries and self-attention to attend to perceptual tokens. This transformer operates in
low dimension space (i.e., due to down/up projection layers and the the number of learnable query
are limited to 10. We also favor a deeper architecture (5 blocks) compared to a wider one [10].
Our baselines are close to [10], but with significantly less trainable parameters. We train these
baselines with different LLMs: OPT-6.7B [2], Llama 2-7B [5] and Vicuna-v1.5-7B [99] and different
encoders for: image (ViT [23, 100], CLIP[33], MAE[101]), video (TimesFormer[24], X-CLIP[102],
VideoMAE[103]) and audio (AST[25], AudioMAE[104]).

To train these baselines, we use AdamW optimizer with a learning rate of 2e-4 that decreases with
a cosine annealing scheduler to a minimium of 1e-5. We train with a total batch size of 16 for
captioning and 64 for VQA datasets. The number of epochs is set to 20 to ensure that all models
converged, though most of these models converge after only couple of epochs. We select the best
checkpoint for evaluation. For example the model for image captioning converged after ∼ 4 epochs.
All models are trained on 8 V100 GPUs and the training time depends on the task, e.g., for the large
VQAv2 dataset each epoch takes ∼ 30 mins, for other smaller datasets it takes less time, e.g., ∼ 10
mins for Audiocaps and MSVD-QA. Unless specified otherwise, we fix the hyperparameters for all
baselines to isolate the variations that could results from this.

We refer to all text-aligned models as CLIP, trained for classification as ViT, and self-supervised with
MAE objective as MAE.

D.1.2 MT setup

To study the impact of different factors (e.g. pretraining, mapping module) on the internal repre-
sentations (e.g. implicit alignment), we devise different variants of the LLaVA-1.5 [19] model that
differ from the original model as follows: LLaVA-1.5-2 (LLM kept frozen), LLaVA-1.5-3 (LLM
kept frozen, without pretraining) and LLaVA-1.5-4 (LLM kept frozen, without pretraining and with
transformer mapping module similar. The latter is very similar to the models used in the ST setup,
which ensure comparable observatoins. All these models are based on the Vicuna-v1.5-7B LLM.

We follow the same training setup of LLaVA-1.5 [19], including the training data, steps and hyperpa-
rameters.

For analysis in the paper (e.g. Sec. 3), we focus on Vicuna-v1.5 as it is shared by both setups. For the
ST setup, we use unimodal encoders, such as ViT, TimeSformer and AST that are not aligned with
text.

D.2 Datasets and metrics

ST setup. We consider a wide range of public multimodal datasets that cover 2 representative tasks:
captioning and question-answering (QA) across image (VQAv2 [105], GQA [106], OKVQA [107],
COCO caption [108]), video (MSVD, MSRVTQA [109], MSRVTT [110]), audio (Audiocaps [111],
Clotho [112], Clotho-AQA [113]) and language tasks. For QA datasets we report the accuracy (in
open-ended generation setup with exact match), and for captioning we report the CIDEr metric.

MT Setup. We also evaluate the MT setup on recent datasets such as SEED [114], TextVQA [115]
and POPE [50].

E LLMs generalize to multimodal inputs: additional experiments

E.1 Tokens evolution across layers

Different LLaVA-1.5 variants. In Fig. 13, we illustrate the differences between perceptual and
textual tokens across different LLaVA-1.5 variants. Comparing the two variants with multimodal
pretraining, we observe higher cross-modal similarity in LLaVA-1.5 compared to LLaVA-1.5-2, which
freezes the LLM. This suggests that training the LLM enhances alignment between representations.
For models without pretraining, we note that using an MLP (LLaVA-1.5-3) to connect both models
yields better results than using transformer-based pooling (LLaVA-1.5-4), potentially explaining the
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Figure 13: Textual and multimodal tokens for LLaVA-1.5 variants (MT setup). From top to bottom: (1)
the cosine similarity between the textual and multimodal tokens across LLM blocks. (2) the cosine similarity
between consecutive blocks. (3) token norms, (4) KL-distance between vocabulary distributions decoded from
textual and perceptual tokens, (6) cosine similarity between vocabulary distribution at consecutive layers. From
left to right: LLaVA-1.5, LLaVA-1.5-2, LLaVA-1.5-3, LLaVA-1.5-4.

superior scores. Utilizing all visual tokens appears to bolster alignment with textual tokens, with
pretraining further enhancing this alignment. Notably, vocabulary distributions undergo significant
changes in middle layers, particularly for textual tokens. Similar observations hold across different
variants, indicating that our findings generalize to broader setups and that training the LLM does not
substantially alter token behavior.

Different similarity measures for cross-modal alignment. In this section, we compare the
following similarity measures to compute the similarity between perceptual (P = [p1, ..., pNp

]) and
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Figure 14: Different similarity measures. From left to rights: SimAvg, MinSim, AvgSim, MedSim,
MaxSim. ST setup (top) and MT setup (bottom).

Figure 15: Different similarity measures and the narrow cone effect. From left to right: SimAvg,
MedSim and MaxSim. Vicuna-v1.5 (top), LLaVA-1.5-4 (bottom).

textual (T = [t1, ..., tNt
]) tokens:

Sim(X,Y ) =
X · Y

∥X∥∥Y ∥
, (4)

SimAvg(P, T ) = Sim(P̂ , T̂ ), P̂ =

∑Np

i pi
Np

, T̂ =

∑Nt

i ti
Nt

, (5)

MaxSim(P, T ) = max
i∈[Np]j∈[Nt]

Sim(pi, tj), (6)

MinSim(P, T ) = min
i∈[Np]j∈[Nt]

Sim(pi, tj), (7)

AvgSim(P, T ) =

∑
i∈[Np]j∈[Nt]

Sim(pi, tj)

Np +Nt
, (8)

MedSim(P, T ) = Medi∈[Np]j∈[Nt]Sim(pi, tj), (9)

Where [Np] = {1, ..., Np} and [Nt] = {1, ..., Nt} and Med is the median operation.

Fig. 14 shows the inter (P vs T ) and intra (P vs P ) similarity. According to all measures, except
AvgSim and MinSim, we have similar observations: increasing inter similarity and higher intra
similarity that increases in last layers. For MinSim and AvgSim for the ST setup, we do not see such
observations, indicating that not all perceptual tokens are, or should be aligned to text.
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Fig. 15 and Fig. 16 show the measures comparison for the narrow cone experiments. Interestingly,
the narrow cone effect is less seen when looking at the median of the token similarities (MedSim),
indicating that this effect is not driven by all tokens, and at the token level the representation is not
always anisotropic.

In spite of having similar observations between several measures, we focus on SimAvg, as it is much
faster to compute, especially whey there is large number of tokens (as in LLaVA-1.5).

Figure 16: Narrow cones for image, video, audio and text modalities. From left to right: SimAvg,
MedSim and MaxSim. Vicuna-v1.5 (top), LLaVA-1.5-4 (bottom).

Figure 17: Different similarity measures between tokens at consecutive layers. From left to right:
SimAvg, AvgDiagSim, MedDiagSim and MedSim. Vicuna-v1.5 (top), LLaVA-1.5-4 (bottom).

Different similarity measures for the similarity across consecutive layers. we compare the
following similarity measures to compute the token similarity between consecutive blocks (e.g.
between tokens at block a Xa = xa

1 , ..., x
a
N and b Xb = xb

1, ..., x
b
N ):

Sim(Xa, Xb) =
Xa ·Xb

∥Xa∥∥Xb∥
, (10)

SimAvg(Xa, Xb) = Sim(X̂a, X̂b), X̂ =

∑N
i xi

N
, (11)

AvgDiagSim(Xa, Xb) =

∑
i∈[N ] Sim(pai , p

b
i )

N
, (12)

MedDiagSim(Xa, Xb) = Medi∈[N ]Sim(pai , p
b
i ),MedSim(Xa, Xb) = Medi,j∈[N ]Sim(pai , p

b
j),
(13)

Where [N ] = {1, ..., N} and Med is the median operation.

Fig. 17 shows similar observations across all different measures when each token is compared with
the token at the same position in different layers. However, when taking the median of similarities
(MedSim) across all tokens, this similarity is siginficantly smaller, especially for the ST setup. This
reveals that tokens can be very different within the same modality or example.
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Figure 18: Different token norm measures. We compute the token L2 norm at consecutive blocks (e.g. Bl+n

and Bl) for the ST (top) and MT (bottom) setups. From left to right: NormAvg, MinNorm, MedianNorm and
MaxNorm.

Tokens evolution for different modalities. Fig. 19, shows that textual and multimodal tokens
evolve differently inside LLMs.

Figure 19: Textual and multimodal tokens evolve differently inside LLMs. We compute the tokenwise
cosine similarity and the median token L2 norm at consecutive blocks (e.g. Xl+n and Xl) for the ST (left) and
MT (right) setups.

E.2 Token norms across layers

Massive token norms. In this section we highlight the presence of tokens with massive norms, this
becomes clearer when looking at different norm measures. We compare the following measures to
compute the token L2 norms across blocks (e.g. X = x1, ..., xN ):

Norm(X) =

√√√√ M∑
i

X2
i , (14)

NormAvg(X) = Norm(X̂), X̂ =

∑N
i xi

N
, (15)

MinNorm(X) = min
i∈[N ]

Norm(xi), (16)

MedianNorm(X) = Medi∈[N ]Norm(xi), (17)

MaxNorm(X) = max
i∈[N ]

Norm(xi), (18)

Where [N ] = {1, ..., N} and Med is the median operation and M is the total number of elements
in the tensor. For the ST setup, Fig. 18 shows a very high token norms when looking at NormAvg
and MaxNorm, compared to MinNorm and MedianNorm. These massive norms are present for both
textual and perceptual tokens, and they are larger for perceptual ones. When looking closely, we find
that these tokens correspond to start or split tokens as seen in [34]. For the MT setup, we notice that
these massive tokens presents mainly in the system message, which we remove for our study as it is
common for all examples. Interestingly the perceptual tokens for the MT setup do not seem to have
massive norms.
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Figure 20: L2 token norm increases with training. We compute the token L2 norm during training and across
the LLM blocks for the ST setup (Vicuna-v1.5). From left to right: NormAvg, MinNorm, MedianNorm and
MaxNorm.

Increasing token norm during training. We try to investigate why we have very high perceptual
token norms. To this end, we compute the norm across different epochs. Fig. 20 shows that during
training of the mapping module, the norms increase significantly.

E.3 Vocabulary distribution

For each token, we use the LLM unembedding (i.e. LLM head) to decode the latent representation
to a probability distribution over the vocabulary. This approach have shown to work well for LLMs
at different layers, not just the last one [35, 36, 37, 38]. In Fig. 21, we show the histogram of this
distribution at the first LLM layer for both textual and perceptual tokens, the KL-distance between the
2 distributions, KL-distance between consecutive layers and the entropy. Here we report additional
results for the LLaVA-1.5 baseline showing similar observations to those of ST reported in the main
paper.

Figure 21: Textual and visual tokens have different vocabulary distributions inside LLMs. We
use the LLM unembedding layer to map each token to a probability distribution over the vocabulary.
We then show (from left to right): the histograms at the input of the LLM, the KL divergence between
the distributions at consecutive layers, the KL divergence between textual and perceptual distributions
and the distribution entropy. Top: Vicuna-v1.5, Bottom: LLaVA-1.5-4.

E.4 Similar activated weights by different modalities

Experimental setup. In this section, we analyse the subnetworks activated by different multimodal
inputs. We use the Wanda score [39] to extracted these subnetworks or pruning masks, then compute
the IoU. For multimodal datasets we consider only the perceptual tokens, for example the visual
tokens without the questions for VQAv2. We also use the text in these datasets as a source for textual
tokens (e.g., COCO-text consider only the captions in the COCO dataset).

Different LLaVA-1.5 variants. In Fig. 23, we show the overlap between the weights activated by
different modalities. Across different LLaVA-1.5 variants, we find similar observations: high overlap
between perceptual and textual activated weights (e.g. 0.6 IoU), which is less than the overlap
between weights acrtivated by the same modality (e.g. 0.95 for perceptual tokens and 0.87 for textual
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Figure 22: IoUs of multimodal subnetworks. IoU of the subnetworks activated by different tasks and
modalities, for the ST (left) and MT (right) setups. Different modalities activate similar LLM weights.

LLaVA-1.5 LLaVA-1.5 (fr. LLM) LLaVA-1.5 (fr. LLM, w/o PT) LLaVA-1.5 (fr. LLM, w/o PT, Q-
Former.)

LLaVA-1.5 LLaVA-1.5 (fr. LLM) LLaVA-1.5 (fr. LLM, w/o PT)
LLaVA-1.5 (fr. LLM, w/o PT, Q-
Former.)

Figure 23: IoUs of activated subnetworks for LLaVA-1.5 variants. We compute the IoU of weights activated
by different multimodal tokens. From left to right: LLaVA-1.5, LLaVA-1.5-2, LLaVA-1.5-3, LLaVA-1.5-4.

ones). We also notice a significant decrease in IoU at the first layers, which might reveal that the first
layers encode general features that are shared across modalities.

Different LLMs for the ST setup. In Fig. 24, we show the IoUs of activated weights for different
frozen LLMs (i.e., OPT, Llama 2 and Vicuna-v1.5) for the ST setup. We notice similar observations
across LLMs, and relatively higher overlap for OPT. We notice similar observation compared to the
MT setup, where we have a significant decrease in the IoU in first layers. For this setup, it is clearer
that the overlap increase for deeper layers.

Different sparsity levels. In Fig. 25, we study how the overlap between activated weights changes
with the size of the extracted subnetworks. This size depends on the sparsity of the final model. We
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OPT (s=0.3) Llama 2 (s=0.5) Vicuna-v1.5 (s=0.5)

Figure 24: IoUs of activated subnetworks for different LLMs. We compute the IoUs for weights activated
by different multimodal tokens. From left to right for the ST setup: OPT, Llama 2, Vicuna-v1.5.

Figure 25: Overlap between multimodal subnetworks at different sparsity levels.. We compute the IoU of
activated weights across layers at 0.3 and 0.5 sparsity levels. OPT (top), Llama 2 (bottom).

notice that the lower the sparsity, the higher the overlap, revealing that higher sparsity allows to
extract more modality-specific activated weights.

Pruning weights by streaming different modalities. In addition to the IoU, we also compare
the differences between the task performance of activated weights. Fro each dataset, we give to the
model either the perceptual prompt, the textual prompt or both, knowing that each example in the
dataset consists of a perceptual prompt followed by the textual one. Fig. 26 shows slight differences
in overall performance when the LLM is pruned by different modalities, with the best performance is
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Figure 26: Similar LLMs weights are activated by different modalities. We report the task performance
when keeping only the subnetwork activated by: multimodal prompt (P), text (T). or both (P+T) for OPT.
Sparsity level: 0.3.

by considering both the textual and the perceptual tokens. This also show the high overlap between
the weights used to activate textual and perceptual tokens.

Transfer of pruning masks to other tasks and modalities. To further highlight the overlap
between weights, we report the performance when the model is pruned given data from other
modalities or datasets. We notice similar observations across LLMs, such Llama 2 Fig. 29 and
Vicuna-v1.5 Fig. 30. Interestingly, we find the similar overlap with the unsupervised MAE encoders
Fig. 27 compared to text aligned ones Fig. 28. We notice a performance degradation when the model
is pruned at high sparsity levels (0.5).

Figure 27: Transfer of multimodal subnetworks across tasks and modalities with OPT and MAE
encoders. We use the subnetwork activated by a given task/modality to other tasks/modalities and report the task
performance. From left to right, transfer across: image tasks, video tasks, audio tasks and across modalities for
the captioning task. In each figure, the row corresponds to the source dataset of the subnetwork and the column
to the target dataset.

Modality-specific subnetworks? The experiments suggest a high overlap between weights ac-
tivated by different modalities. For instance, the pruning masks similarity (IoU) between datasets
within the same modality is on par with those across modalities for the ST setup. However, this does
not exclude the possibility of finding weights that are generally activated when seeing a particular
modality, even if there are small amount of them. The overlap is smaller with LLaVA-1.5 variants
making this possibility more likely for large scale multitask models.

E.5 Implicit multimodal alignment effect

Alignment inside each LLM Block. Fig. 32 reports the tokens similarity and norms for both
LLaVA-1.5 and Vicuna-v1.5.
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Figure 28: Transfer of multimodal subnetworks across tasks and modalities with OPT and CLIP
encoders. We use the subnetwork activated by a given task/modality to other tasks/modalities and report the task
performance. From left to right, transfer across: image tasks, video tasks, audio tasks and across modalities for
the captioning task. In each figure, the row corresponds to the source dataset of the subnetwork and the column
to the target dataset.

Figure 29: Transfer of multimodal subnetworks across tasks and modalities with Llama 2 and ViT
encoders. We use the subnetwork activated by a given task/modality to other tasks/modalities and report the task
performance. From left to right, transfer across: image tasks, video tasks, audio tasks and across modalities for
the captioning task. In each figure, the row corresponds to the source dataset of the subnetwork and the column
to the target dataset.

F Implications on performance, safety and efficiency: additional experiments

F.1 Implicit multimodal alignment as proxy metric for task performance?

IMA score across epochs. Fig. 33 shows an increasing similarity between textual and perceptual
tokens during training with OPT and Vicuna-v1.5.

Table 1: IMA score across different encoders. We report the IMA score and the task performance
with the ST setup (OPT). A positive correlation exists between IMA score and the performance; the
most aligned encdoers (CLIP) have the best accuracy/CIDEr on VQA and captioning tasks.

LLM Encoder IMA Score ↑ COCO ↑ VQAv2 ↑ GQA ↑
CIDEr (test) Acc (Val) Acc (Val)

Vicuna-v1.5 CLIP-ViT-L 0.130 127.63 63.05 54.34
Vicuna-v1.5 ViT-L (ImageNet) 0.105 116.76 61.27 51.57
Vicuna-v1.5 MAE-L 0.060 76.40 59.57 52.88

IMA score across different encoders. In Table 1 we compare different image encoders and report
the the IMA score and the task performance on several VQA and image captioning tasks. Encoders
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Figure 30: Transfer of multimodal subnetworks across tasks and modalities with Vicuna-v1.5 and ViT
encoders. We use the subnetwork activated by a given task/modality to other tasks/modalities and report the task
performance. From left to right, transfer across: image tasks, video tasks, audio tasks and across modalities for
the captioning task. In each figure, the row corresponds to the source dataset of the subnetwork and the column
to the target dataset.

Figure 31: High similarity between LLM weights activated by different modalities. We compute the IoU of
the subnetworks activated by different tasks across modalities, for the ST (left) and MT (right) setups.

that are most aligned to textual tokens inside LLMs (highest IMA e.g. CLIP) have also the best task
performance.

F.2 Implicit multimodal alignment as proxy metric for hallucination?

We provide more details reagarding the hallucinations metrics. These metrics are supposed to measure
multimodal or object hallucination.

CHAIR on COCO captioning [51]. On the COCO image captioning dataset, the model is asked to
describe the images. We compute the CHAIR metrics based on the generated captions and the ground
truth annotations of all objects in the image. If a caption contains non-existent objects, we classify it
as a hallucinated caption. The CHAIRs score is the ratio of hallucinated captions to the total number
of captions. Additionally, we calculate the ratio of hallucinated objects to the total number of objects
across all captions, which is referred to as CHAIRi. A CHAIR score of 0 indicates no hallucinations.
In the paper, we report (1 - CHAIR) × 100, thus a higher score indicates fewer hallucinations.

POPE benchmark [50]. This is a question-answering task involving questions about the existence
of objects in images. The metric used is accuracy; the fewer the hallucinations, the higher the
accuracy.

F.3 Skipping computations for visual tokens.

In this section, we propose to skip computations for the visual tokens.

Skip FFN Tokens. We randomly skip a number of tokens (we refer to this amount as skip ratio),
both the textual and the remaining visual tokens are processed in the FFN layers. ??, shows a linear
relationship between the skip ratio and task performance, the higher the ratio the lower the scores.
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(a) Token norms (b) Consecutive blocks similarity (c) Similarity inside each block.

Figure 32: Implicit alignment inside the LLM blocks. We compute the token norms (left), tokens
cosine similarity between consecutive blocks (middle) and across modalities (last). The tokens are
inside the LLM blocks (and outside the residual stream): after the self-attention (SA), and FFNs
(FC1/2) and layer norms (LN). From top to down: Vicuna-v1.5, LLaVA-1.5-4.

Figure 33: Implicit alignment score across epochs. We report the implicit alignment score for OPT
(left) and Vicuna-v1.5 right) during training of the mapping module.

F.4 α-SubNet

In Table 2, we evaluate our α-SubNet on additional multimodal tasks. Compared to other task-
agnostic baselines such as magnitude pruning the scores of α-SubNet are significantly higher. This
support more that the multimodal tokens activate similar weights inside LLMs.

Table 2: α-SubNet a task and modality-agnostic subnetwork. We prune the LLMs using different
post-training pruning methods, including our α-SubNet.

Method #P/#TP/Sparsity Avg COCO ↑ VQAv2 ↑ OKVQA ↑ GQA ↑ MSR-VTT ↑ MSRVTT-QA ↑ MSVD-QA ↑ Audiocaps ↑ Clotho ↑ Clotho-AQA ↑
CIDEr (test) Acc (Val) Acc (Val) Acc (Val) CIDEr (test) Acc (test) Acc (test) CIDEr (test) CIDEr (test) Acc (test)

MAPL [12] 7B/3.4M/0.00 – 125.2 43.5 18.7 / 31.6 – – – – – – –
eP-ALM [9] 6.7B/4M/0.00 – 111.6 54.9 – 42.91 48.79 35.90 38.40 61.86 – –
DePALM [10] 7B/18.1M/0.00 – 131.29 70.11 37.69 – 49.88 – – 69.70 – –

Baseline 6.7B/7M/0.00 57.71 132.83 63.49 33.01 55.29 58.23 38.84 38.83 68.24 35.66 52.72
Wanda 6.7B/7M/0.50 51.32 (88.93%) 126.81 55.28 24.72 42.00 54.23 33.80 37.17 58.99 31.81 48.41
Random mask 6.7B/7M/0.47 0.00 (0%) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00
α-SubNet (s=0.3) 6.7B/7M/0.47 39.34 (68.17%) 106.77 51.77 17.72 38.09 38.37 29.80 31.19 23.15 8.52 48.03
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Figure 34: Comparison of implicit multimodal alignment score across layers for different
encoders. CLIP models produce features that are most aligned to textual tokens across LLM layers.
On the other hand, self-supervised encoders (e.g. MAE) produce the least text-aligned features.
However, the relatively low cosine similarity score (closer to 0), reveals that the modality gap (e.g.
Narrow cones) still exists in LLMs, even for text-aligned encoders.

Figure 35: Skipping computations for visual tokens. Skip Tokens: we skip (Skip ratio)% of the tokens in the
FFN layers. sl: skipping start layer. (V): visual tokens. (T): textual tokens. Results MT (with LLaVA-1.5) and
ST (last column) setups.

Figure 36: t-SNE visualization of tokens inside LLMs. From left to right: layer 0, 1, 24 and 32 for
Vicuna-v1.5.
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Figure 37: t-SNE visualization of tokens inside LLM blocks (after SA layers). From left to right:
layer 0, 1, 24 and 32 for Vicuna-v1.5. There is less separation inside the LLM block.

39


	Introduction
	Framework for analysing preceptually augmented LLMs
	 LLMs indeed generalize to non-textual tokens
	 How perceptual tokens differ from textual ones?
	 Do perceptual tokens traverse different paths inside LLMs? 

	What helps LLMs to generalize to multimodal tokens?
	Observation: the Implicit Multimodal Alignment Effect (IMA)
	Explanation: the architectural inductive bias hypothesis

	Implications: performance, safety and efficiency
	Discussion
	Acknowledgments
	Detailed related work
	Discussion
	Broader impacts
	Implementation details.
	Perceptually augmented LLM baselines
	ST setup
	MT setup

	Datasets and metrics

	LLMs generalize to multimodal inputs: additional experiments
	Tokens evolution across layers
	Token norms across layers
	Vocabulary distribution
	Similar activated weights by different modalities
	Implicit multimodal alignment effect

	Implications on performance, safety and efficiency: additional experiments
	Implicit multimodal alignment as proxy metric for task performance?
	Implicit multimodal alignment as proxy metric for hallucination?
	Skipping computations for visual tokens.
	-SubNet


