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Abstract

Emotion-Cause Pair Extraction (ECPE) in-001
volves extracting clause pairs representing emo-002
tions and their causes in a document. Existing003
methods tend to overfit spurious correlations,004
such as positional bias in existing benchmark005
datasets, rather than capturing semantic fea-006
tures. Inspired by recent work, we explore007
leveraging large language model (LLM) to ad-008
dress ECPE task without additional training.009
Despite strong capabilities, LLMs suffer from010
uncontrollable outputs, resulting in mediocre011
performance. To address this, we introduce012
chain-of-thought to mimic human cognitive013
process and propose the Decomposed Emotion-014
Cause Chain (DECC) framework. Combining015
inducing inference and logical pruning, DECC016
effectively guides LLMs to tackle ECPE task.017
We further enhance the framework by incor-018
porating in-context learning. Experiment re-019
sults demonstrate DECC’s strength compared020
to state-of-the-art supervised fine-tuning meth-021
ods. Finally we analyses each component’s022
effectiveness and method’s robustness in var-023
ious scenarios including different LLM base,024
rebalanced datasets, and multi-pair extraction.025

1 Introduction026

Analyzing the causes behind emotions is an inter-027

esting research direction in the field of affective028

computing, attracting increasing attention in recent029

years (Su et al., 2023). Understanding the reason030

for occurence of emotions holds commercial value031

in various areas, including product review mining032

(Craciun and Moore, 2019), social media mining033

(Soong et al., 2019), and cognitive-behavioral ther-034

apy in psychology (Berking et al., 2013).035

Early studies on emotion cause analysis primar-036

ily focused on clause-level emotion cause extrac-037

tion (ECE), which aims to extract cause clauses038

for given emotion clauses. However, the need of039

emotion annotation limits ECE’s application. As040

a result, the emotion-cause pair extraction (ECPE)041

C1. At first I thought this restaurant was good

C2. But I was tired of going to the same place always

C3. I want to change to another one 

C4. But my parents regard it as the best

C5. Which makes me disgusted

C2. But I was tired of going to the same place

C2. But I was tired of going to the same place

C5. Which makes me disgusted

C4. But my parents regard it as the best
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Figure 1: An Example of ECPE task

task is introduced (Xia and Ding, 2019). This task 042

aims to extract potential clause pairs of emotions 043

and their corresponding causes in a document. Fig- 044

ure 1 shows an example of ECPE task, where the 045

input document contains several clauses. Both c2 046

and c5 exhibit emotions. The cause clause for emo- 047

tion clause c2 is itself, while for emotion clause c5, 048

its associated cause clause is c4. Thus, the output 049

emotion-cause pairs are: (c2, c2), (c5, c4). 050

Although researchers have resorted to various 051

deep-learning approaches (Su et al., 2023) to tackle 052

ECPE task, most methods suffer from position bias 053

problem (Zheng et al., 2022; Ding and Kejriwal, 054

2020). This issue arises from the relative position 055

information introduced in most existing methods, 056

making ECPE models sensitive to data distribution 057

and lacking robustness. Specifically, given that 058

cause clauses often immediately precede their emo- 059

tion clause, models may obtain high performance 060

without capturing actual contextual information. 061

Recently, the rapidly evolving field of nat- 062

ural language processing witnesses the rise of 063

large language model (LLM), such as ChatGPT 064
1 and LLAMA (Touvron et al., 2023), which have 065

1https://chat.openai.com/
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achieved impressive performance in various NLP066

tasks (Sun et al., 2023; Qin et al., 2023) under zero-067

shot or few-shot scenarios, even without updating068

parameters. Due to their powerful capabilities and069

significant potential, we make effort to leverage070

LLMs to address the ECPE task in this paper.071

However, due to the generation paradigm’s na-072

ture, directly utilizing large models for information073

extraction tasks often leads to answers with high074

recall but low precision (Han et al., 2023a). In075

Wang et al. (2023), a constraint is imposed in the076

prompt, requiring the model to output only one077

emotion-cause pair. This approach not only fails to078

achieve satisfactory performance but also conflicts079

the requirements of practical application scenarios.080

Since directly instructing a LLM to output all081

emotion-cause pairs at once yields unsatisfactory082

results, a question arises: ‘Is there a way to decom-083

pose this task and utilize the LLM to get the answer084

step by step?’ Fortunately, the Chain-Of-Thought085

(COT) technique provides a suitable solution.086

The core idea of COT involves generating a se-087

ries of intermediate reasoning steps, significantly088

enhancing LLMs’ ability to perform complex rea-089

soning. Inspired from existing COT techniques and090

insights from human cognitive processes (Fiske and091

Taylor, 1991), we have custom-designed a Decom-092

posed Emotion Cause Chain (DECC) framework.093

Specifically, We decompose the solving process094

of the ECPE problem into four steps: Recogniz-095

ing, Locating, Analyzing, Summarizing. Each of096

these steps corresponds to a prompt used for inter-097

action with the LLM, and the output from each step098

becomes part of the prompt for the next step. The099

entire framework executes in a pipeline manner.100

Besides zero-shot decomposed COT, we also101

employ In-Context Learning (ICL) with automatic102

selected demonstrations to enhance the framework.103

Experiment results verify the effectiveness of our104

method. Our primary contributions are as follows:105

• We propose a DECC framework to address106

ECPE task, treating the task as a multi-step107

reasoning problem. Each step corresponds108

to a sub-problem tailored to the characteris-109

tics of ECPE. The framework then solves the110

sub-problems sequentially following the de-111

composed chain-of-thought paradigm.112

• We employ reliable in-context learning with113

automatically established demonstrations to114

further improve the practical performance.115

• We conduct experiments both on traditional 116

benchmark datasets and improved ones. Our 117

DECC framework can achieve comparable re- 118

sults to previous supervised fine-tuning meth- 119

ods, including state-of-the-art ones. Further 120

analysis indicates that our approach can effec- 121

tively alleviate the inherent issues of ECPE 122

that challenge traditional methods. 123

2 Related Work 124

2.1 Emotion Cause Pair Extraction Task 125

After Chen et al. (2010) first introduced the task 126

of Emotion Cause Extraction (ECE), Xia and Ding 127

(2019) proposed Emotion-Cause Pair Extraction 128

(ECPE) to extract emotion clause (EC) and cause 129

clause (CC) simultaneously, which aims to reduce 130

the cost of manual labelling in ECE. Early solu- 131

tions for the ECPE task are pipeline approaches 132

(Xia and Ding, 2019; Xu et al., 2021), where EC 133

and CC are extracted sequentially, which will suffer 134

from error propagation issue. Subsequently, many 135

end-to-end approaches (Ding et al., 2020b; Cheng 136

et al., 2020; Wei et al., 2020; Chen et al., 2020; 137

Liu et al., 2022) have been proposed and achieved 138

better results. Since prompt (Brown et al., 2020) 139

has became popular in the NLP field, Zheng et al. 140

(2022) designed a BERT-based prompting method 141

which achieved state-of-the-art performance. How- 142

ever, Ding and Kejriwal (2020) uncovered severe 143

position bias in traditional ECPE benchmark and 144

proposed a rebalanced dataset, on which the perfor- 145

mance of most previous carefully designed models 146

decrease drastically. 147

2.2 Chain-of-Thought Prompting 148

To exploit the reasoning ability in LLMs, Wei et al. 149

(2022) proposed Chain-of-Thought (COT) prompt- 150

ing, appending multiple reasoning steps before 151

answering to the input question. With this sim- 152

ple prompting strategy, LLMs are able to perform 153

much better in complex problems. Subsequently, a 154

variety of works (Huang and Chang, 2022) are pro- 155

posed to further improve COT prompting in differ- 156

ent aspects, including prompt selection (Diao et al., 157

2023; Lu et al., 2022), self-consistency (Wang et al., 158

2022), problem decomposition (Khot et al., 2022; 159

Zhou et al., 2022), automatic prompting (Shum 160

et al., 2023; Shao et al., 2023), and so on. 161

The most relevant work to this paper is Wang 162

et al. (2023), which evaluates the performance 163

of chatGPT on many tasks, including ECPE. Ac- 164

cording to its findings, using chatGPT directly for 165
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the ECPE task does not yield satisfactory results.166

Therefore, we have chosen to enhance models by167

integrating COT with the task’s inherent character-168

istics. To the best of our knowledge, this is the first169

work of leveraging COT in the ECPE task.170

3 Methodology171

3.1 Task Definition172

In the ECPE task, the input is a document D, which173

consists of several clauses D = [c1, c2, ..., cN ].174

Here, N represents the number of clauses in D.175

The objective of the ECPE task is to extract all176

emotion-cause pairs (ce, cca) from D at the clause177

level, where ce denotes an emotion clause and cca178

represents the corresponding cause clause.179

3.2 DECC Framework180

The Decomposed Emotion-Cause Chain (DECC) is181

a multi-step reasoning framework based on decom-182

posed chain-of-thought. It involves several interac-183

tive prompting steps to optimize the output of large184

language model. Unlike conventional fine-tuning185

methods, we aim to utilize the comprehension abil-186

ity of LLM without additional training cost. As is187

shown in Figure 2, we design a series of deducing188

prompts to filter out improper outputs. Inspired by189

the human cognitive process and attribution theory190

(Fiske and Taylor, 1991), which state that when191

human beings perceive something they are inclined192

to find the cause, the DECC framework is com-193

posed of two major phases: Emotion Extraction194

and Cause Extraction. Each phase also comprises195

two steps as follows:196

3.2.1 Emotion Extraction Phase197

The process of emotion extraction consists of the198

following two steps:199

• Step 1. Recognizing: We instruct LLM with200

a prompt2 to recognize all potential emotions201

from D, presenting them in the form of emo-202

tional keywords. It’s worth noting that owing203

to the powerful understanding ability of LLM,204

the emotions identified here include both ex-205

plicit and implicit ones. As shown in Figure 2,206

the identified emotion worry in step 1 belongs207

to explicit ones (appears in c6). Although the208

emotional keyword surprise does not appear209

in the document, it is distilled by LLM as an210

implicit emotion based on the content.211

2Please refer Figure 2 for details of prompts we use.

• Step 2. Locating: For each identified emo- 212

tional keyword, LLM is prompted to find its 213

precise location in document D. If a keyword 214

is successfully located, it proceeds to the next 215

step, and its location is considered as a poten- 216

tial emotion clause. On the other hand, if the 217

emotional keyword cannot be located in D, it 218

is pruned. As presented in Figure 2, the emo- 219

tional keyword angry is pruned since there is 220

no clause that explicitly conveys the emotion 221

of anger. For emotional keyword surprise, al- 222

though it is not literally mentioned in D, it 223

is implicitly expressed in clause c7. In other 224

words, its presence can be inferred from the 225

content of the document. 226

The Emotion Extraction process is expressed by: 227

EC = {c ∈ Cloc | ∃e ∈ Erec s.t. e ⊂ c} (1) 228

Where Cloc denotes the clauses located from the 229

passage, Erec denotes the recognized emotions and 230

EC is the potential emotion clause set. A clause 231

is eligible to be selected as an emotional clause 232

for the next step only if it contains the recognized 233

emotional keyword; otherwise, it will be pruned. 234

This approach ensures that the locating operation 235

prunes mistakenly recognized emotional keywords, 236

and the recognition step limits the output of clauses. 237

3.2.2 Cause Extraction Phase 238

When instructing LLM to find a cause clause for 239

each emotion directly, the performance would be 240

disastrous due to the complexity of the ECPE task 241

itself and the uncontrollability of LLM. On the 242

other hand, if we directly ask the LLM to conclude 243

the result pairs, it is very possible for the LLM to 244

obfuscate the granularity of the cause clause. Be- 245

cause every part of reasoning chain could be the 246

cause while only one clause could be the ground 247

truth. Also, because the zero-shot output is un- 248

predictably irregular and contains a large block of 249

tokens, it is challenging to search for final pairs for 250

evaluation. In order to solve the aforementioned 251

problem, we design following two steps: 252

• Step 3. Analysing: Given potential emotion 253

clauses (EC), the LLM is prompted to analyse 254

the underlying reasons behind each emotion 255

clause in a step-by-step manner. For each emo- 256

tion clause , we instruct the LLM to generate 257

an analysing chain ac, whose beginning is an 258
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ec4: Then	he	pulls	out	a	bar	of	soap

e1: worshipful
e2: angry
e3: worry
e4: surprise

ac1: There	is	no	obvious	reason	why	the	crowd	is	worshipful

worshipful 
ec1: he	led	him	out	of	the	worshipful	crowd	
worry 
ec3: I’m	thinking	he's	a	nutcase	and	begin	to	worry
surprise 
ec4: Then	he	pulls	out	a	bar	of	soap

c1.		Jobs	by	the	hand
c2.		he	led	him	out	of	the	worshipful	crowd	
c3.		and	walked	him	up	to	a	hill
c4.		where	there	was	a	well	and	a	small	pond
c5.		we	sit	down	and	he	pulls	out	this	straight	razor
c6.		I’m	thinking	he's	a	nutcase	and	begin	to	worry
c7.		Then	he	pulls	out	a	bar	of	soap
c8.		I	had	long	hair	at	the	time	
c9.		he	lathered	up	my	hair	and	shaved	my	head

Document

Emotional
Keywords

ac4: After showing the razor, the person unexpectedly pulls out a bar of soap.
This sudden change in objects they present creates surprise because it is
unexpected and unrelated to the previous expectation of danger.

ac3: The person pulls out a straight razor. A straight razor is a sharp and
potentially dangerous tool, and its appearance may cause the speaker‘s
worry, wondering why someone would bring such an item to this situation.
The speaker's perception of the person's actions and behavior might lead
them to believe that the person is a "nutcase" (mentally unstable or
unpredictable), further increasing their worry and concern for their safety

ec3: I'm	thinking	he's	a	nutcase	and	begin	to	worry
cc3: We	sit	down	and	he	pulls	out	this	straight	razor

Prompt 1: Please recognize emotions 
referred from the given context

Step 1: Recognizing

Step 2: Locating
Prompt 2: Locate the clauses where emotions 
occur, we call them emotion clauses, abandon 
emotions that have no origin clause

Step 4: Summarizing
Prompt 4:  For each emotion, select a most 
probable clause to be its cause, and output the 
pair of emotion clause and cause clause

Emotion Clauses

Analyzing Chains

Emotion-Cause Pair

Prompt 3: Based on these emotion clauses, 
analyze why each one could happen, step by step

Step 3: Analyzing

No clause to locate 
Emotion pruned Not logically casual

Chain suspended

No exact cause clause
Emotion pruned

worshipful

worry

surprise

Figure 2: Illustration of DECC framework. At locating step, emotional keyword angry is pruned. The analyzing
chain corresponding to worshipful is pruned at step 3. The analyzing chain of surprise is pruned at the last step.
e1-e4 denote the id of specific emotional keyword. ec and cc denote emotion clause and cause clause, respectively.
ac stands for the corresponding analyzing chain.

emotion clause ec and content is the reasoning259

process based on the overall document D.260

AC = {Analyze (ec,D) | ec ∈ EC} (2)261

If the reason is successfully deduced and can262

be attributed to a specific clause in the doc-263

ument, the corresponding rationale (i.e., an-264

alyzing chain) generated at this step will be265

passed to the next. Otherwise, the chain would266

stop analyzing automatically. As illustrated in267

Figure 2, analyzing chain ac1 is suspended be-268

cause ec1 is not logically casual according to269

the document content and has no obvious rea-270

son. Consequently, the branch corresponding271

to ec1 and ac1 is pruned at this step.272

• Step 4. Summarizing: At this step, the LLM273

is instructed to identify the most probable274

cause clause cc for each emotion and sum-275

marize final emotion-cause pairs (ec, cc).276

P = {(ec, ĉc) | ĉc = argmaxP (cc | ec, ac)}
(3)277

Here, some pruning operations will also be278

carried out. As depicted in Figure 2, the279

branch of ac4 is pruned because the cause280

of surprise cannot be simply attributed to a281

specific clause. Meanwhile, this step is also282

designed to ensure that the output follows a 283

standardized format, making the generated an- 284

swer more convenient for further evaluation. 285

3.3 DECC with In-context Learning 286

Besides zero-shot prompting, in-context learning 287

(ICL), which incorporates examples within the 288

prompt, is also widely employed in recent works 289

(Zhao et al., 2023) to further enhance larger lan- 290

guage models. Since ICL is very sensitive to the in- 291

cluded demonstration examples (Dong et al., 2022), 292

their selection is a central challenge to address. 293

Inspired by previous studies (Shao et al., 2023; 294

Fu et al., 2022; Qiao et al., 2022), we select demon- 295

strations with the criterion of ensuring diversity. 296

Specifically, we cluster the documents in the train- 297

ing set in a semantic embedding space, using 298

Sentence-BERT (Reimers and Gurevych, 2019) as 299

the encoder. The number of clusters is equal to 300

the number of demonstrations used for inference. 301

We then choose the documents closest to the cen- 302

troid of each cluster as demonstration candidates. 303

For each candidate document, we follow the DECC 304

framework to generate its rationale step by step. Af- 305

ter manually modify these rationales to ensure their 306

accuracy, we put the selected documents along with 307

their corresponding rationales into the prompt, thus 308

completing the construction of the demonstrations 309
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for ICL. With selected demonstrations, the LLM310

will be elicit to generate more intermediate reason-311

ing rationales with high quality which is helpful to312

the final prediction. More details about ICL-based313

DECC are elaborated in following sections.314

4 Experimental Settings315

4.1 Datasets316

We evaluate our method on the following three317

published ECPE datasets 3:318

The Chinese ECPE dataset (Xia and Ding, 2019).319

It is the most widely used benchmark dataset.320

The English ECPE dataset (Singh et al., 2021).321

It is mainly composed of an English novel corpus.322

The rebalanced Chinese ECPE dataset (Ding and323

Kejriwal, 2020). Ding and Kejriwal (2020) have324

identified extreme imbalance of emotion-cause po-325

sition in the Chinese ECPE dataset. They further326

uncovered that the performance of current state-of-327

the-art methods will dramatically degrade without328

this distribution bias. To address this issue, they329

proposed this new rebalanced ECPE dataset, which330

is constructed based on the Chinese ECPE dataset.331

Since our method doesn’t require any training332

data, we maintain the same dataset split as previous333

studies and conduct experiments directly on the334

test sets 4.335

4.2 Evaluation Metrics336

We compute the Precision, Recall and F1 score of337

emotion-cause clause pair for evaluation. However,338

due to the nature of generative models, evaluation339

for extraction task such as ECPE is non-trivial (Han340

et al., 2023b). LLMs often generate reasonable an-341

swers that are correct under manual review but fail342

to match the ground truth (Wadhwa et al., 2023).343

Consider the following example, suppose there is a344

ground truth cause clause “ my father takes away345

the toys", while the output of LLM might be “it is346

author‘s father takes his toys away that most prob-347

ably triggers the emotion". The answer indicates348

exactly the same information with the target, so it349

should be regarded as a correct output. Since the350

conventional exact matching evaluation for ECPE351

task is unfair for LLMs, we follow the methods352

introduced by Wang et al. (2023) and conduct hu-353

man evaluation, enlisting expert annotators to judge354

whether the model outputs convey the same infor-355

mation as the ground truth.356

3Datasets statistics are listed in Appendix A.
4Implementation details are reported in our Appendix B

4.3 Baselines 357

We compare our method with following baselines. 358

ECPE-2D (Ding et al., 2020a) is the most out- 359

standing two-step method. End-to-end methods 360

include UTOS (Cheng et al., 2021), MTST (Fan 361

et al., 2021) and ECPE-MLL (Ding et al., 2020b) 362

which convert ECPE to a sequence labelling task or 363

multi-label classification task, and RankCP (Wei 364

et al., 2020) uses BERT+GCN as the clause en- 365

coder. UECA-Prompt (Zheng et al., 2022) is the 366

state-of-the-art supervised fine-tuning method on 367

both Chinese dataset and rebalanced dataset. We 368

also employ GPT3.5 with naive prompting for 369

ECPE task (Wang et al., 2023) as a LLM baseline. 370

5 Results and Analysis 371

5.1 Zero-short Result 372

Since ChatGPT is the most popular LLM, we 373

mainly evaluate DECC based on GPT3.5-turbo in 374

the experiment. As reported in Table 1, DECC 375

with GPT3.5-turbo yields a significant improve- 376

ment, particularly in terms of precision, because 377

many emotion-cause pairs with low probabilities 378

are pruned at step 2 and 3. Despite of some over- 379

pruning operations leads to a certain level of recall 380

degradation, the overall F1 score is still remarkably 381

higher compared to the naive prompting method 382

with GPT3.5-turbo (Wang et al., 2023). Never- 383

theless, DECC under zero-shot settings still lags 384

behind most fully-supervised fine-tuning methods. 385

5.2 ICL Few-short Result 386

After enhancing with ICL (4-shot), the perfor- 387

mance of DECC further improves. The perfor- 388

mance on both Chinese dataset and English dataset 389

are very close to the SOTA fine-tuning based 390

method. Compare to the zero-shot version of 391

DECC, the recall improves significantly and the 392

precision stay stable on Chinese dataset. It seems 393

that GPT3.5-turbo has grasped the specific rule 394

of the task and the impact of over pruning is alle- 395

viated after provided with demonstrations. How- 396

ever, the opposite phenomenon occurred on the 397

English dataset, the recall stays stable and the pre- 398

cision improves a lot. We speculate that the reason 399

for this might be due to annotation errors in the 400

dataset. Specifically, for each document in the En- 401

glish ECPE dataset, only one emotion-cause pair is 402

labelled as ground truth target while other potential 403

correction pairs are simply ignored. Therefore, the 404

demonstrations extracted from the English dataset 405
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Chinese dataset English dataset Rebalanced CN dataset De-bias drop
Method P R F1 P R F1 P R F1 F1-ratio

ECPE-2D 72.92 65.44 68.89 60.49 43.84 50.73 47.22 37.38 41.73 -39.43%
UTOS 73.89 70.62 72.03 55.69 48.03 51.53 42.76 28.95 34.14 -52.60%

MTST-ECPE 77.46 71.99 74.63 52.37 43.54 47.47 51.99 40.34 44.93 -39.80%
RankCP 71.19 76.30 73.60 44.00 45.35 44.63 43.22 39.16 41.22 -43.99%

ECPE-MLL 77.00 72.35 74.52 52.96 45.30 51.21 61.53 36.39 45.57 -38.85%
UECA-Prompt 71.82 77.99 74.70 - - - 46.30 53.22 49.37 -33.91%

GPT3.5 prompt (0-shot) 40.74 67.54 50.82 42.11 39.34 40.68 40.72 38.14 39.39 -22.49%
GPT3.5 DECC (0-shot) 61.54 49.76 55.03 34.60 59.84 43.84 45.82 49.15 47.42 -13.83%
GPT3.5 DECC (4-shot) 61.23 81.56 69.95 46.89 54.42 50.35 50.00 79.45 61.38 -12.25%

Table 1: Results of different methods on three datasets. The results of traditional baselines are from corresponding
original papers. “-” means not available in the original paper. The results of GPT3.5 prompt (zero-shot) are
reproduced based on the prompt provided in (Wang et al., 2023).‘De-bias drop’ indicates the F1 reducing ratio of
the methods from traditional Chinese dataset to rebalanced Chinese dataset. Best results are marked in bold.

only elicit LLM to generate the most confident out-406

puts, rather than attempting to extract all possible407

emotion-cause pairs. This makes LLM relatively408

conservative, resulting in an increase in precision409

but no improvement in recall.410

5.3 De-bias Result411

In 80% of the Chinese ECPE dataset samples, emo-412

tions and their corresponding causes either appear413

in adjacent clauses or belong to the same clause,414

causing a significant position bias (Ding and Kejri-415

wal, 2020). Therefore, we also examine different416

methods on the rebalanced dataset. The results in-417

dicate that the performance of all previous work418

decreased drastically by an average of 40% on F1419

score. In comparison, the F1 score decrease of420

DECC is significantly smaller than other models421

on the rebalanced dataset and the DECC 4-shot422

with GPT outperforms the state-of-the-art method423

with a large margin on F1 score.424

Previous methods badly over-fit the spurious cor-425

relation introduced by the position bias instead of426

capturing the semantic information from the con-427

text, which causes the deterioration in performance.428

On the contrary, our approach relies solely on the429

understanding capability of LLM itself and the rea-430

soning ability provided by the decomposed COT. It431

is less sensitive to the distribution of dataset. More-432

over, we do not build ICL demonstrations specifi-433

cally for experiment on the rebalanced dataset. Al-434

though equipped with the same shots as the normal435

dataset, DECC still yields an outstanding perfor-436

mance, displaying its excellent generalizing ability.437

5.4 Performance on Multi-pair Document438

There are only less than 30% documents in the439

datasets containing more than one emotion-cause440

pair. Most conventional methods pay little attention 441

to this particular samples, since the performance 442

on multi-pair documents does not affect much on 443

the overall performance. In fact, multi-pair doc- 444

ument is very common in practical scenarios and 445

it should not be simply neglected. UECA-Prompt 446

(Zheng et al., 2022) is the only existing method 447

which has taken account of multi-pairs extraction 448

and achieved the current state-of-the-art perfor- 449

mance. As reported in Table 2, DECC 4-shot has 450

surpassed UECA-Prompt with a large margin and 451

achieve new state-of-the-art performance on multi- 452

pair subsets. This result demonstrates that DECC 453

framework is compatible with both multi-pair and 454

single-pair extraction scenarios. 455

Methods P R F1
UTOS 55.45 46.76 50.35

RankCP 75.08 43.90 55.31
ECPE-MLL 70.45 47.76 56.88

UECA-Prompt 69.52 54.66 61.14
UECA-Prompt (m2m) 73.92 56.30 63.45
GPT3.5 DECC 4−shot 63.93 73.39 68.34

Table 2: Results on multi-pair extraction scenarios.
UECA(m2m) is the special-designed UECA for multi-
pair extraction. Best results are marked in bold.

5.5 Ablation study 456

To reveal the specific effect of each step in DECC, 457

we experimented different variants of DECC on 458

GPT3.5 by removing each step respectively 5. The 459

experimental results are shown in Table 3, from 460

which we see that all the components make positive 461

5Necessary changes are added to corresponding prompt
for process connection when removing each step
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contributions to the overall performance. The role462

of each step is as following:463

• The performance drop caused by removing464

the recognizing step indicates its necessity.465

This is because the subsequent steps introduce466

many noisy clauses without the initial restric-467

tion of emotional keyword in the first step.468

• Removing the locating step will result in un-469

related emotional keywords entering into the470

analysis step, which might cause explosive471

emission of reasoning chains. This would pro-472

duce many redundant pairs in output, which473

caused the decline of the precision.474

• DECC suffers a loss of 7.37 F1 score without475

the analyzing step. The reason is that LLM476

directly extracts the cause clauses in an end-477

to-end manner, thereby losing the reasoning478

ability from COT.479

• After removing the summarizing step from480

DECC, the performance remained almost un-481

changed. But the output of model will be482

difficult for human evaluation due to the lack483

of formatting process.484

Methods P R F1
DECC 61.54 49.76 55.03

w/o extracting 50.41 54.46 52.36 ↓2.67
w/o locating 47.06 53.85 50.22 ↓4.81

w/o analysing 51.52 44.35 47.66 ↓7.37
w/o summarizing 59.63 49.62 54.17 ↓0.86

Table 3: Ablation experiment results on Chinese dataset

5.6 Performance on Different LLMs485

In this subsection, we test our proposed DECC486

framework on different LLMs. Besides GPT3.5,487

we also conduct experiments on both Chinese and488

English datasets using LLAMA (Touvron et al.,489

2023) and ChatGLM6 respectively. As outlined490

in Table 4, we can see that DECC outperforms491

naive prompt method significantly across all LLMs492

with different parameter scales, which illustrates493

the robustness and universality of our approach.494

5.7 Scaling the Demonstration Number495

We investigate the scaling effect of demonstration496

number for DECC with GPT3.5-turbo. The ex-497

periments are conducted on Chinese dataset (Xia498

6https://chatglm.cn/

Prompt DECC Gain
GPT3.5 (Ch.) 50.82 56.73 +11.63%

ChatGLM (Ch.) 44.73 50.51 +12.92%
GPT3.5 (En.) 40.68 43.84 +7.77%
LLaMA (En.) 39.72 42.55 +7.12%

Table 4: F1 results of naive prompt and DECC on dif-
ferent LLM bases. ‘En.’ and ‘Ch.’ refer to the English
and Chinese dataset. ‘Gain’ indicates the increase ratio.

and Ding, 2019) and English dataset by varying 499

the demonstrations numbers under the input token 500

limit. We should select the appropriate configura- 501

tions based on the trade-off between performance 502

and computational cost.

0 1 2 3 4 5 6
Number of Shot 

0.40

0.45

0.50

0.55

0.60

0.65

0.70

F1
English dataset
Chinese dataset

Figure 3: Results under different ICL shot numbers on
Chinese dataset and English dataset

503

As depicted in Figure 3, the trends of the two 504

curves are generally consistent. There is a sudden 505

drop of performance at the point of one-shot. A pos- 506

sible reason behind is that LLM could generate out- 507

put solely based on its comprehending ability under 508

zero-shot settings, while in the ICL one-shot sce- 509

nario, LLM might be misled by the only demonstra- 510

tion. For instance, if this demonstration belongs the 511

type of single-pair extraction, then LLM will tend 512

to forcibly extract only one pair for each document, 513

similarly, a multi-pair demonstration may lead to 514

an all-multi-pair extracting phenomenon. As a re- 515

sult, the performance degrades severely. As the 516

shot-number increases, the performance improves 517

significantly and reached the top at four shots. Af- 518

ter the shot-number exceeds five, the performance 519

begins to gradually deteriorate. This phenomenon 520

arises may due to the misguidance caused by too 521

many demonstrations, leading the output content 522

to become increasingly unstable. 523
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Document: Document:
1. Talking about the scene of parents clearing snow for her 1. To prevent Ellie from changing her mind
2. Susan’s eyes have tears twinkling 2. Mike picks her up every day night after school
3. her parents are more than 60 years old 3. for this kind of entanglement
4. 30 miles of the mountain road 4. Susan had regarded it as a totally trouble
5. she said 5. so she resolutely broke up with jack
6. when she stepped on the back road swept by them 6. and asked her father to pick her up every day
7. the heart is not only moved 7. His girlfriend just broke up with him
8. more is regret for not doing filial piety at home 8. this fact made Mike feel very bitter
Ground truth: Ground truth:
Emotion: more is regret for not doing filial piety at home Emotion: this fact made Mike feel very bitter
Cause: more is regret for not doing filial piety at home Cause: His girlfriend just broke up with him
Clause Pair: (8, 8) Clause Pair: (8, 7)
Output: Output:
1.Emotion - the heart is not only moved Emotion - made Jack feel very bitter (clause 8)
Reason - parents clearing snow for her Reason - so she resolutely broke up with jack (clause 5)
2.Emotion - more is regret for not doing filial piety at home (clause 5 and clause 7 both refer to the cause of ’breaking up’)
Reason - more is regret for not doing filial piety at home

Table 5: Two typical label error examples in English dataset.

5.8 Case Study7524

Table 6 presents a sample from the English dataset,525

illustrating ground truth labels and two answers526

generated by DECC 4-shot. While Output A may527

not be an exact match, it aligns with the practical528

requirements of our application. Although Output529

B does not align with the standard format, it still ac-530

curately identifies the cause clause. Therefore, both531

of them could be considered correct, highlighting532

the importance of introducing human evaluation.533

During the evaluation, we also discover some534

kinds of label error in the datasets. Here we display535

two most common ones, as presented in Table 5.536

In the left column, there are actually two obvious537

emotion-cause pairs in the document, whereas the538

gold truth only contains one pair. LLM with DECC539

tends to extract both pairs, resulting in an inevitable540

drop in precision. For the right column, Clause 4541

and Clause 7 convey almost identical meanings.542

While either could be chosen as the cause clause,543

in most cases, only the one closer to the emotion544

clause tends to be labeled as the cause clause. This545

further highlights how traditional methods can ben-546

efit from position bias. These examples illustrate547

the limitations of the current benchmark datasets.548

On the other hand, whey also underscore the sig-549

nificant potential of our proposed DECC.550

6 Conclusion551

The primary strategy of DECC framework is to552

logically break down the ECPE task into a se-553

ries of subtasks and solve them in sequence. The554

7Please refer to our Appendix C for more cases.

Document:
1.Hertzfeld took great pride that
2.they achieved the functionality solely using software
3.he replied
4.We don’t have any special hardware for it
5.Gates insisted special hardware necessary that
6.it can move the cursor that way
Ground tructh:
Emotion clause: Hertzfeld took great pride that
Cause clause: they achieved the functionality using software
Clause Pair: (1, 2)
Output A:
Emotion clause -“took great pride"
Cause clause -“achieve the functionality using software"
Output B:
Emotion: pride (Clause 1)

Explanation: The reason for the emotion of pride is the
achievement of being able to achieve their functionality
solely using software, as stated in clause 2

Table 6: Examples of LLM producing “also correct but
not exactly matching” results.

resolution of each subtask is facilitated by the 555

answers of previous subtasks. With the decom- 556

posed chain-of-thought paradigm and meticulously 557

crafted prompts, DECC is able to significantly en- 558

hance the reasoning ability of large language mod- 559

els on the ECPE task, while concurrently mitigating 560

challenges faced by traditional methods. Experi- 561

ments conducted on three benchmark datasets have 562

demonstrated the effectiveness and robustness of 563

DECC. In the future, we aim to explore more effi- 564

cient and robust demonstration selection methods 565

to further enhance its performance. 566

8



7 Limitations567

Since DECC decomposes the ECPE task into mul-568

tiple sub-problems, it will increase the inference569

time of large language models. Besides, we did not570

test DECC on GPT4 due to the cost constraint.571
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A Dataset statistics768

Statistics Chinese English Rebalanced
Total documents 1,945 2,843 756

One pair doc 1,746 2,537 733
Multi-pairs doc 199 306 23

Total pairs 2,167 3,215 780

Table 7: The statistics of three datasets

B Implementation Details769

For GPT3.5-turbo with naive prompt, we keep ex-770

actly the same settings as reported in (Wang et al.,771

2023). For DECC, the tunable hyperparameters772

include temperature, top-K, penalty factor. These773

hyperparameters are manually tuned on each LLM774

with hold-out validation. The results reported in775

our experiments are all based on the average F1776

score of 5 random runs on the test set. During all777

the experiments. We employed 5 annotators for778

human evaluation. For each instance, we consider779

it as correct only when 3 or more annotators agreed780

that the answer generated by LLM is correct.781

For GPT3.5-turbo and ChatGLM, we obtain cor-782

responding answers through official API. Since783

LLAMA 2 has not provided an official API, we uti-784

lized a third-party API8. The details about model785

vision, price and cost are reported in Table 10.786

Method Model Temperature Top_K Penalty
GPT3.5 0 1∗ 1∗

Prompt ChatGLM 0 1∗ -
LLaMA 0 1∗ 1.15∗

GPT-3.5 0.7 1 0.3
DECC ChatGLM 0.7 0.7 -

LLaMA-2 0.7 1 0.3

Table 8: Hyperparameters of LLMs in our experiments.
“*" denotes default setting. “-" means that ChatGLM
API does not provide penalty adjustment. )

C More Case studies787

In some cases, the DECC framework, especially788

under zero-shot settings, tends to output underlying789

causes of emotions rather than direct causes. Table790

9 shows an example. Although these underlying791

causes are considered as wrong answer under our792

human evaluation due to the confliction with the793

ground truth label, this kind of answers is valuable794

in many practical application scenarios, which also795

demonstrates the potential of DECC with LLM. A796

8https://replicate.com/

complete example of DECC workflow is shown in 797

Table 11 798

Document:
1.Last week
2.outside the burn surgery Department of the Hospital
3.the reporter met Mr. Shi
4.He regretted the fire in his home
5.If I didn’t leave the gas tank by the door
6.Even if there’s an electric fire in the house
7.My wife and my mother will be fine
8.And now they are both burned
7.It’s all my fault
Ground tructh:
Emotion clause: He regretted the fire in his home
Cause clause: He regretted the fire in his home
Clause Pair: (4, 4)
Output:
Emotion keyword: Regret
Emotion clause: 4.He regretted the fire in his home
Analysis: Mr.Shi feels regretful to the fire in his house, if
he didn’t put the gas tank by the door, the injuries of his
wife and mother wouldn’t be like that, so the reason for
regret is putting the gas tank

Cause clause: 5.If I didn’t leave the gas tank by the door

Table 9: Underlying cause

D The Specific Content of the Prompts 799

We propose the DECC , aiming at providing a effec- 800

tive multi-stage framework for leveraging LLM for 801

the ECPE task. However, the prompts of different 802

LLMs settings do not have to be strictly consistent. 803

Since LLMs are pretrained on different corpora and 804

sensitive to different prompts. The performance of 805

identical prompts may vary greatly across differ- 806

ent LLMs. We provide our English and Chinese 807

prompt settings used in our experiments in Fig- 808

ure4 and Figure 5, respectively. There are subtle 809

differences between them. 810
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Model Version Provider Pricing Total cost
GPT-3.5 Turbo 175B - July 6 version OpenAI USD 0.0015(in) 0.002(out) / 1K tokens USD 250

ChatGLM 130B - STD ZhiPu CNY 0.005 / 1K tokens CNY 32
LLaMA-2 70B - chat- HF Third-Party USD 0.0032 / second USD 260

Table 10: Details about LLM API calls.

Document:
1. Mike was angered by this
2. after thinking back to the grievance and pain of this period
3. He quickly took out the knife from his trouser pocket
4. Stabbed Susan four times in the chest
5. When Susan’s father woke up from his shock
6. Mike had run a long way
7. although Susan’s father sent her to the hospital as quickly as possible
9. Susan suffered a severe chest injury of hemopneumothorax
10. because of the deep wound by knife
Ground tructh:
Emotion clause: When Susan’s father woke up from his shock
Cause clause: Stabbed Susan four times in the chest
Clause Pair: (5, 4)
Subtask 1:
System:
Context : + [Document] + According to the given context, each number at the beginning of line represents a clause,
complete the following tasks, do not output uncertain answer:
User:
Please recognize emotions referred from the given context
LLM output:
anger, grievance and pain, shock, anxiety
Subtask 2:
User:
Locate the clauses where emotions occur, we call them emotion clauses, abandon those emotions that have no origin clause
LLM output:
Emotion clauses:
“Mike was angered by this”
“ after thinking back to the grievance and pain of this period”
“ When Susan’s father woke up from his shock”
Subtask 3:
User:
Based on these emotion clauses, analyze why each one could happen, step by step
LLM output:
1. Emotion: anger
- Mike feel angry may because of certain matters caused by Susan.
2. Emotion: grivance and pain
- Mike thought back to this period, this leads the change of his emotion.
3. Emotion: shock
- Susan’s father got shock because of seeing Mike stabbed Susan four times in the chest, this make him very shocked.
Subtask 4:
User:
For each emotion, select a most probable clause to be its cause, and output the pair of emotion clause and cause clause
LLM output:
1. Emotion: anger
- Emotion clause: 1. Mike was angered by this
- None explicitly mentioned in the given context
2. Emotion: grievance and pain
- Emotion clause: 2. after thinking back to the grievance and pain of this period
- None explicitly mentioned in the given context
3. Emotion: shock
- Emotion clause: 5. When Susan’s father woke up from his shock
- Cause clause: 4. Stabbed Susan four times in the chest

Table 11: An example of common DECC workflow on LLaMA-2 70B-chat-HF
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Step1. please extract most obvious emotions referred from the given context, just output 
words among given words, do not make up uncertain emotion
Step2. locate the clauses where the emotions literally occur, we call them emotion clauses
Step3. based on those emotions, analyses why each emotion could happen, step by step
Step4. each of the emotion, select a most probable clause to be its explanation , and 
output the pair of emotion clause and reason clause by number

Prompts on LLaMA-2 70B-chat-HF

English ECPE task

Step1. please extract emotions referred from the given context, just use given words to 
output, do not output uncertain emotion
Step2. locate the clauses where the emotions literally occur, we call them emotion clauses, 
if an emotion have no origin clause, then this emotion should be pruned 
Step3. based on those emotions, analyze why each emotion could happen, step by step 
Step4. for each of the emotion, select a most probable clause to be its reason , and output 
the pair of emotion clause and reason clause by number, do not output uncertain pairs

Prompts on GPT-3.5-turbo

Figure 4: The prompt settings for English dataset.

Chinese ECPE task

Step1. 抽取其中明显的情绪情感，只能输出存在于原文的情绪词，禁止输出非情绪词和无关内容
Step2. 找到每个情绪所在的那一个子句，如果子句没有包含情绪词则不能选取
Step3. 一步一步分析所选情绪的产生原因，找到原因子句
Step4. 为每个情绪输出最有可能的情绪子句和原因子句对，禁止输出不确定的内容

Prompts on ChatGLM-STD

Step1. 抽取其中表达最明显的情绪，只能输出原文中的内容，禁止概括不存在的情绪
Step2. 每个情绪对应一个情绪子句，找出情绪子句，这个子句必须是包含上述情绪的，不包括情绪词的子句不要输出
Step3. 根据这个情绪子句，一步一步分析其中情感产生原因
Step4. 选出最有可能的原因子句，输出置信度最高的情绪和原因子句对（带序号）,在文中找不到具体的原因子句则不输出

Prompts on GPT-3.5-turbo

Figure 5: The prompt settings for Chinese dataset.
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