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Abstract

In this paper, we focus on studying robustness
evaluation of Chinese question matching. Most
of the previous work on analyzing robustness
issue focus on just one or a few types of arti-
ficial adversarial examples. Instead, we argue
that it is necessary to formulate a comprehen-
sive evaluation about the linguistic capabilities
of models on natural texts. For this purpose,
we create a Chinese dataset namely CQM;opust
which contains natural questions with linguis-
tic perturbations to evaluate the robustness of
question matching models. CQM;,pys cOntains
3 categories and 13 subcategories with 32 lin-
guistic perturbations. The extensive experi-
ments demonstrate that CQM,pus has a better
ability to distinguish different models. Impor-
tantly, the detailed breakdown of evaluation by
linguistic phenomenon in CQM;opys helps us
easily diagnose the strength and weakness of
different models. Additionally, our experiment
results show that the effect of artificial adversar-
ial examples does not work on the natural texts.
The dataset and baseline codes will be publicly
available in the open source community.

1 Introduction

The task of Question Matching (QM) aims to iden-
tify the question pairs that have the same meaning,
and it has been widely used in many applications,
e.g., community question answering and intelli-
gent customer services, etc. Though neural QM
models have shown compelling performance on
various datasets, including Quora Question Pairs
(QQP) (Iyer et al., 2017), LCQMC (Liu et al.,
2018), BQ (Chen et al., 2018) and AFQMC', neu-
ral models are often not robust to adversarial exam-
ples, which means that the neural models predict
unexpected outputs given just a small perturbations
on the inputs. As the example 1 in Tab. 1 shows, a
model might not distinguish the minor difference

'Tt is from Ant Technology Exploration Conference
(ATEC) Developer competition, which is no longer available.

("M noodles") between the two sentences, and thus
predicts the two questions semantically equivalent.

Recently, it attracts a lot of attentions from the
research community to deal with the robustness
issues of neural models on various NLP tasks, such
as question matching, natural language inference
and machine reading comprehension. Early works
examine the robustness of neural models by creat-
ing a certain types of artificial adversarial exam-
ples (Jia and Liang, 2017; Alzantot et al., 2018;
Ren et al., 2019; Jin et al., 2020), and involving
human-and-model-in-the-loop to create dynamic
adversarial examples (Nie et al., 2020; Wallace
et al., 2019). Further studies discover that a few
types of superficial cues (i.e. shortcuts) in the train-
ing data, are learned by the models and hence affect
the model robustness (Gururangan et al., 2018; Mc-
Coy et al., 2019; Lai et al., 2021). Besides, several
studies try to improve the robustness of the neu-
ral models by adversarial data augmentation (Min
et al., 2020) and data filtering (Bras et al., 2020).
All these efforts lead us to better find and fix the
robustness issues to some extends.

However, there are several limitations in previ-
ous studies. First, the analysis and evaluation in
previous work focus on just one or a few types of
adversarial examples or shortcuts, but we need nor-
mative evaluation (Linzen, 2020; Ettinger, 2020;
Phang et al.). The goal of the normative evaluation
is not to fool a system by exploiting its particu-
lar weaknesses, but using systemically controlled
datasets to comprehensively evaluate the basic lin-
guistic capabilities of the models in a diverse way.
Checklist (Ribeiro et al., 2020) and Textflint (Wang
et al., 2021) are great attempts of normative eval-
uation. However, it is not clear that if the effects
of the artificial adversarial methods on artificial
examples are still shown on natural texts from real-
world applications (Morris et al., 2020). Moreover,
to the best of our knowledge, there are few Chinese
datasets for QM robustness evaluation.



Towards this end, we create a open-domain Chi-
nese dataset namely CQM;opust CONtains natural
questions with linguistic perturbation for evaluat-
ing the robustness of QM models. (1) By linguis-
tic, we mean this systematically controlled dataset
provides a detailed breakdown of evaluation by lin-
guistic phenomenon. As shown in Tab. 1, there are
3 categories and 13 subcategories with 32 linguis-
tic perturbation in CQM;qpyst, Which enables us to
evaluate the model performance by each category
instead of just a single metric. (2) By natural, we
mean all the questions in CQM;pys are natural and
issued by the users in a commercial search engine.
This design can help us to properly evaluate the
progress of a model’s robustness on natural texts
rather than artificial texts which may not preserve
semantics and introduce grammatical errors.

The contributions of this paper can be summa-
rized as follows:

* We construct a Chinese dataset namely
CQM;obyst that contains linguistically perturbed
natural questions from a commercial search
engine. It is a systemically controlled dataset to
test the basic linguistic capabilities of the models
in a diverse way. (see Sec. 2 and Sec. 3)

* Our experimental results show that 3 charac-
teristics of CQM;opust: (1) CQMiopust is chal-
lenging, and has better discrimination power to
distinguish the models that perform compara-
bly on other datasets (see Sec. 4.2). (2) The
detailed breakdown of evaluation by linguistic
phenomena in CQM;opyst helps diagnose the ad-
vantages and disadvantages of different models
(see Sec. 4.3). (3) Extensive experiment shows
that the effect of artificial adversarial examples
does not work on natural texts of CQM;qpust-
CQM;opust can help us properly evaluate the mod-
els’ robustness. (see Sec. 4.4).

The remaining of this paper is organized as fol-
lows. Sec. 2 describes the 3 categories and 13
subcategories with 32 linguistic perturbation in
CQM;obust- Sec. 3 gives the construction process
of CQM;opust- In Sec. 4, we conduct experiments
to demonstrate 3 characteristics of CQM;opust. We
conclude our work in Sec. 5.

2 Linguistic Perturbations in CQM,opust

The design of CQM;opys 1S aimed at a detailed
breakdown of evaluation by linguistic phenomenon.
Hence, we create CQM;opyst by introducing a set

of linguistic features that we believe are important
for model diagnosis in terms of linguistic capabil-
ities. Basically, 3 categories of linguistic features
are used to build CQM,pust, 1.€., lexical features
(see Sec. 2.1), syntactic features (see Sec. 2.2), and
pragmatic features (see Sec. 2.3). We list 3 cat-
egories, 13 subcategories with 32 operations of
perturbation in Tab. 1. The detailed descriptions of
all categories are given in this section.

2.1 Lexical Features

Lexical features are associated with vocabulary
items, i.e. words. As a word is the smallest in-
dependent but meaningful unit of speech , an oper-
ation on a single word may change the meaning of
the entire sentence. It is a basic but crucial capa-
bility for models to understand word and perceive
word-level perturbations. To provide a fine-grained
evaluation for model’s capability of lexical under-
standing, we further consider 6 subcategories:
Part of Speech. Parts of speech (POS), or word
classes, describe the part a word plays in a sen-
tence. CQM;opyst considers 6 POS in Chinese gram-
mar, including noun, verb, adjective, adverb, nu-
meral and quantifier, which are content words that
carry most meaning of a sentence. In this subcat-
egory, we aim to test whether models can handle
the word-level perturbations of these POS. As the
example 1 in Tab. 1 % shows, inserting only one
noun "M noodles" makes the sentence meaning
different. Furthermore, in this subcategory we pro-
vides a set of examples focusing on phrase-level
perturbations to check model’s capability on un-
derstanding word groups that act collectively as a
single part of speech (see example 11).

Named Entity. Different from common nouns
that refer to generic things, a named entity (NE)
is a proper noun which refers to a specific real-
world object. The close relation to world knowl-
edge makes NE ideal for observing models’ under-
standing of the meaning of names and background
knowledge about entities. In CQM;opyust, Wwe include
Named Entity an independent subcategory to test
the model’s behavior of named entity recognition,
and focus on 4 types of NE most commonly seen,
i.e., location, organization, person and product. Ex-
ample 12 is a search query and its perturbation on
NE. The two named entities, "Ll 7§ Shanxi" and
"BEPY Shaanxi”, are similar at character level but

2All examples discussed in this section are presented in
Column Example and Translation of Tab. 1.



Category Subcategory

Perturbation Label BERT ERNIE RoBERTa  MacBERT ~ RoBERTa  MacBERT .
Examples and Translation

Operation #Y /#N base base base base large large
. TEE /bR 0E & Jr by
insert n. U0 | 4l4E34 408821 430807 414825 dsasdl  37aep4 | BUSEELDIIC, TR ELDIE
how to fry eggs / how to fry egg noodles
insert . U131 | 304504 338426 374420 359427 39931 295:3g | B (IHAMTAK GO A 5
what is good for the wound / how to disinfect the wound
insert adj. 58| 23519 192437 269s4d  239:42 181824 104221 | B3 AR app ) HIBLREA) 50 app
what are types of apps / what are types of mobile apps
L RS TIE ) s
insert adv. 02| 37505 42605 38406  4dsld  sgels 3l | EEVTATR/ AL EATR
why burp / why always burp
e e R
replace n. 02| 866603 867:0.1  $83:03 888412  §9.4sl6  s7se07 | BN FREE SRR/ SIRE S HE
Pa;t U.S. green card application process / U.S. visa application process
ol
q o6 h R R ) hf 4 B By
Speech replace v. 466 | TLTELL 776208  76.9:04 765412 8L0sle  SLsea2 | B6 WA THRREFE/ it A N R
why knee pain when squatting / why knee pain when kneeling
L HIL s o L e
replace adj. 472 | 743821 800:L0  77.6:07  816:05  827:L1  8a7ere | BT ERHUIL UG/ HARHM A 0
is the ear bleeding serious / is the ear bleeding normal
L D LA SLE | s A Al LS
replace adv. U188 | 190461 19344 163838 239446 590540  seaspg | B8 WA HE KR/ hitAn kR
why regularly feel dizzy / why slightly feel dizzy
replace nun. JI16 | 832614 914204 859418 §72:09 880105 919411 | B9 LEE 130 /10075 / M 120 /1007
is blood pressure 130 /100 high / is blood pressure 120 /100 high
o i p=ey e N
replace quantifier 022 | 303:69 257452 333126 349:26  273:00  34sles | B0 R EEDHE/ — HTEEER
how much is a bunch of flower / how muchis a flower
. === 1 #hn [ ghes
replace phrases 197 | 980500 981202  966:03 978405 978202  97se0 | EAL FTEERECHNLT /Wi HINE A
how to improve my memory / how to increase my strength
o
£ S ) T I,
E replace loc. 0458 | 960406 957:02 954204 950204 947204  94se0s | EAZ LI BT/ B BTG
& Shanxi spring festival customs / Shannxi  spring festival customs
2 replace org. 164 | 949502 943106  912:14 934507 935603  938+01 | BA3: AU IS /RS A AR
2 Named hotels near BUPT / hotels near NJUPT
Entity . q Hf
replace person U468 | 903:13 9L0NH9  887:16  OL4rl6  923:13  932sry | BM POV EUET/ ik mET
wife of Long Chen / wife of Jackie Chan
T home 6 BB 7 nhonet 50
replace product U0 | $37426 882401 824669 $33403 860617 §88add | EIS phoneO ZDEL iphoneox ZHE
how much is iphone 6 / how muchis iphone6x
kB4 7 2 A 75t
replace n. 405 | SLILLl  S97413 597822 60720 633431  TL6x40 i HIR AR
health benefits of Chinese gooseberry / health benefits of Kiwi
L/, LY R /By B
replace v. 3L | 800609 SLILL6  825:00 832412 840220  88dst | EATTPARITAIBLA /R ARITATLLHE
Synonym what juice can lose weight / what juice can slim
| s e B 4 A A e
replace adj. 453 | 757513 TI3ELl 788825 74805 104234 88513 | EAS T RRHVTEE #ELESHT S
funny advertising words / humerous advertising words
R AR AR | R AR B
replace adv. 26- | 98711 1000800 1000:00 1000:00  100:00  1000s00 | BN O BEERRNA ) SR MR A
why always want to sleep / why repeatedly want to sleep
- v/ = T Y/ | =1
Antonym replace adj. 05| 506834 696829 650415 Thie43 91723 907apg | B2 fRAZKAMRRN T/ fFLKCRIER;
what fruitis low infat/ what fruitis high in fat
S A T
negate v. U153 | 699496 889513 848429 93313 884209  9l4s34 | ERLNPATER/ NAEE AR
why baby cries / why baby doesn’t cry
Negation negate adj. J139 | 731385 842:12  827:l4  880:L5  88.0:29 894l | E22 WHAFRELM/ Tuft AR AR AR
why apple is red / why apple is not red
. e W TEs s
neg-+antonym SO | 299825 344825 390817 3L1225  407:l7  S3ex09 | B23 N EAM B VEE ELT)
what to do if too excited / whatto doif can’t calm down
insert 20| 266521 290521 33109 AL7:33 475854 336ess | E2ARE TR/ AT B 2T
Temporal will it rain in Beijing / will it rain in Beijing tomorrow
word - TE T (D bR
replace 14| 441561 678426 550805  538+13 70461 786458 | B2 FERFE MG/ HL 2TE0G
was it snow yesterday / will it snow tomorrow
- R E B—EID ) T A AR
Symmetry swap 33 | 973604 980s00 952517 059407 93309  oaserg | E26 UG BRI/ BRI
canleat fish with egg / canleat egg with fish
. b B g 5 B b
g Asymmetry swap 497 | 145820 183837 268832 264825 520846  4oxlog | E2T AU BN SR AEE/ R ) A i
2 Beijing to Shanghai flights / Shanghai to Beijing flights
E
2 . T N | A % 1L
g Negative swap + negate 49/- 46834 V47 Mosll 258830 267 9919 | B2 ANILAAEEB/ A BT
g Asymmetry are men taller than women / are women shorter than men
&
Voice insertpassive word | 94/37 | 768414 725800  T74:09  740:07 852414 74.8s22 | E29: BUUABCEHE ) B b SNCARR
dreamed of being bitten by a dog / dreamed of being bitten by a dog
. Vs EATE o8 EAT
g Misspelling replace 468 | 680120 650300 642806 650823 63518 edosle | ESO A KUH BRI/ ML LS EAR
% what (altoo suits me/ what tatoo suits me
o . L i3 3| \ A7 A
= Discourse Particle |  insert or replace 23 | 987405 984102  98.6405 992402  995:0.0  99.8s02 | E3LAMTAME 1 LA AN LHE
B (Simple) why people dream / so why people dream
<
g I ———
£ | DiscouseParticle | insertorreplice | I3 | 465806 562420 64120 616:16 G534 e8ds3 | EIZFHEEIEVRIT/ REEIL BRRT R
[ (Complex) best restaurant nearby / heeelp!!! which restaurant is best in my area ?
Total | 13 \ ) | 28037318 | - |-

Table 1: Categories of CQM;qpust (described in Sec. 2) and performance of 6 models on CQM;opus¢ (discussed in Sec.
4). Bold face and underlined indicate the first and second highest accuracy for each testing scenario.



denote two different locations. We expect that the
models can capture the subtle difference.
Synonym. A synonym is a word or phrase that
means exactly or nearly the same as another word
or phrase in a given language. This subcate-
gory aims to test whether models can identify two
semantically equivalent questions whose surface
forms only differ in a pair of synonyms. As in
example 16, the two sentences differ only in two
words, both of which refer to Kiwifruit, so they
have the same meaning.

Antonym. In contrast to synonyms, antonyms are
words within an inherently incompatible binary
relationship. This subcategory examines model’s
capability on distinguishing words with opposed
meanings. We mainly focus on adjective’s opposite,
e.g., "fahigh" and "fllow" (see example 20).
Negation. Negation is another way to express con-
tradiction. To negate a verb or an adjective in Chi-
nese, we normally put a negative before it, e.g.,
"not" before "Scry" (example 21), "NEnot"
before "4I.HJred" (example 22). The negative be-
fore the verb or the adjective negates the statement.
It is an effective way to analyze model’s basic skill
of figuring out the contradictory meanings even
there is only a minor change.

Moreover, we include some equivalent para-
phrases with negation in this subcategory. In exam-
ple 23, "JeiEF#fcan’t calm down" is the negative
paraphrase of "{E{Z/Jexcited", so that the paraphrase
sentence is equivalent to the positive sentence. We
believe that a robust QM system should be able to
recognize this kind of paraphrase question pairs.
Temporal Word. Temporal reasoning is the rela-
tively higher-level linguistic capability that allows
the model to reason about a mathematical time-
line. Unlike English, verbs in Chinese do not have
morphological inflections. Tenses and aspects are
expressed either by temporal noun phrases like "FA
Ktomorrow" (examples 24) or by aspect particles
like " ' le", which indicates the completion of an
action (examples 25). This subcategory focuses on
the temporal distinctions and helps us evaluate the
models’ temporal reasoning capability.

2.2 Syntactic Features

While single word sense is important to question
meaning, how words composed together into a
whole also affects sentence understanding. We
believe the the relations among words in a sentence
is important information for models to capture, so

we focus on several types of syntactic features in
this category. We pre-define 4 linguistic phenom-
ena that we believe is meaningful to locate model’s
strength and weakness, and describe them here.

Symmetry. Sometimes paraphrases can be gener-
ated by only swapping the two conjuncts around in
a structure of coordination. As shown in example
26, "fhifish" and "¥FHegg" are joined together by
the conjunction "#land", which have the symmet-
ric relation to each other. Even if we swap them
around, the sentence meaning will not change. We
name this subcategory Symmetry, with which we
aim to explore if a model captures the inherent
dependency relationship between words.

Asymmetry. Some words (such as "Fland") de-
note symmetric relations, while others (for exam-
ple, preposition "£]to") denote asymmetric. Ex-
ample 27 shows a sentence pair in which the word
before the preposition "#70" is an adverbial and
the word after it is the object. Swapping around the
adverbial and the object of the prepositional phrase
will definitely leads to a nonequivalent meaning. If
a model performs well only on subcategory Symme-
try or Asymmetry, it may rely on shortcuts instead
of the understanding of the syntactic information.

Negative Asymmetry. To further explore the syn-
tactic capability of QM model, CQM;pys includes
a set of test examples which consider both syn-
tactic asymmetry and antonym, and we name this
category Negative Asymmetry. In example 28, the
asymmetric relation between "5 Amen" and "%
Awomen" and the opposite meaning of "{=jtaller"
and "F&shorter" resolve to an equivalent mean-
ing. With this subcategory, we can better explore
model’s capability of inferring more complex syn-
tactic structure.

Voice. Another crucial syntactic capability of mod-
els is to differentiate active and passive voices. In
Chinese, the most common way to express the pas-
sive voice is using Bei-constructions which feature
an agentive case marker "#{bei". The subject of
a Bei-construction is the patient of an action, and
the object of the preposition "#{bei" is the agent.
Compared to Fig.1(a), the additional "#{bei" and
the change of word order of "Jficat" and "fidog"
in Fig.1(b) convert the sentence from active to pas-
sive voice, but the two sentences have the same
meaning. If we further change the word order from
Fig.1(b) to Fig.1(c), the sentence still uses passive
voice but has different meaning.

Passive voice is not always expressed with an



What do

(a) Active voice question.

)

What do
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U 7

(b) Passive voice paraphrase question.
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What do

(c) Passive voice non-paraphrase question.

Figure 1: The dependency relations of active voice and
passive voice questions.

overt "#{bei". Sometimes a sentence without any
passive marker is still in passive voice. In example
29, although the first sentence is without "#bei",
it expresses the same meaning as the second one.
There are a set of active-passive examples in this
category, which are effective to evaluate model’s
performance on active and passive voices.

2.3 Pragmatic Features

Lexical items ordered by syntactic rules are not all
that make a sentence mean what it means. Con-
text, or the communicative situation that influence
language use, has a part to play. We include some
pragmatic features in CQM;opyust SO as to observe
whether models are able to understand the contex-
tual meaning of sentences.

Misspelling. Misspellings are quite often seen by
search engines and question-answering systems,
which are mostly unintentional. Models should
have the capability to capture the true intention
of the questions with spelling errors to ensure the
robustness. In example 30, despite the misspelled
word "3 B tatoo" the two questions mean the same,
In some real world situations, models should un-
derstand misspellings appropriately. For example,
when users search a query but type in misspelling,
a robust model will still give the correct result.
Discourse Particle. Discourse particles are words
and small expressions that contribute little to the
information the sentence convey, but play some
pragmatic functions such as showing politeness,

Tools Resources

LAC, Faiss,
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Bigcilin,
Baidu Hanyu

q L
Linguistic .
'—) suistic Perturbation
Preprocessing
NER Swap
POS Tagging Insert

Dependency Parsing Replace
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'
(¢:9)
<—' Annotation | €— Natmglness <
Review

Figure 2: Construction process of CQM;qpys-

drawing attention, smoothing utterance, etc. As in
example 32, the word ">KBlhelp" is used to draw
attention and bring no additional information to the
sentence. Whether using these little words do not
change the sentence meaning. It is necessary to a
model to identify the semantic equivalency when
such words are used.

3 Construction

We design CQM;qpust as a diverse and natural cor-
pus. The construction process of CQM;opyst 18 di-
vided into 4 steps and illustrated in Fig. 2. Firstly,
we preprocess the source questions to obtain their
linguistic knowledge, which will be used to per-
turb the source texts. Then we pair the source
and perturbed question as an example. The exam-
ples’ naturalness is reviewed by human evaluators.
At last, the examples are annotated manually and
CQM;opust is finally constructed. We introduce the
construction details in the following:

Linguistic Preprocessing. We collect a large num-
ber of source questions from the search query log
of a commercial search engine. All the source
questions are natural and then we perform several
linguistic preprocessings on them: named entity
recognition, POS tagging, dependency parsing, and
word importance analysis. The linguistic knowl-
edge about the source questions we obtained in this
step will be used for perturbation.

Perturbation. We conduct different perturbation
operations for different subcategories. In general,
we perturb the sentences in 3 ways:

* replace: replace a word with another word, e.g.,
for category Synonym, we replace one word with
its synonym;



Cat Length #
atesory Y N All
Lexical | 858 889 | 1,315 6,784 8099
Syntactic | 986 9.89 | 678 532 1210
Pragmatic | 873 9.03 | 8I2 0 812
Avg/Total | 874 890 | 2805 7316 10121

Table 2: Data statistics of CQM;opust-

* insert : insert an additional word, e.g., for cate-
gory Temporal word, we insert temporal word to
the source question;

* swap: swap two words. This operation is only
used in Syntactic Feature.

The perturbations of all categories are listed in
column Perturbation Operation of Tab. 1, and the
perturbation details will be given in Appendix A.
Naturalness Review. To ensure the generated sen-
tences are natural, we examine their appearances in
the search log and only retain the sentences which
have been entered into the search engine.
Annotation. The source question and generated
question are paired together as an example. Then
the examples are evaluated by evaluators from our
internal data team. They need to evaluate whether
the examples are fluent, grammatically correct, and
correctly categorized. The low-quality examples
are discarded and the examples with inappropriate
categories are re-classified.

Then the question pairs are annotated by the an-
notators from our internal data team. Semantically
equivalent question pairs are positive examples,
and inequivalent pairs are negative. The annotators
are required a approval rate higher than 99% for
at least 1,000 prior tasks. Each example is anno-
tated by three annotators, and the examples will be
tagged with the label which more than 2 annotators
choose. To further ensure the annotation quality,
10% of the annotated examples are selected ran-
domly and reviewed by a linguistic expert. If the
review accuracy is lower than 95%, the annotators
need to re-annotate all the examples until the accu-
racy is higher than 95%.

Eventually, we generate 10,121 examples for
CQM;opust- The class distribution of all categories
are given in Tab. 1. Additional data statistics are
provided in Tab. 2.

4 Experiments

In this section, we conduct experiments to discuss 3
characteristics (char.) of CQM;onust- In Sec. 4.1, we

Model LCQMCiest | CQMigbust | A

BERT, 87.120.1 66.6£0.6 | -20.5

ERNIE, 87.320.1 69.840.3 | -17.5
RoBERTx, 87.240.4 69.5£0.1 | -17.7
MacBERT, | 87.4203 70.320.6 | -17.1
RoBERTy 87.70.1 73.8+03 | -13.9
MacBERT, 87.620.1 ‘ 73.8405 | -13.8

Table 3: Accuracy(%) on LCQMC s and CQM;gpust- b
indicates base, and | indicates large.

provide the experimental setup and the evaluation
metrics. In Sec. 4.2, Sec. 4.3 and Sec. 4.4, we give
the experimental results and discussions.

4.1 Experimental Setup

Datasets. To evaluate the robustness of QM
models, we select LCQMC to fine-tune the mod-
els and evaluate the models’ performance on our
CQM;opust corpus. LCQMC is a large-scale Chi-
nese QM corpus proposed by Harbin Institute of
Technology in general domain and the source ques-
tions are collected from Baidu Knows (a popu-
lar Chinese community question answering web-
site), which are similar to the search queries
in form. Specifically, we firstly fine-tune the
models on LCOMC4in. Then we choose the
model with the best performance on LCOMCy,,
and report the results of the chosen models on
LCOMCiesy and CQMopys. Tab. 8 presents the
statistics of LCQMC. Models. We choose 6 pop-
ular pre-trained models to conduct experiments:
BERT}, (Devlin et al., 2019), ERNIEy, (Sun et al.,
2019), RoBERTay,, RoBERTa; (Liu et al., 2019),
MacBERTy, MacBERT) (Cui et al., 2020). A de-
tailed comparison is provided in Tab. 7 (in Ap-
pendix).

Evaluation Metrics. QM problem is normally for-
mulated as a binary classification task. Like most
classification tasks, we use accuracy to evaluate a
single model’s performance, which is the propor-
tion of correct predictions among the total num-
ber of the examined examples. As COM ,,pys 1S a
fine-grained corpus consisting of a set of linguis-
tic categories and each category differs in size, we
use the micro-averaged and the macro-averaged
accuracy to compare the models’ performances on
CQM;obust, which can help us better indicate the
models’ ability on different categories.

Training details about our experiments are de-
scribed in Appendix B.1.1.



Models Lexical X Syntactic Pragmatic CQMiobust
POS NE Synonym  Antonym  Negation  Temporal Lexical

micro 62.1+1.1  92.3+0.5 69.5+0.4 50.6+3.4 64.4+59 35.1+3.3 67.2+0.7 59.1+0.4 72.6+1.6 66.6+0.6

BERT, macro | S51.9+1.5  91.2+0.7 76.4+0.6 50.6+3.4 57.6+4.4 35.5+¢3.3 61.4+1.2 59.1+0.7 71.1£1.1 62.0+£0.9
micro 64.6£0.5  92.8+0.4 73.2+0.9 69.6+2.9 77.8%1.1 48.0+1.9 71.0£0.3 60.0+1.2 72.4+0.3 69.8+0.3

ERNIE, macro | 52.4+0.7  92.3+0.6 79.5+0.7 69.6+2.9 69.1£1.2 48.5+1.9 65.5+0.5 56.5+1.0 73.240.8 65.1+0.3
micro 64.2+0.1 90.6+1.8 742414 65.0£1.5 76.3£1.7 43.7£0.2 70.1£0.1 63.1+0.6 73.3£0.1 69.5+0.1

RoBERTay macro | 53.3+0.2  89.4+2.5 80.3+1.1 65.0+1.5 68.8+1.3 44.0+0.2 65.0+0.1 60.9+0.6 75.6+0.5 65.5+0.1
micro 64.8+1.1  92.0+0.7 73.3+1.1 73.1+4.3 80.7£0.5 47.6+1.3 71.2+0.7 62.1+1.0 73.4+1.5 70.3+0.6

MacBERT; macro | 54.2+0.9  90.7+0.6 79.7+£0.5 73.1+4.6 70.7£0.1 47.7£0.2 66.3+0.2 55.5+0.7 75.2+1.1 65.8+0.1
micro 67.2+0.9  92.5+0.3 76.0+2.1 91.7+2.3 80.2+0.8 58.6+2.8 74.1+0.3 72.6+1.4 73.2+1.9 73.8+0.3

RoBERTa macro | 57.7#0.6  91.6+0.3 81.7+1.6 91.7+2.3 72.3+0.6 59.0+2.7 70.2+0.3 63.4+1.2 76.0£2.0 69.8+0.2
micro 65.6+0.8  93.2+0.6 83.2+1.6 90.7+£2.3 84.3+1.3 55.5+4.0 74.4+0.4 70.243.7 73.7+1.1 73.8+0.5

MacBERT, macro | 54.7#0.9 = 92.6+0.9 87.1+1.2 90.7+2.3 78.1+0.9 56.1+4.0 70.7+0.5 61.6+2.4 77.1+0.6 70.2+0.5

Table 4: The micro-averaged and macro-averaged accuracy are on each category of CQM;qpust-

‘ PWWS PWWS,, | FOOLER FOOLER;y | CHECKLIST
Train | 159,503 - 64,086 -
Test 400 200 400 200 400

Table 5: Statistics of the adversarial examples.

4.2 Char. 1: Challenging and with Better
Discrimination Ability

Tab. 3 shows the performances of models on held-
out set LCQMCie and our CQM;gpust, Which
presents the primary characteristics of DuQM:

Challenging. Comparing to the held-out test
on LCQMCi., all models achieve lower perfor-
mance on CQM;,opust. As shown in Tab. 3, all
models achieve accuracy higher than 87% on
LCQMCcy, but show a significant performance
drop on CQM;opust. Column A in Tab. 3 shows
the differences between models’ performances on
LCQMCest and CQM;opust, Which presents that
the performance on CQM;qpys 1s lower than on
LCQMCe by at most 20.5%. CQM;pyst is more
challenging, and it can better reflect true capability
of QM models.

Better Discrimination Ability. CQM;qpus can
better distinguish the models’ performances. As
shown in Tab. 3, all the models have similar per-
formances on LCQMC;. (around 87%), but dif-
ferent performances on CQM;qpyst: the accuracy of
base models differ from 66.6% to 70.3%, and the
large models show higher performance (73.8%). In
conclude, CQM;opust Shows a better discrimination
ability to evaluate models.

It demonstrates that CQM,pust Can better evalu-
ate the robustness of QM models.

4.3 Char. 2: Diagnose Model in Diverse Way

CQM;opust corpus is a fine-grained corpus which
has 3 linguistic categories and 13 subcategories
and enables a detailed breakdown of evaluation on
different linguistic phenomena. In Tab. 1 we give
the performances of 6 models on all fine-grained
categories of CQM;opust, and Tab. 4 reports the
micro-averaged and macro-averaged accuracy. By
comparing these results, we introduce the second
characteristic of CQM;opys: it can diagnose the
strengths and weaknesses of the models in a diverse
way. Several interesting observations are noticed:
(from Tab. 1 and 4):

1) In most categories, large models outperform base
models. As the large models have more param-
eters and larger pre-training corpus, it is reason-
able that they have better capabilities than rela-
tively smaller models.

2) In Named Entity, all models show good perfor-
mances (higher than 90%). Another interest-
ing finding is that although ERNIE; is a rela-
tively small model, it performs slightly better
than RoBERTa; on this subcategory, which might
attribute to the entity masking strategy for pre-
training.

3) MacBERT] is significantly better than others in
Synonym. We suppose that it benefits from using
similar words instead of random words for mask-
ing when pre-training. Moreover, RoBERTa; and
MacBERT] have remarkable better performance
in Antonym.

4) The overall low performances in Temporal word
represent that all models lack the capability of
temporal reasoning.

5) All models have surprisingly poor performances
on Asymmetry while good performances in Sym-



. Attack test set CQMopust
Training set LCQMC CHECKLIST,5¢ .
PWWS PWWS, FOOLER FOOLER,5 Micro Macro
LCQMC 87.7 58.1 81.5 57.1 87.8 76.9 73.8 69.8
LCQMC+PWWS 87.7400 97.6.3905 81.8403 7314160 87.6.02 76.0.0.9 752 114 704,06
LCQMC+FOOLER 87.5.02 78.5:204 83.8.23 80.8.237 82.053 79.2.53 T1.4 54 68.8.10

Table 6: Adversarial training results of ROBERTa;. "TFOOLER’ refers to "TEXTFOOLER’. We use green and red
subscripts to represent a higher and lower accuracy respectively.

metry. We suppose that lack of learning word
orders would result in a wrong prediction when
the words orders are altered.

6) BERT, and ERNIE;, perform better on Mis-
spelling, and RoBERTa, and MacBERT}, are rel-
atively better on Complex Discourse Particles.

In general, CQM;pyst diagnoses models from a
linguistic perspective and can help us identify the
strengths and weaknesses of the models.

4.4 Char. 3: Natural Adversarial Examples

CQM;obust 1s a dataset generating by linguistically
perturbing natural questions. We argue that this
kind of natural adversarial examples is beneficial to

a robustness evaluation. To prove that, we conduct

an experiment to compare the performances of 2

adversarial training (AT) methods PWWS (Ren

et al., 2019) and TextFooler (Jin et al., 2020) on
artificial and natural test examples:

* Artificial examples, which are generated artifi-
cially and may not preserve semantics and in-
troduce grammatical errors. We employ 2 meth-
ods PWWS and TextFooler on LCQMCi; to
generate artificial adversarial examples. These
two methods generate adversarial examples by
replacing words with synonyms until models are
fooled.

* Natural examples are texts within linguistic and
semantics constraints. Our evaluators from the
internal data team reviewed and annotated all the
generated texts with methods PWWS, TextFooler
and the translated texts of Checklist dataset, and
we finally get three natural test sets, PWWS,,
TextFooler,,; and Checklist,.

Besides, we employ PWWS and TextFooler

on LCQMCy,i, to generate artificial adver-

sarial examples, which are incorporated with
original LCQMC;,i, as training data (Row

LCOMC+PWWS and LCOMC+FOOLER in

Tab. 6).The detailed data statistics are shown in

Tab. 5. AT details are in Appendix B.2. Evaluation

with artificial and natural adversarial examples.

We fine-tune RoOBERTa; on LCQMC and the arti-

ficial adversarial examples generated by PWWS
and TextFooler, and evaluate on the adversarial
test sets. The results are shown in Tab. 6. Row
LCQOMC shows that only training with LCQMCiin
shows a low performance on PWWS and TextFooler
(we provide a detailed analysis in Appendix B.3),
and the performances on PWWS and TextFooler
are significantly higher on PWWS,,,; and PWWS,,,;.
However, if we incorporate LCQMC,i, with the
examples generated by PWWS and TextFooler, the
model’s performances on PWWS and TextFooler
increase greatly (both methods achieve an great
improvement of more than 16%) , but the effects
on natural examples PWWS,,,; and TextFooler,,;
are not significant (-5.8% ~2.3%). On the other 2
natural test sets, Checklist,,; and CQM;opust, the ef-
fects of 2 adversarial methods are also not obvious
(-2.4% ~2.3%).

In conclusion, the common artificial AT methods
are not so effective on the natural datasets. As a
corpus consisting linguistically perturbed natural
questions, CQM;qhus is beneficial to a robustness
evaluation to help us mitigate models’ undesirable
performance in real-world applications.

5 Conclusion

In this work, we create a Chinese dataset namely
CQM;opust Which contains linguistically perturbed
natural questions for evaluating the robustness
of QM models. CQM;opyst is designed to be
fine-grained, diverse and natural. Specifically,
CQM;opust has 3 categories and 13 subcategories
with 32 linguistic perturbation. We conduct ex-
tensive experiments with CQM;opyst and the re-
sults demonstrate that CQM;opus; has 3 character-
istics: 1) CQM;opyst 1S challenging and has more
discrimination ability; 2) The fine-grained design
of CQM;obust helps to diagnose the strengths and
weakness of models, and enables us to evaluate
the models in a diverse; 3) The effect of artificial
adversarial examples does not work on the natural
texts of CQM;opust-



Ethical Considerations

This work presents CQM;pust, @ diverse and natu-
ral dataset for the research community to evaluate
the robustness of QM models. Data in CQM;pust
are collected from a commercial search engine (we
are legally authorized by this company), the details
are presented in Sec. 3. Since CQM;opyst do not
have any user information, there is no privacy con-
cerns. In addition, to ensure that the CQM;opyst 1S
free potential biased and toxic content, we desensi-
tize all the instances in it. Regarding to the issue of
labor compensation, all the annotators and evalua-
tors are employees from our internal data team and
are fairly compensated.
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A Construction Details

Sec. 3 provides an overview of construction pro-
cess® of CQM;opusi. However, CQM;opust is a di-
verse dataset with 3 categories and 13 subcate-
gories. And they are constructed with different ad-
versarial methods. Details about our construction
approaches to different categories are described in
this section.

Lexical Features. For each source question, we se-
lect the word with specific POS tagss or entity type
and high word importance score as farget word,
and perturb the source questions with some other
words we collect from following 4 sources:

» Elasticsearch*: to collect words which have high
character overlap with target words;

* Faiss’: to collect words which are semantically
similar to target words;

* Bigcilin®: to collect synonym of target words;

* Baidu Hanyu’: to collect antonym and synonym
of target words;

¢ XLM-RoBERTa(Conneau et al., 2020): to insert
additional words to source sentences®;

» Vocabulary lists’: to insert some specific words,
such as negation word and temporal word.

Syntactic Features. For Symmetry and Asymmetry,
we retrieve the source questions in the search log
and the returned questions whose edit distance to
source question is equal to 4 are selected as candi-
date questions. Then we compare the dependency
structures of the source question and candidate
questions. Only the question pairs which contain
symmetric or asymmetric relations (which swap
the order of two symmetric / asymmetric words)
are retained. To generate examples for Negative
Asymmetry, we select some pairs from Asymmetry
and negate one side of the pairs. The asymmetric
syntactic structure of two sentences and one-sided
negation resolves to a positive meaning. For Voice,

3We use Lexical Analysis of Chinese (LAC) to
do POS tagging, word importance analysis, and NER:
https://github.com/baidu/lac. We use a dependency parsing
tool: https://github.com/baidu/DDParser
“https://github.com/elastic/elasticsearch
>https://github.com/facebookresearch/faiss
Shttp://www.bigcilin.com/browser/
"https://hanyu.baidu.com/
8We add an additional {mask} before target word, and
use pre-trained language model to predict it. The prediction
result of {mask?} is the word inserted to the source sentence.
“Vocabulary lists refer to some word lists containing spe-
cific words, such as negation word list and temporal word
list.

we add "#bei" word to source questions to conduct
a change of voice.

Pragmatic Features.

Misspelling. With the help of Chinese heteronym
lists!”, we obtain a set of common typos and sub-
stitute the correct-spelling words with typos. To
ensure the correctness, the perturbation should sat-
isfy two constraints:

1) The typos should be commonly used Chinese
characters;

2) Only one character in the source sentence is re-
placed with its typo.

Discourse Particle. We construct this category in 2
ways:

1) We replace or add some question words, auxiliary
words or punctuation marks to generate Simple
Discourse Particle examples (Discourse Particle
(Simple) in Tab. 1);

2) For Complex Discourse Particle examples (Dis-
course Particle (Complex) in Tab. 1), we select
some question pairs from a Frequently-Asked-
Questions (FAQ) log, especially pairs with big
differences in sentence length. Then the pairs are
manually annotated and we retained the exam-
ples labeled with Y.

With above approaches, we perturb the source ques-
tions and obtain a large set of question pairs. Then
the generated question pairs are reviewed natural-
ness and annotated manually.

B Supplementary Experiments

B.1 Additional Experimental Setting
B.1.1 Training Details

In the fine-tuning stage, we insert a [S E P] between
the question pairs. The pooled output is passed to a
classifier. We use different different learning rates
and epochs for different pre-trained. Specifically,
for large models, the learning rate is 5e-6 and the
number of epochs is 3. For base models, the learn-
ing rate is 2e-5, and we set the number of epochs
as 2. The batch size is set as 64 and the maximal
length of question pair is 64. We use early stopping
to select the best checkpoint. Each model is fine-
tuned 3 times on LCQMC 4, and we choose the
model with the best performance on LCQMCey to
report test results.

https://github.com/FreeFlyXiaoMa/pycorrector/blob/master
/pycorrector/data/same_stroke.txt
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Models ‘ L ‘ H ‘ A ‘ # of Parameters | Masking | LM Task Corpus

BERT;, 12| 768 | 12 110M T MLM Wikipedia

ERNIE, 12 | 768 | 12 110M T/E/Ph MLM | Wikipedia+Baike+Tieba, etc.
RoBERTa, | 12 | 768 | 12 110M MLM - EXT!
MacBERT,, | 12 | 768 | 12 110M Mac SOP EXT
RoBERTa | 24 | 1024 | 16 340M MLM - EXT"
MacBERT, | 24 | 1024 | 16 340M Mac SOP EXT

Table 7: The hyper-parameters of public pre-trained language models we use(L: number of layers, H: the hidden
size, A: the number of self-attention heads, T: Token, E: Entity, Ph: Phrase, WWM: Whole Word Masking, NM:
N-gram Masking, MLM: Masked LM, Mac: MLM as correction).

Corpus ‘ Train ‘ Dev ‘ Test ‘Fine-grained

LCQMC | 238,766 | 8.802 | 12,500 | No

Table 8: Data statistics of LCQMC.

Data \ BERT  RoBERTa
PWWS 415 41.9
PWWS,u 230055 185454
TEXTFOOLER 46.6 429
TEXTFOOLERu | 14.650 12250+
CQMiopast | 334 262

Table 9: Attack success rate(%) on different test data.

B.1.2 Datasets Details

Tab. 8§ gives a detailed description of LCQMC Cor-
pus. And it is worth mentioning that LCQMC is in
general domain and its source questions are similar
to the search query, which are the form of source
questions for CQM;opust- In other words, CQM;opust
is not a ood test set of LCQMC, so that the lower
performance could not be attributed to being a ood
test set.

B.2 Adversarial Training Details

Tab. 5 gives a detailed statistics of adversarial exam-
ples generated with TextFooler, PAWS. To generate
training samples, we select a set of LCQMC train-
ing questions and apply the methods PWWS and
TextFooler on them. The labels are same as origi-
nal samples. To generate test samples and ensure a
robust evaluation, we utilize 4 datasets, PWWS,,
TextFooler,,, Checklistyy > and CQM;opust, Which
are natural adversarial examples. We conduct an ex-

13Before annotating, we translate original Checklist dataset
into Chinese using a translation tool

periment about adversarial training by feeding the
models both the original data and the adversarial
examples, and observe whether the original models
become more robust. We use pre-trained model
RoBERT3, (described in Tab. 7) for fine-tuning and
the fine-tuning details are described in Sec. 4.1.

B.3 Results of Attacks

We give the main results of attacks to BERTy and
RoBERT4, in Tab. 9. The results show that the
un-natural attacks (on artificial adversarial samples,
i.e. PWWS and TextFooler in Tab. 9) have higher
success rate than CQM;qpusc. However, if we select
the natural examples from the artificial adversarial
samples (PWWS,;; and TextFooler,, in Tab. 9), the
attack success rate of PWWS and TextFooler is sig-
nificantly decreasing by at least 18.5% on BERT}
and 30.7% on RoBERTx4, respectively. CQM;qbusts
in which all the samples are natural and grammarly
correct, gets the best performance when black-box
attacking (compare to PWWS,;; and TextFoolery,
in Tab. 9). In summary, the artificial adversarial
examples training is not effective on natural texts,
such as CQM;qpust. It is reasonable that we should
pay more attention to the naturalness when gener-
ating the adversarial examples.
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