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Abstract—Logical queries on Knowledge Graphs (KGs) is a
fundamental sub-task of knowledge graph reasoning. A promis-
ing paradigm for answering logical queries, recently, has been
proposed based on versatile deep learning techniques. In this
line, the query is first broken down into a series of first-order
logical predicates, and then both the query and knowledge graph
entities are jointly encoded in the same embedding space. Some
approaches are able to support the full range of traditional
First-Order Logic (FOL) operations for complex queries in
real-world scenarios, while others have attempted to create a
new combination of FOL operations by replacing the negation
operation with the difference operation due to the poor per-
formance of the negation operation. Our empirical observations
show that the difference operator is more effective for multi-
hop reasoning, while the negation operator is better suited for
use as the final operation in the query, particularly in single-
hop settings. In addition, other fundamental limitations such as
linear transformation assumption for negation operator and the
fixed-lossy problem for difference operator further degrade the
performance of these methods. In light of these, we propose
the HalLk, a holistic approach for answering logical queries
that, to our knowledge, is the first to support a full set of
logical operators in a unified end-to-end framework. In this
approach, we propose specific neural models for each operator
by considering their own intrinsic properties, based on which
HaLk effectively mitigates the cascading error of projection
and negation operators as well as delicately provides closed-
formed solutions for difference operator. Extensive experimental
results on three datasets demonstrate that HalLk outperforms all
competitors and achieves up to 32% improvement in accuracy.

Index Terms—Logical queries, knowledge graph, geometry
deep learning.

I. INTRODUCTION

Knowledge graphs are prevalent in real-life scenarios due to
their ability to provide flexible, structured representation for
entities and the intricate connections among them. Answering
logical queries on knowledge graphs is a fundamental and im-
portant task that has a range of applications, including search
engines, semantic webs [1], and recommendation systems [2],
etc. The goal of this task is to identify answer entities in
the knowledge graph that are likely to be entailed by known
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facts or inferred through generalization based on observed
knowledge facts. In practical applications, logical queries on
KGs require dealing with many kinds of complex logical
operators over multi-hop relations. As shown in Fig. 1a and
Fig. 1b, a natural language question like ”What are the films
directed by Oscar-winning American directors?” can be de-
fined as the composition of logical predicates. Based on it, the
aforementioned question can be first translated into a logical
query graph and a corresponding computation graph after that.
Next, query processing methods are proposed to provide the
solutions, and desirable entities such as ”7th Heaven” will
be returned as the answers of the above query in Fig. 1d.
Existing query processing methods can be roughly divided into
subgraph matching-based methods and embedding-based ones.

The former one [3]-[5] relies on exact or approximate
matching between the query graph and candidate subgraphs
in KGs, which can be problematic due to incomplete or noisy
KGs and may lead to empty or incorrect answers. To address
these issues, an alternative solution is to use advanced deep
learning techniques to embed the queries and KG entities in
a vector space. These embedding-based methods [2], [6]-[9]
are robust to handle incomplete or noisy KGs and have good
response efficiency. Embedding-based methods can be further
divided into three categories based on their support for first-
order logical operations.

The first group [2], [10], [11] only considers existential
positive first-order (EPFO) logical operations, thereby limiting
their practicality. In the second group, negation operation is
modelled based on the linear transformation assumption [8],
[9], [12], which enables them to process negative logical
queries. However, they suffer from the following problems: (1)
The candidate answer set of the negation operator tends to be
large owing to the nature of complementary set. For example,
in Fig. 2(b), a general survey question “Find out people who
have never studied abroad.” can be transformed into a form
with the negation operator —B, whose answer entities may be
larger than 1000 or even 10000. In this case, the linear one-
to-multiple projection model for the negation operator does
not perform well. This is why the accuracy of queries with
the negation operator is often quite low (generally less than
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Fig. 1: Overall query processing procedures for a query "What are the films directed by Oscar-winning American directors?”.
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Fig. 2: Tllustration of difference and negation operators.

20%), making it impractical for real-world applications. (2)
Furthermore, for multi-hop queries with intermediate negation
operators, the uncertainty of a large candidate answer set will
disturb the overall learning process.

To better handle complex queries, some methods in the third
group [6], [7] introduce an alternative operation called the
difference operation to replace the negation operation, which
avoids the problem of uncertainty. For example, consider the
query “Please find out the chemical researchers who have not
won the Nobel Prize in chemistry.”. As shown in Fig. 2(a), it
is better to translate this question into a logical query with the
difference operator (i.e., B-C) rather than using the negation
operator (i.e., -C A B), as has been empirically validated.
However, the difference operator is not able to process one-
hop queries like the one in Fig. 2(b) since it cannot define and
model the universal set due to the limitations of these methods.
More importantly, [6] does not offer an explicit method for
modeling the difference operation; another one [7] is only
able to model a partial answer region due to the limitations
of box embedding, leading to false negatives/positives. When
processing multi-hop queries, these errors can be amplified
and accumulated, causing further degradation in model per-
formance.

Our observation. The difference and negation operators
have their own strengths. We empirically observe that dif-
ference operation performs better when processing multi-hop
queries, as it generates compact but accurate candidate answer
sets, while negation operation is more effective as the tail
operation, particularly in single-hop settings. While these two
operations complement each other, they cannot be perfectly
interchangeable. However, none of the existing solutions is
able to formulate and learn the five types of first-order logic
operations in a unified framework, and they are incompatible
with each other due to different embedding backbones.

To fill the gap, we propose a Holistic Approach to an-
swer Logical queries on Knowledge graphs based on a new
arc embedding (namely Halk) in this paper, in which we
introduce a full set of first-order logical operations, which
is a union of traditional FOL operations and newly-defined
FOL operations, covering projection, intersection, difference,
negation and union. Specifically, we reformulate the differ-
ence operation and propose a new model with a closed-
form solution ' by taking semantic center, arc overlap, and
cardinality constraint into account, which boosts the long and
complex logical query processing. The negation operator is
learned using neural networks to better model the dependency
mapping between queries and multiple answer entities, and to
reduce the cascading error from previous sub-queries, making
it more effective and applicable. Similarly, HalLk optimizes the
projection operation by giving more flexibility to the start and
end points of the arc embedding based on their intrinsic prop-
erties to improve accuracy. Finally, HalLk provides a powerful
pruning method for subgraph matching-based algorithms and
significantly reduces online response time with only a slight
sacrifice in accuracy.

To sum up, the main contributions of this paper are:

o To the best of our knowledge, this is the first attempt to
introduce and support a new full set of first-order logical
operations in a unified end-to-end framework, which
enables HalLk more practical in real-world scenarios.

o We reformulate the difference operation and propose a
new model based on its intrinsic characteristics, which
can provide closed-formed solutions and facilitate the
process of complex logical queries.

e We go beyond linear transformation assumption and
model logical operations (i.e., projection and negation)
by considering their properties to mitigate the cascading
error, thus significantly improving the accuracy.

o Extensive experimental results demonstrate that Hal.k
achieves up to averaged 32% improvement over the best
competitor on three benchmark datasets in MRR and
Hit@3 metrics; meanwhile, Halk is significantly faster
than subgraph matching-based methods.

'The solution of a logical operator can be expressed in the closed form if
the region of the answer set is still the arc segment, which is slightly different
from the definition of mathematical expression.



II. PRELIMINARIES

In this section, we introduce basic concepts, give the prob-
lem definition and then discuss some related works.

A. Basic Concepts

Knowledge Graphs. A knowledge graph is denoted as G =
{V,R,T} where V. = {vy,vq,---,v,} is the entity set,
R = {ri,ra9, - ,rm} is the relation set and T is the fact
triplet set. Each triplet in KGs can be denoted as (h,r,t)
where h,t € V is a subject (head entity) and an object (tail
entity), respectively, and » € R is the predicate (relation) of
the triplet that connects h to t. Suppose that a;(-,-) € A is
a binary function a; : V x V — {1,0} corresponding to r;,
where a;(h;,tx) = 1 if and only if (h;,7;,%x) is a factual
triple. Note that 4 is the relational function set. To avoid
learning from scratch, we randomly divide all the nodes in
KGs into different groups with video memory-friendly size
and record the group ownership of each node by one-hot
vectors. In addition, a relation-based 3D adjacency matrix is
adopted to track the connectivity between groups based on
each predicate. Specifically, we use a row one-hot vector to
denote the group attribute of each node v;. If node v; belongs
to group j then [h;]; = 1, otherwise, it equals to 0. As for
the adjacency matrix, for each r; € R, /\/l§k = 1 if any node
in group ¢ connects with any node in group k by relation 7,
else ./\/l;k =0.

First-Order Logic (FOL). Following the definition in [2],
a FOL query contains an anchor entity set U C V and
a variable node set. Here, the variable node set includes
existentially quantified bound variables w1, ug, - - - , u and the
target variable u- (i.e., the answers to the query). Then, a FOL
query q is defined as 2

qlur] = u?.3 g, ug, - yup I VTRV VT, (1)

where 3 is existential quantifier operator, V is logical disjunc-
tion operator, and 7; are logical conjunctions sub-items, i.e.,
T, = w1 A -+ N wim, A is the logical conjunction operator.
Here w;; = a(lq,u;) or —a(Uq,u;) or a(u;, u;) or a(u;, ur)
, and — is the logical negation operator. Using the above
notations, answering a query ¢ is equivalent to finding a set
of entities [g]] C V, where v € [q] if and only if ¢[v] is True.
Computation Graphs. We represent a logical query as a
Directed Acyclic computation Graph (DAG): Q = {U, R, L},
where U = {U, Uz} refers to the node set with U denotes the
anchor nodes that are the source nodes of DAG and U- denotes
the variable nodes, R denotes the relation set that is the same
as the relation set of G, and L denotes logical operations. We
give an example of logical query graph and computation graph
in Fig. l1a and Fig. 1b. When building the computation graph
for the query, it has been shown through literature [2], [12] and
our own experiments that the order of operator selection should
be projection > intersection/dif ference > negation >
unton for effectiveness.

2We use FOL queries in its Disjunctive Normal Form (DNF) [2], which
represents FOL queries as a disjunction of conjunctions.
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Fig. 3: The illustration of polar coordinate system.

Arc Embedding. In this paper, we propose the arc embedding
as the basis for HalLk based on the rotation paradigm, in which
embedding based on the rotation paradigm has been applied to
many tasks [8], [13]-[16]. Given a KG G and a logical query
graph Q, we aim to embed each entity of the KG as a point on
the circle with radius p, namely point embedding and encode
each node of the query graph as an arc segment on the same
circle, namely arc embedding, in polar coordinates, as shown
in Fig. 3. We elaborate the arc embedding below.

For the arc embedding, we aim to represent the semantic
center with a center embedding and the cardinality of the
answer set with an arclength embedding. Therefore, we model
the answer region of [¢] as a Cartesian product of the arc with
a fixed radius in all dimensions. Specifically, we denote the
semantic center point and the arc span/cardinality of [¢] with
the parameter A. and the parameter A;, respectively. If the em-
bedding dimensionality is d, we use a d-ary Cartesian product
to define the arc segment as A, = ((AL, A}), -+, (AL, A%)),
where AL = (p, AL,), AL, are polar angles of the center
points, A%, € [0,2m)% Aj € [0,2mp]? are arclengths. For
simplicity, we also omit radius learning and will study it in
future work. Thus A, refers to the polar angle in this paper.

For an entity/node v € V/, it can be regarded as an entity

set with a single element, i.e., {v}. Thus, we can represent an
entity as a Cartesian product of arc segments with arclengths 0,
where the center point indicates the entity semantic. In Fig. 1d,
each yellow dot on the circle denotes an entity embedding, and
each green or blue arc segment on the same circle denotes a
query arc embedding in the embedding space.
Logical Operations. To our knowledge, we are the first to
introduce a full set of logical operations, which is a union of
traditional FOL operations and newly-defined FOL operations,
containing projection PP, difference D, intersection I, negation
N and union U. Fig. 4 illustrates the five types of logical
operations in the embedding space.

B. Problem Statement

Based on the above notation, the key challenge of answering
logical queries on knowledge graphs is to effectively generate
the arc embedding for the target node in Q, the point em-
bedding for each entity in G, and the arc embedding for each
relation » € R. Here, we focus on the single target variable
and formally define the problem as follows.
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Fig. 4: Illustration of five logical operations. The shaded region
is the desirable output of the logical operation.

Problem 1: Given a knowledge graph G = {V,R,T}, a
logical query graph Q with anchor node(s) and variable nodes,
the problem of answering logical queries on knowledge graphs
aims to find a set of entities as answers such that these entity
embeddings should be included or close to the arc embedding
of the given query in the embedding space.

C. Related Work

We review related studies in two categories: subgraph
matching-based methods and embedding-based methods.

Subgraph matching based methods first represent logical
queries as DAGs and then obtain a set of answers via subgraph
matching methods [3]-[5]. While simple and intuitive, such
approaches have many drawbacks including long response
time. In addition, subgraph matching is very sensitive as it has
difficulty in correctly answering queries with missing relations
and noisy information [17], [18]. One potential solution is
to impute missing relations, but this will lead to a denser
knowledge graph, which would exacerbate the issue [19].

Another category is embedding based works, which embed
logical queries and entities of KGs into the same embedding
space. They can robustly handle missing relations while being
faster than subgraph matching based methods due to the simple
vector computation when answering online queries. In this
line, existing solutions learn query embeddings and entity em-
beddings based on different embedding backbones including
geometric shapes [2], [10], [20], probability distributions [12],
and other complex objects [6], [21]. We divide them into three
groups from the perspectives of logical operations.

The first group only support existential positive first-order
(EPFO) logical operations [2] or a subset of EPFO logical op-
erations [10], [20]. However, they are not capable of process-
ing complex logical queries with negative operations, thereby
limiting their practicability. To cope with such drawbacks,
some works in the second group manage to support four types
of logical operations (including EPFO logical operations and
negation). Specifically, BetaE [12] proposed a probabilistic
embedding framework for answering arbitrary FOL queries
over KGs; ConE [8] learnt logical operations based on cone
embedding and MLPMix [9] employed the MLP to model log-
ical queries. Among them, linear transformation assumption
was employed to model negation operation, which limits the
fitting ability of the negation operator for the one-to-multiple
relations, and might generate a biased answer area with high

uncertainty in the embedding space. Meanwhile, the intrinsic
characteristics of negation operator may lead to dramatically
poor performance, especially for multi-hop queries.

Alternatively, researchers attempt to define a new opera-
tion to replace the negation operation, based on which four
types of logical operations (including EPFO logical operations
and difference operator) can be supported in the last group.
NewLook [7] was able to support difference operator, but
its answer region cannot be exactly represented by a hyper-
rectangle box embedding, and it would introduce false negative
entities or false positive entities in the answer set, and even
cascading errors with the iteration of multi-hop reasoning.
EmQL [6] claimed that it can support difference operation but
did not provide the concrete algorithm in the original paper.
In addition, these methods are not able to process single-hop
logical queries with negation operation since the universal set
cannot be defined in these methods.

To summarize, HalLk has several key advantages over exist-
ing works. (1) We propose the arc embedding paradigm that
allows us to derive closed-form solutions for all operators,
which is not possible in existing approaches. (2) We introduce
a coordinated information pair consisting of a start point and
an end point, which can work together to adjust both location
and range information, reducing cascading errors. (3) Halk
supports five logical operations, making it more versatile and
applicable in a wider range of situations compared to existiing
methods which support a maximum of four logical operators.

III. OUR APPROACH

In this section, we start with the overall framework of the
proposed HaLk followed by the details of its key components.

A. Overall Framework

We aim to map the logical query graphs (¢) and the knowl-
edge graph (G) into a low-dimensional space, where each ¢
is mapped as arc segments and entities of GG are represented
as points on the same circle. Entities could be answers to the
query are included or close to the arc segments of the query
target node. During the training stage, the computation graph
is regarded as a sequence of geometric logical operations and
each logical operation is modelled using a neural network (see
Fig. 1c). We then learn entity embeddings and relation embed-
dings for G, as well as the parameterized neural networks for
all the logical operators, until the convergence of the model.

For the online step, the trained model generates the arc
embedding for the target node of the test logical query by
executing a logical operation set. Using the obtained result arc
embedding, we estimate the probability that the knowledge
graph entities satisfy the query using a search algorithm in
the low-dimensional vector space, such as a nearest neighbor
search. In the answer identification phase, we retrieve entities
inside or close to the target arc embedding as candidate
answers to the query.

In the following subsections, we will introduce specific
implementations of five logical operations and provide details
on model training.



B. Projection Operation

The projection operator P typically transforms one entity
set into another one using the given relation (see Fig. 4(e)).
This operator is used to answer many basic questions, such
as "Who are authors of <Deep Learning>?". Many previous
works [2], [10], [20] suffer from severe cascading error [22] in
modelling projection operator due to the /inear transformation
assumption. Here, cascading error arises from two parts: the
center embedding deviates from the ideal semantic center
and the range embedding does not match the set cardinality.
Later, some solutions [7], [8] attempt to employ non-linear
neural networks to alleviate the cascading error problem.
However, they independently learn the center and cardinality
of the answer region, which leads to a semantic gap between
the center embedding and range embedding. Furthermore,
simply concatenating both as input to the learning model
lacks guidance for their combination and association, so the
learning process of the semantic center and set cardinality
cannot benefit from each other to alleviate cascading error.

To bridge the semantic gap, we introduce a combination
representation, including the start and end point, which in-
cludes both center and cardinality information. This allows for
rotating and scaling to be performed in a cooperative manner.
we first give the definitions below.

Definition 1 (Start point of an arc segment.): Given an arc
embedding A = (A, A;), the start point is A, — A;/(2p),
denoted as Ag.

Definition 2 (End point of an arc segment.): Given an arc
embedding A = (A., A;), the end point is A. + A;/(2p),
denoted as Ag.

Based on Definitions 1 and 2, we can adaptively fit the
candidate answer region by directly adjusting the start point
and end point. This process employs both center and cardinal-
ity information to generate the target arc embedding, which
helps to bridge the ”semantic gap” caused by the independent
learning of center and cardinality. Later we will describe how
we use them to model each operator.

Given the head arc embedding Aj, we first obtain an
approximate arc embedding (Ac7 Al) by rotations of head em-
bedding according to the relation embedding r = (A, ., A, ),
that is, A, = Ap e+ Ar,c,fiz = Ap; + A,;. Based on
Definitions 1 and 2, we compute the start point Ag and end
point Ap, and take them as the input of the learning network.
We formulate the learning model of the projection operator as

A. = g(MLP(As[|Ap)) Aa = g(MLP(As|AR)),

A, = pA,. @)

Here, MLP is a multi-layer perceptron [23], and || represents
the concatenation of two vectors. A, is the corresponding
arc angles of the arclengths. Since center embedding repre-
sents angles and arclength embedding models arclengths, it
is necessary to overcome the information gap between them
with the help of arc angles. g(-) is a function that regulates
A, €0,2m)? and A, € [0,27]. We define g(-) as

[9(z)]i = mtanh(Az;) + 7. 3)

where [g(x)]; denotes the i-th element of g(x), A is a fixed
parameter to control the scale. The center embedding A. and
arclength embedding A; of the answering region are generated
by using neural networks to learn the combination represen-
tations jointly in Eq. (2) and (3). Through the collaborative
adjustment of rotation and scaling transformations, the output
would cover corresponding answer entities more accurately,
thus cascading errors are greatly reduced.
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Fig. 5: llustration of two models for difference operator.

C. Difference Operation

Difference operation is a useful logical operation as shown
in Fig. 4(a). It aims to answer questions like "Who won the
world championships in the badminton but didn’t win the
Olympic Games?”.

To date, only NewLook [7], based on box embedding, can
provide solutions with the inevitable lossy problem for the
modelling of difference operator. However, NewLook often
struggles with the difference operation due to its inability
to produce a precise valid box in most cases where input
box embeddings have partial overlaps. This can lead to either
false positives/negatives in the answer region. For instance, in
Fig. 5(a), the ideal result of the answer region for by — by — b3
should include both the yellow and orange regions. If the
learning process focuses on including more correct answer
entities, it may also result in false positive entities being
included in the answer region. On the other hand, if the model
is trained to minimize the number of wrong answers, it may
result in false negatives.

Furthermore, although the attention neural network is
proved to be effective in modelling the difference operator
based on box embedding in NewLook, the usual raw-value
attention calculation is not compatible with the rotation-based
embedding backbone due to the periodicity of the rotation
transformation. The ordinary weighted average may result
in inconsistent semantics, which is illustrated in Supplemen-
tary [24].

To avoid the fixed-lossy problem and semantic inconsis-
tency, we aim to reformulate the difference operation to pro-
vide a closure solution. The challenges are summarized below:
(1) The difference operation is asymmetric to the input order.
For example, the result of input {A;, Ao, -, Ay} should
be different from the result of input { Ao, Ay, -+, Ag}, with
the former being inside A; and the latter being inside As.
When the original input is {A;, Ag,- -+, Ay}, no matter how



the order of A,,---, Ay is changed, the result should be
invariant to permutations. However, off-the-shelf permutation-
invariant neural networks cannot directly model the asymmetry
of part of the original input. (2) How to quantify the overlap
of multiple arcs while taking the periodicity into account since
the polar angle of center embedding is periodic. (3) How to
leverage the semantic center scheme and cardinality constraint
in modelling? Due to the fact that the result [¢] is always the
subset of the input [¢1], A. should be inside A; . and A,
should be no longer than A; ;. To address them, we propose
a new model to learn the difference operator, which will be
introduced from the semantic center view and the arclength
view, respectively.

Semantic average centers. Specifically, to avoid the peri-
odic problem and learn the semantic average centers, we first
convert the coordinates of input center points to rectangular
coordinates by

Aicr = (i, ¥i) = (pcos(A; ), psin(A;c)) 4

where (@, y;) is the corresponding rectangular coordinates of
center points embedding A; .. cos(-) and sin(-) are element-
wise cosine and sine functions. Then, we model the arc
embedding A, using an attention mechanism-based network in
the rectangular coordinate system. Formally, the computation
process is

k k
wsazzwiQ:Bi ysazzwiQyi (5)
=1 i=1

A, = (p, arctan(yYsq/Tsa)), (Tsa 7 0)

Here, (Zsa, Ysq) is the generated semantic average center
points in rectangular coordinates and w, are positive weight
vectors that satisfy Y% [w;]; = 1 for all j = 1,---,d.
The computation of w is given in Eq. (7). After obtaining
the semantic average center points, we restore the coordinates
to the polar coordinate system A,,. Then, the result arc
embedding A, is obtained by

Ac - Reg(wsa: ysa)7

(Asa)j +m, Zf [.’1}]] < Oa [y]j >0

Reg([®salj, [Ysalj) = (Asa)j —m, if [w]J <0, ["J]J <0
A, otherwise.

(6)

Here, j = 1,2,--- ,d. Reg(-) ?® is the function that regularize

the value range of the final result to be in a single period.

To compute weights w; in Eq. (5), we take the start point
and end point of the arc segment (A; ¢ and A; g) as weight
measurement factors to better measure the cross-correlation
among arc segments:

exp(k;MLP([A; s||A: E]))
Sk exp(r;MLP([A; 5] A; 5]))’

where ¢ = 1,2,--- |k Kk; is a weighted vector to make A,
inside the A;. Meanwhile, « can also consider the different

(7

w; =

3Note that we manually set [x]; to be a small number (e.g., 10~3) when
[x]; = 0, to avoid the illegal division.

effects of rest input entity sets on the final result independently
of the input order.

Arclengths with cardinality constraint. To calculate the
arclengths, we consider the cardinality constraint, periodic-
ity, and overlap computation. Specifically, we hard code the
asymmetry between A; and A; (i = 2,---,k) by taking
the overlaps between A; and As,--- , Ay as the initial input
formation of model fitting. Hence, we compute A; of A, by

A; = Ay - o(DeepSets({A; — Aj}?:z))v (8)

where o(-) is the element-wise sigmoid function, DeepSets(-)
is a permutation-invariant function [25], and {A; — A;}F_,
satisfies the permutation invariance among A;. When evalu-
ating the overlap, there is a information gap between angle
and length, and the polar angles of center points are periodic.
To address these issues, we use the chord lengths of A; . and
A; . to measure the degree of overlap between center points.
DeepSets({ A1 — A;}5_,) is then computed by

k
MLP(1— S MLP([5,]41])
j=2

Ajc)]2), 6 =A,—Aj

Last, the boundary of answer region returned by Halk is
tighter than the one returned by NewLook, which is theoreti-
cally analysed in the Supplementary.

9
0, =2-p-sin((A, —

D. Intersection Operation

Intersection operation is a widely-used logic operation (see
Fig. 4(b)). It is applied to answer questions like “which
animals can live on the land and under the water?”.

Similar to the difference operation, we use the semantic
center scheme to model the intersection operation to avoid
semantic inconsistency. Additionally, we utilize the coarse-
grained random group information to guide the learning pro-
cess. Specifically, we compute the one-hot/multi-hot vector for
U; by hy: = hy1 ©hya © - - - © hyg, where © is the element-
wise product. We expect that arc segments with similar group
information should be highly correlated. For instance, if hy;
is similar to hg, arc segment A; should accordingly have a
greater impact on the intersected output. We provide more
details on how we use semantic centers and arclengths to
implement this technique below.

Semantic average centers. Like with the difference op-
erator, we use attention neural networks in the rectangular
coordinate system to learn the semantic center embedding A,
using the same initial computation process as in Eq. (4), (5)
and (6). Moreover, since the intersection operator is per-
mutation invariant to all the input order, we can use the
similarity of group information and the similarity of the (start
point embedding, end point embedding) pair representation
together as the weight measurement factor to measure the
cross-correlation among input arc segments:

exp(2;MLP([A; s[|Ai 5]))

. . (10
> j—1exp(z;MLP([A;5|[A; E]))

w; =



where 1 =1,2,--- ,k and A; g, A; g are the start point and
end point of A;. z; = 1/(||hv; — hy:|| + 1) reflects the
similarity between the two entity sets. Using Eq. (10), due
to the different degrees of cross-correlation with target arc
segment, we can learn different effects that the k input arc
embeddings should have on the results, so as to locate the
semantic center of the candidate answer set more accurately.

Arclengths with cardinality constraint. Since [¢] is the
subset of all [¢;] (¢ = 1,2,---,k), A; should be no larger
than any input arclengths A; ;. To identify the appropriate arc
segment for the target, we incorporate cardinality constraint
and center location information into the modeling process and
also consider the arc angles of the arclengths as intermediate
results. The computation process is

Aiag=A/p fori=1,2,---k,
Ay =min{A; o, -, Aot - a([DeepSets({Aj}é?zl)])’
(11)

Here, min{A; ,, - , Ak, } ensures that the cardinality of the
output entity set is no larger than the minimum one of input,
and the DeepSets(-) network is used to obtain a permutation
invariant comprehensive influence factor. Specifically, given
the input of start point embeddings and end point embeddings,
DeepSets({A;}}_,) is defined as

k
MLP(Mean(»  MLP([
j=1

AjslA;e)), (12)
where Mean(-) is the dimension-wise mean function. Last,

we transfer the arc angle embeddings A, into arclength
embeddings A; by A; = pA,,.

E. Negation Operation

Negation operator is used for negative queries. From the
modelling and performance perspective, it is more suitable to
be the tail operation of logical queries, especially when dealing
with single-hop problems like the universality survey problem.

Only a few methods (i.e., BetaE, ConE, and MLPMix)
support the negation operation. However, a major disadvantage
is that they all model the negation operator based on the
assumption of /inear transformation, which limits their infer-
ence ability since linear transformation restricts the model’s
ability to fit complex mappings between queries and their
large answer entity set. In this paper, we use a non-linear
neural network to learn negation operation, which helps fit
the dependency mapping between queries and their multiple
answer entities as well as mitigate the cascading errors accu-
mulated from previous sub-queries. Moreover, to represent the
semantic difference between [¢]] and [—¢], we assume that the
included angle between their center points to be 7, and the arc
segment of [q] and [—¢] should form a complete circle. We
first obtain an approximate arc embedding A—, = (A_., A—;)
to help determine the initial transformation direction via linear
transformation as follows:

N Al +m, i i ,
[A-]i = { %ACL -7, i Ajl {71‘,2;)

fl
fl (13)
[A]i =2mp— [A));  [A-o]i = [Ai/p.

where i = 1,2,--- ,d, A_, is the corresponding arc angle of
A_;. Then, we treat A_. and A_, as the input of the neural
network to obtain the final centers and arclengths for the query
target node. We define the neural network below.

= MLP(A-,) = MLP(A_,)
A_. = g(MLP(t1|[ts)) A_o = g(MLP(t;|t2)).  (14)
A= pAﬁa

Here, ¢(+) is defined in Eq. (3). By Eq. (14), we first obtain
the intermediate results ¢; and ¢, using neural networks. We
then learn the center embedding and arc angle embedding by
jointly using t; and 5, which allows us to better fit the answer
entity set. In cases where the negation operation is the final
operation in the input query, non-linear transformation can also
be used to correct errors that may have accumulated from sub-
queries in previous iterations. Finally, we obtain the arclength
embedding by transforming the target arc angle embedding.

FE. Union Operation

Unlike the previous logical operators, we aim to provide an
exact solution for the union operation, so we do not model
it using a neural network. In some cases, the k input arc
segments may not form single result region, as shown in
Fig. 4(c), thus the output of the union operator may not be
a single arc segment. If we model the result of union as a
single arc segment, it would include a large false positives.
To solve this issue, we adopt the DNF technique [2], which
allows us to transform any union operation to the last step of
the computation graph.

Specifically, for the computation graph @ (Uq, Ryq)
of a given FOL query ¢, let Uy, be the set of nodes
whose prepositive operators are “union”, and let P, be the
set of parent nodes for each v € Uynion. DNF will generate
N = [l4ev,,...|Pul new computation graphs. And each
computation graph corresponds to a conjunctive query. After
that, we only need to find the answers for each of these
computation graphs and take the union of the answers as the
result of union operation. Therefore, the union operator for
HalLk is non-parametric and corresponds to the exact set. In
practical applications, both the number of union operations
and the inputs for each union operator in a query are typically
very small (i.e., < 5). Additionally, the N conjunctive sub-
queries can also be executed in parallel, so the additional cost
caused by the DNF technique is completely acceptable.

G. Model Training

To obtain the answers of a given query based on the
principle of maximum similarity, we expect that the point
embeddings of entities v € [q] are pushed closer to the arc
embedding of ¢, and the point embeddings of entities v’ ¢ [q]
are pulled away from the arc embedding of q. We achieve
this by defining a function to measure the distance between
a given query embedding and an entity embedding in KGs.
Besides, we use a negative sampling trick to help train the
model efficiently, where m negative samples are selected from
the negative entity set using the random sampling strategy.



Distance Function. First, we define the function to measure
the distance between entities and the query. Inspired by [2],
the distance d comprises two parts: the outside distance d,
and the inside distance d;. Suppose that v = (A, ¢,0), A, =
(A, Ay), As = A, — A;/2p and Ap = A, + A;/2p. We
define the distance function as

d(v]|Ag) = do(v][Ag) + ndi(v] Ag), (15)

where 0 < 7 < 1 is a weighted parameter to down-
weight the within-arc distance. Furthermore, we consider the
periodicity problem and take the corresponding chord length
of the included angle that won’t lead to duality due to the
periodicity as the measurement of the distance between the
two points. Hence, the outside distance and the inside distance
are respectively calculated by

do = 2p||min{|sin((Ay.. — As)/2)|,|sin((Avc — Ar)/2)|}Hh

d; = 2p||min{|sin((A, . — A.)/2)],| sin((A1/2p)/2) } 1
(16)

where ||-||1 is the 1 norm, sin(-) and min(+) are element-wise
sine and minimization functions. The parameter n € (0,1)
is fixed during training, so that v is encouraged to be inside
the arc A,, but not necessarily be equal to the centers of
A, (i.e., semantic center point). Since the union operator is
represented by a set of arc embeddings, the distance function d
defined above is not directly applicable. Therefore, we take the
minimum distance between the entity point embedding and the
set of query arc embeddings to be the result as the Disjunctive
Normal Form [2].

Loss Function. Given a set of logical queries during the
training stage, we optimize the following loss function

Loss = —logo(y — d(v]|A,) — £[Relu(h, — hy,)[11)

~ =3 logo(€lReluhy; — o, )1 + d(vf]| Ag) ).
i=1

A7)
where v > 0 is a fixed margin, v € [q¢] is a positive entity,
v, ¢ [q] is the i-th negative entity, m is the number of
negative entities and o(-) is the sigmoid function. The term
¢|[Relu(h, — hy,)||1 is used to measure the distance between
the one-hot vector h, and one-hot/multi-hot vector hy,. In
summary, the overall training procedure of the proposed HalLk
is summarized in Algorithm 1.

It is worth mentioning that, our framework and ConE are
both based on the rotation paradigm, but there are major
differences: (1) Based on the proposed arc embedding with
chord length as the new distance measurement standard, we
avoid the duality of results caused by the periodicity of
the angle in ConE. (2) HalLk has the potential to capture
hierarchical relations in KGs through the polar radius, while
ConE cannot. (3) The issue of cascading error is further
addressed by introducing the start point embedding and end
point embedding, which bridge the semantic gap between
center modeling and cardinality modeling. (4) HaLk improves
the applicability of logical queries in practice by implementing
five operators in a unified model.

H. Complexity Analysis

First, we give the complexity of each operator during the
training stage followed by the online cost. The time complexity
of training stage includes five parts as follows. For the projec-
tion/negation operator, the time complexity is O(|B|d), where
| B| denotes the batch size and d represents the dimension of
query embeddings and entity embeddings. The complexity of
difference/intersection operation is O(|B|kd + |B|d), where k
denotes the number of input entities (e.g., 3i, k = 3). Union
operation takes O(1) cost since it only needs to simply gather
the results of n conjunctive queries.

During the online stage, answering a logical query simply
involves processing the n conjunctive queries in Eq. (1), where
n is typically small in practice. Note that all n computations
can be parallelized. Additionally, we execute a sequence of
simple logical operations based on arc embedding for each
conjunctive query. The time required for each conjunctive
query is a simple superposition of the execution times of
the operators it contains, which is usually a small constant
time. To get the final answers, we perform a range search in
the low-dimensional vector space, which can also be done
in constant time using search algorithms such as Locality
Sensitive Hashing (LSH) [26]. In total, processing a logical
query online is very fast, as discussed in Section IV-E. Plus,
the online time will not significantly increase as the knowledge
graphs/queries gradually expand.

IV. EXPERIMENTS

In this section, we give the experimental configurations and
conduct comprehensive experiments to evaluate the perfor-
mance of the proposed HaLk.

A. Experimental Settings

For a fair comparison, we follow the commonly-used ex-
perimental configurations in [7]-[9].

Datasets. We evaluate our approach on three standard
knowledge graphs: FB15k [20], FB15k-237(FB237) [27], and
NELL995 (NELL) [28]. We create three graphs respectively
for training, validation and test, which satisfies Girqining C
gvalidation g gtest-

Baselines. We compare Hal .k against three state-of-the-art
methods, including ConE [8], NewLook [7], and MLPMix [9],
all of which are published in the last two years. NewLook is
SOTA among methods that can support newly-defined FOL
operations, ConE and MLPMix are SOTA among methods that
can support traditional FOL operations. Note that ConE and
MLPMix do not support difference operator, and NewLook do
not support negation operator. Thus corresponding results are
not included in the experiments.

Queries. We collect the same query structures from the
baselines, whose query workloads are in their public reposi-
tory. We obtain the 16 basic query structures in total, including
12 query structures (that is, 1p, 2p, 3p, 2i, 31, ip, pi, 2u, up, 2d,
3d, dp) from NewLook, and 4 query structures with negation
(that is, 2in, 3in, pin, pni) from ConE and MLPMix, as shown
in Fig. 4 in the Supplementary. To assess the generalization



Algorithm 1: HalLk Algorithm
Input: Queries ) with positive entity V,, and negative
entities V,,, knowledge graph triples;
Output: Entity embeddings, relation embeddings;
1 Initialize e € E and r € R randomly;
2 for epoch< MaxEpoch or \convergence do

3 for batch query with the same structure € () do

4 loss = 0;

5 while (op = nextOp(-) # NULL) do

6 if op == ’projection’ then

7 Compute the arc embedding (A., A;)
by Eq. (2);

8 if op == ’intersection’ then

9 Compute the arc embedding (A., A;)
by Eq. (10), (11), (12);

10 if op == ’difference’ then

11 Compute the arc embedding (A, A;)
by Eq. (6), (7), (8), (9);

12 if op == ’negation’ then

13 Compute the arc embedding (A, A;)
by Eq. (13), (14);

14 if op == ‘union’ then

15 L Union of k input query embeddings;

16 Compute the loss according to Eq. (17) ;

17 epoch+=1;

18 return FE, R

ability of the model, complex query structures, i.e., ip, pi, 2u,
up and dp, are only evaluated in the validation and test stages.

Training protocol. We implement HalLk in Pytorch on
four Nvidia RTX 3090 GPU with 1TB RAM. And we set
embedding dimensionality d = 800, n = 0.02 (in Eq. (15))
and v = 24 (in Eq. (17)). We use the uniform distribution to
initialize the entity embeddings and relation embeddings. In
each iteration, we sample a mini-batch of 512 queries and set
the negative sampling number to 128. We optimize the loss
function in Eq. (17) using Adam optimizer [29] with a learning
rate of 0.0001.

Evaluation protocols. We adopt two evaluation protocols,
i.e., Mean Reciprocal Rank (MRR) and Hits at K (Hit@K),
both of which are used in baselines [7]-[9]. We average the
evaluation scores over all the queries within the same query
structure, and report the results separately for different query
structures. For both evaluation metrics, a higher score indicates
better performance.

B. Effectiveness of Query Processing

Following the same settings as the baseline methods, we
compare Halk against ConE, MLPMix and NewLook on
queries with and without negation operation. We evaluate the
effectiveness on three benchmark datasets under two widely-
used evaluation metrics (i.e., MRR and Hit@3).

Queries without negation operation. We can observe from
Tables I and II that (1) HalLk significantly and consistently
outperforms three baselines across all the query structures,
including those not seen (i.e., ip, pi, 2u, up, dp) during the
training stage. Overall, we gain averaged 14% higher MRR
and averaged 12% higher Hit@3 than the best competitor on
FB15k dataset, averaged 15% higher MRR and Hit@3 than the
best competitor on FB237 dataset, as well as averaged 16%
higher MRR and Hit@3 than the best competitor on NELL
dataset. (2) For multi-hop queries (e.g., 3p, ip, pi, dp), HalLk
achieves up to 31%, 29%, 36% absolute improvement over the
best competitor on FB15k, FB237 and NELL, respectively. It
suggests that closure modelling for the operations is beneficial
for processing complex queries based on arc embedding back-
bone since the cascading errors can be alleviated effectively.
In particular, the improvement of dp structure confirms that
the difference operator is suitable for multi-hop queries due
to the compact but accurate candidate answers. (3) Compared
to ConE that is also rotation-based embedding backbone, the
average accuracy of Halk is 1.3-3 times that of ConE on
three datasets in terms of MRR and Hit@3, which suggests the
effectiveness of the proposed neural operators by considering
their own intrinsic properties. (4) In contrast to MLPMix
which employs the non-geometrical method to embed queries,
HaLk consistently beats it by a substantial margin (i.e., up to
60% improvement in MRR and Hit@3); meanwhile, NewLook
and ConE also perform better than MLPMix, which implies
that geometry-based methods might be beneficial for logical
queries on knowledge graphs. This may be because geometry-
based methods have the ability to model and employ the
cardinality of answer sets during the training stage. (5) For
the queries with difference operation (i.e., 2d, 3d, dp), HalLk
yields up to 8%, 5%, and 21% improvements in MRR and
Hit@3 against NewLook among three benchmark datasets. It
means that the proposed difference model can alleviate the
effects of false negatives and false positives, demonstrating the
superiority of modelling with closed-form solutions in HaLk.
(6) We can observe that queries with projection operation
universally outperform those of baselines, which indicates that
the introduction of the start point and end point of the arc
segment can boost each other and alleviate the cascading
errors. (7) For new queries unseen during the training stage,
HalLk gets an impressive improvement, which shows that
HaLk generalizes well within and beyond query structures.

Queries with negation operation Tables III and IV show
the results of HaLk against ConE and MLPMix on modelling
FOL queries with negation. Overall, HalLk outperforms ConE
and MLPMix by a large margin but the overall performance
of all methods is on the low level. This is because the size
of answer sets of queries is very large, sometimes up to
4000. Besides, it is observed that HalLk gains up to double
improvements than baselines on NELL dataset in terms of
MRR and Hit@3, which means that the neural model to
negation operator can make the target arc segment to get close
and cover more true answers. For the FB15k dataset, Hal .k is
slightly better than baselines in most cases, which suggests



TABLE I: MRR results (%) for answering queries on FB15k, FB237, and NELL. The best result is highlighted in bold.

Dataset  Method

Query

Ip 2p 3p 2i 3i

ip pi 2u up 2d 3d dp Average

ConE 73.1 340 292 644 734
FB15k  Newlook 84.1 56.6 451 60.1 77.9
MLPMix 714 290 248 60.0 70.7
Ours 984 727 579 811 86.7

356 510 553 316 - - - 49.7
287 569 825 340 920 458 428 58.9
327 477  39.6 260 - - - 44.7
598 67.6 956 481 973 475 643 73.1

ConE 421 127 11.0 324 476
FB237  Newlook 79.7 423 293 626 70.7
MLPMix 415 115 9.8 335 472
Ours 970 639 413 726 76.1

148 262 141 10.0 - - - 23.4
222 397 644 233 868 36.1 377 49.6
140 249 144 92 - - - 229
48.1 527 936 362 945 396 555 64.3

ConE 532 161 140 399 504
NELL Newlook 862 57.0 456 720 79.1
MLPMix 554 165 139 395 51.0
Ours 96.1 794 594 872 888

175 263 154 113 - - - 27.1
260 440 76.7 313 915 445 538 59.0
183 257 147 112 - - - 274
593 715 918 476 96.0 499 683 74.6

TABLE II: Hit@3 results (%) for answering queries on FB15k, FB237, and NELL.

Query
Dataset  Method
1p 2p 3p 2i 3i ip pi 2u up 2d 3d dp Average
ConE 81.3 373 317 71.1 802 388 565 615 344 54.8

FB15k  Newlook 888 639 514 723 717
MLPMix 79.1 320 270 664 77.0
Ours 998 760 60.8 845 894

312 615 938 358 942 524 457 64.1
358 527 451 281 - - - 49.2
619 713 991 518 971 553 638 75.9

ConE 472 134 112 379 527
FB237  Newlook 856 465 31.7 67.8 749
MLPMix 458 11.7 9.8 375 522
Ours 994 689 455 76.6 79.2

154 258 150 116 - - - 25.6
239 437 715 258 912 419 401 53.7
145 272 151 9.2 - - - 24.8
514 562 98.0 398 968 462 60.5 68.2

ConE 584 172 145 449 565
NELL Newlook 90.5 622 497 772 834
MLPMix 588 154 136 437 550
Ours 98.6 853 647 90.0 921

18.8 285 166 119 - - - 29.7
288 474 835 346 946 500 59.6 63.5
159 268 140 10.8 - - - 28.2
641 753 959 525 984 566 742 79.0

TABLE III: MRR results (%) for answering queries with
negation on FB15K, FB237, and NELL.

Query
Dataset  Method

2in 3in pni pin  AVG

ConE 18.0 18.6 152 9.7 154
FB15k MLPMix 162 172 145 8.1 14.0
Ours 186 19.0 163 102 16.0
ConE 5.7 9.4 39 44 5.9
FB237 MLPMix 6.3 10.8 44 4.5 6.5
Ours 7.8 11.7 4.5 5.0 7.3
ConE 5.5 7.8 39 39 5.3
NELL MLPMix 5.3 8.9 34 3.8 54
Ours 11.6 155 7.7 6.6 104

that we need to make further exploration when processing
large answer sets and dense data graphs. There remains a large
room to further improve and optimize the negation operator
by considering its properties including a very large answer set
and limited query instances for learning in knowledge graphs.

TABLE 1IV: Hit@3 results (%) for answering queries with
negation on FB15K, FB237, and NELL.

Query
2in 3in pni pin  AVG

Dataset  Method

ConE 184 199 155 9.0 15.7
FB15k MLPMix 16.8 183 147 7.1 142
Ours 198 214 161 103 169
ConE 4.8 8.6 3.0 3.4 5.0
FB237 MLPMix 5.6 10.1 34 3.6 5.7
Ours 78 121 44 4.4 7.2
ConE 39 6.3 2.8 2.8 4.0
NELL MLPMix 4.0 79 2.5 2.7 43
Ours 120 167 7.5 6.2 10.6

C. Ablation Study

We conduct the following ablation studies for difference,
negation and projection operators on the NELL dataset under
two evaluation metrics. All ablated networks are trained on
the same experimental environment.

Difference operation. As we can see from the main effec-
tiveness experiment above, closure modelling of HaL k is better
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TABLE V: Ablation study on NELL under MRR and Hit@3.

Hit@3 \ MRR
Difference
2d 3 dp | 2d 3d  dp
Halk-V1 973 460 61.7 | 928 402 44.1
Halk 984 56.6 742 | 96.0 499 68.3
Hit@3 | MRR
Negation
2in 3in pin | 2in  3in  pin
HalLk-V2 97 125 45 9.5 11.7 5.0
HaLk 120 167 62 | 11.5 155 6.6
Hit@3 \ MRR
Projection
Ip 2 3p | Ip 2 3p
Halk-V3 977 791 595 | 948 734 546
HaLk 98.6 853 647 | 961 794 594

than approximation modelling of NewLook. Here, we invoke
the overlap computation of NewLook to replace that of HalLk
and remove cardinality constraint to learn difference operator,
dubbed Halk-V1. It is observed from Table V that the
proposed arclength computation in the HalLk achieves a much
better performance than the HalLk-V1. For instance, HalLk can
gain up to 14% improvement than Hal.k-V1 on unseen query
structures (i.e., dp), which indicates the superiority of the
proposed difference model. Meanwhile, this also explains that
cardinality constraint facilitates generating more appropriate
regions for answers to logical queries.

Negation operation. We adapt the HalLk with the linear
transformation to model the negation operator, namely Hal k-
V2. We can see from Table V that HalLk with non-linear
transformation is better than HalLk-V2 under both metrics. It
means that HalLk has the ability to adaptively adjust the biased
arc segments and mitigate the cascading error accumulated
from previous paths. Besides, HalLk-V2 still outperforms ConE
and MLPMix which also follow the linear transformation as-
sumption, which suggests that HalLk can better learn projection
and intersection operators with smaller errors.

Projection We integrate the projection model of NewLook,
which performs better than the other two baselines, into HaLk,

namely HalLk-V3. We can see from Table V that HaL.k is more
effective in alleviating cascading error, especially in multi-hop
queries (e.g., 2p, 3p). This also suggests that the introduction
of start point and end point of arc segment contributes to
adjusting the biased arcs by simultaneously using the location
information and range information. Furthermore, the more
accurate modelling of the projection operator also leads to
better intersection operations as shown in Tables I and II.

D. The Pruning Power of HaLk

To evaluate the pruning ability of HalLk, we perform experi-
ments on Hal k to offer a candidate set for subgraph matching
based methods, and we select the SOTA method GFinder [5]
as the base. We take 6 query structures (i.e., 2ipp, 2ippu,
2ippd, 3ipp, 3ippu, 3ippd) as test structures to evaluate the
pruning performance on NELL dataset in terms of accuracy.
For each query, we use HalLk to obtain top-20 candidates
for each variable node and add these candidates into a node
set S. After that, an induced data graph based on S could
be generated, and we thus start from these anchor nodes to
execute the GFinder on the induced data graph. Finally, we
make a comparison of GFinder’s accuracy and online query
time before and after the pruning.

As observed from Fig. 6a, the pruning strategy provided
by Halk can significantly reduce the online query time of
GFinder by approximately two-thirds with acceptable accuracy
sacrifice (about 5% on average), which implies that Halk
can help speed up subgraph matching based methods as a
pruning strategy. This also provides a promising direction to
further optimize subgraph matching based methods by using
the versatility of neural networks. For example, embedding
based methods can become an alternative to the index structure
of the data graph, which can reduce the large cost of index
construction.

E. Efficiency of Query Processing

To evaluate the efficiency of our HalLk, we perform exper-
iments on three datasets and report the offline training time
and online query time. Here we select the same six query
structures as the experiment in Section IV-D, each of which
includes 100 queries. For the offline time, we calculate the
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Fig. 7: Procedure of answering a SPARQL query with the
HaLk executor.

total training time while taking the average running time of
these query structures. For the online query time, since the
index in the GFinder method is built dynamically according
to the characteristics of query, the time for building the index
should be included in the test time.

We can observe from Fig. 6b that the non-geometry method
MLPMix costs the most time during the training stage, while
geometric methods (i.e., NewLook, ConE, and Halk) take
comparable computation costs. Note that HalLk accepts and
learns a new full set of logical operations including five types
of operators, while the other two methods only support four
ones. Thus, HaLK takes slightly more training time than them.

On the other, embedding based methods are much faster
than subgraph matching based methods in terms of online
time since the time required for a query is only a simple
superposition of the numerical calculation time of the operator
networks it contains, regardless of the size of the knowledge
graph. And the query times of embedding based methods are
competitive as shown in Fig. 6c.

F. Application: SPARQL Query Answering

Our Halk can be integrated into the broad landscape of
query answering as the query executor and be compatible
with real query languages. To demonstrate this, we take the
widely-used query language SPARQL [30] as an example and
give the detailed query procedure. Specifically, we provide a
query Adaptor to map between graph patterns and our five
logical operators, as shown in Fig. 7(b), which also illustrates
the importance of supporting more types of first-order logical
operations to cover more scenarios in practice. Using the query
Adaptor, we can first obtain the corresponding logical query
for the given SPARQL query, and then HalLk can provide
the query results. We visualize the process of answering a
given SPARQL query on FB15k-237 test set using Halk as
the query executor in Fig. 7. The query results are shown in the
Supplementary due to space limitation. Note that the process
of generating query plans for graph patterns can occur through

TABLE VI: Accuracy and execution time of different sizes of
queries on NELL. Here, QS’: Query Size, ’EQS’: Example
Query Structure, 'H’: HalLk, ’G’: GFinder, ’ET’: Execution
Time.

QS 1 |2 | 3 |4 5

EQS 1p | 2p | pi | pip | p3ip
A H G|H G|H G|H G|H G
€ 994 893|937 842|879 739|748 64.5|758 60.7
ET (ms) G|H G|H G|H G|H G
28 148 | 41 237| 85 562 | 100 894 | 108 1205

the query transformation and optimization layers in the query
engine. For simplicity, these layers are omitted in Fig. 7.

G. Scalability with Query Size

To further evaluate the scalability of our HalLk, we conduct
experiments on different sizes of queries compared to subgraph
matching-based method (i.e., GFinder) on NELL dataset. As
mentioned before, both HalLk and GFinder can serve as the
query executor, where the inputs of query graphs can be
generated by SPARQL queries using the Adaptor. We report
the query execution time and accuracy in Table VI. The
results indicate that HalLk performs better than GFinder in
both accuracy and runtime, especially for larger query sizes.
HaLk is approximately 12 times faster than GFinder and
improves accuracy by up to 15.1% for large queries. HaLk’s
runtime slightly increases with an increase in query complex-
ity while GFinder’s runtime dramatically increases, which is
consistent with our theoretical analysis before. This suggests
that embedding-based methods like Halk can significantly
optimize the query engine as an effective and efficient query
executor compared to subgraph matching-based methods. This
presents an opportunity for future research to explore more
advanced settings of the embedding-based query executor.

V. CONCLUSION

In this paper, we introduce a new full set of logical opera-
tions for the first time and propose a holistic approach to model
them. We propose effective models for logical operations to
mitigate the cascading error according to their own properties,
thereby making the Halk suitable for processing multi-hop,
complex queries. Halk is capable of providing elegant solu-
tions for five operations in a closed form, while the existing
solutions cannot. Extensive experimental results demonstrate
that HalLk consistently outperforms baselines by a large margin
(up to 32% improvement in MRR and Hit@3); meanwhile,
HalLk can serve as a pruning method for subgraph matching
based algorithms, which can significantly reduce online query
time and provide a promising direction to optimize subgraph
matching based methods by employing neural networks.
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