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Abstract

Framing studies how individuals and societies001
make sense of the world, by communicating or002
representing complex issues through schema of003
interpretation. The framing of information in004
the mass media influences our interpretation of005
facts and corresponding decisions, so detecting006
and analysing it is essential to understand bi-007
ases in the information we consume. Despite008
that, framing is still mostly examined manually,009
on a case-by-case basis, while existing large-010
scale automatic analyses using NLP methods011
are not mature enough to solve this task. In this012
survey we show that despite the growing inter-013
est to framing in NLP its current approaches do014
not capture those aspects which allow to frame,015
rather than simply convey, the message. To this016
end, we bring together definitions of frames and017
framing adopted in different disciplines; exam-018
ine cognitive, linguistic, and communicative019
aspects a frame contains beyond its topical con-020
tent. We survey recent work on computational021
frame detection, and discuss how framing as-022
pects and frame definitions are (or should) be023
reflected in NLP approaches.024

1 Introduction025

Media framing refers to the packaging of infor-026

mation in a way to evoke a specific association in027

the reader, often with the aim to alter opinions, at-028

titudes or behavior (Entman, 1993; Semetko and029

Valkenburg, 2000). This process involves three030

aspects: linguistic choice of how to encode the031

information (semantics); associations evoked in032

the reader which depend on individuals’ existing033

cognitive schemata, categories or stereotypes (cog-034

nition); and the communicative act of (repeated)035

emphasis of a particular frame, and its effect on the036

audience (communication) (Sullivan et al., 2023).037

Computational approaches to frame detection038

have predominantly compared different contexts039

in which a given issue is discussed, emphasizing040

the communicative dimension, which has led to a041

Semantic 
Frames

Cognitive 
Frames

Communicative 
Frames

Emphasis 
Framing

Equiva-
lency 

Framing

Framing 
by Word 
Choice

Narrative 
Framing

Frame effects
(Psychology)

Frame building
(Political science)

Frame selection 
(Cognitive science)

Frame mechanism
(Linguistics)

Figure 1: Connections of Framing Levels (circles) with
Framing Types (rounded boxes) and Disciplines (boxes).

disproportionate emphasis on asking how a mes- 042

sage is conveyed, rather than how it is framed. For 043

framing to occur there needs to be an underlying 044

ambivalence which gives rise to conflicting cog- 045

nitive associations that may be evoked (Scheufele 046

and Scheufele, 2010). 047

Here, we lay out the multi-disciplinary origins of 048

framing, and draw connections across disciplines 049

and theories. We present a typology of framing by 050

grounding the most prominent framing types cov- 051

ered in NLP in their cross-disciplinary foundations 052

(Figure 1). We note that semantic, cognitive and 053

communicative framing have all been addressed 054

in NLP separately, and point to opportunities in 055

combining these research directions for a more inte- 056

grated and ecologically valid research agenda. We 057

contextualize our discussion in a survey of work on 058

automatic frame prediction. 059

Our work relates recent surveys on framing in 060

media studies (Hamborg et al., 2019), cognitive 061

linguistics (Sullivan, 2023), and social psychol- 062

ogy (Borah, 2011) to NLP. Unlike Ali and Has- 063

san (2022), who survey NLP methodologies for 064

frame detection, we focus on the conceptualiza- 065

tions adopted (or, rather, omitted) in the field. 066

2 Methods 067

We collected literature on computational and quan- 068

titative approaches to media framing, following 069
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the methods adopted in systematic reviews (Lacey070

et al., 2011), as described in Appendix A. The re-071

sulting set contains 147 papers, published between072

1997 and 2024. 19% of included papers do not073

mention “frame” or “framing” in their title, while074

8% do not have these words in their abstract either.075

This shows that it is easy to overlook a substan-076

tial part of relevant research when relying only on077

these search keywords, as it was done previously078

(Ali and Hassan, 2022). The majority of included079

papers (112) address framing in English, with a080

small number of studies on German (7), Chinese,081

Italian, Persian, Russian, Spanish (2 each), and082

some multi-lingual approaches (18).083

52% of the articles (77) were published in com-084

putational linguistics and NLP conference proceed-085

ings and workshops; 18% (26) at other machine086

learning and computer science venues; around 8%087

each in social science (12) and media studies (11)088

venues, and 6% are in political science journals,089

and other disciplines (general research methods,090

psychology, environmental studies, cognitive lin-091

guistics, etc.). The overall trend for the number of092

papers published in NLP vs non-NLP venues over093

time is shown in Appendix D.094

3 Aspects of framing across disciplines095

and their coverage in NLP approaches096

3.1 Three levels of framing097

In its broadest sense framing means “packaging”098

the meaning of concepts and events so as to facili-099

tate their interpretation as a single unit or “schema100

of interpretation” (Goffman, 1974). Such packag-101

ing happens at three levels: semantic, cognitive,102

and communicative (Sullivan, 2023), which are,103

however, interrelated and support one another (Fig-104

ure 1, concentric circles).105

Semantic frames describe the semantic types of106

arguments they afford. For example, the word im-107

prison implies the existence of a person being sent108

to prison (prisoner), someone who does the act of109

imprisoning (authorities), a destination (prison),110

and optionally the reason (offense)1. The event111

of imprisonment, however, is not fully described112

by the agent-patient relations within this particular113

semantic frame: it also implies the existence of114

events which led to the imprisonment, such as de-115

tention or court order, the fact that the offense was116

1The semantic frame is taken from the Imprisonment
frame definition in FrameNet (https://framenet.icsi.
berkeley.edu/frameIndex)

severe enough to require incarceration, and other 117

facts that we associate with imprisonment based on 118

our world knowledge. Such clusters of concepts 119

that help us to understand and process events are 120

cognitive frames. Finally, communicative frames 121

happens when we activate one or several cognitive 122

frames by conveying information “in such a way as 123

to promote a particular problem definition, causal 124

interpretation, moral evaluation, and/or treatment 125

recommendation” (Entman, 1993): when we say 126

The refugees were imprisoned in Park Hotel rather 127

than The refugees were detained in Park Hotel, 128

we imbue the message with our moral judgment 129

against the detention, evoking the negative connota- 130

tions of imprisonment such as the fact that refugees 131

are treated as prisoners (as follows from the seman- 132

tic frame) who committed some serious crime (as 133

follows from the cognitive frame). 134

3.2 Approaches to framing across disciplines 135

As the example above shows, media framing is 136

grounded in all three levels of framing and arises 137

across disciplines. The internal mechanics of se- 138

mantic and cognitive frames such as their con- 139

stituents were examined by cognitive linguists, 140

starting from Fillmore (1982), and were thoroughly 141

captured and studied through such initiatives as 142

FrameNet (Baker et al., 1998; Ruppenhofer et al., 143

2016). On the other hand, cognitive scientists such 144

as Minsky (1974) explored the dynamics of evok- 145

ing cognitive frames in a discourse and explored 146

our ability to recognise and conjure complex sce- 147

narios without spelling out all their semantic frames 148

and instead relying on more general schemata of 149

interpretation. However, while semantic and cogni- 150

tive frames form the backbone for understanding 151

and communicating any message, on their own they 152

do not lead to media framing, but must be com- 153

bined with other communicative devices or exter- 154

nal factors to form a communicative frame. Thus, 155

when it comes to media framing, linguistics and 156

cognitive studies, starting from works of Lakoff 157

and Johnson (2008), focus on such phenomena as 158

metaphor and metonymy, which have evocative and 159

emotive functions allowing to transform a message 160

with informative content only into a frame (Burgers 161

et al., 2016). 162

Semantic and cognitive frames (or “topics”, as 163

they are roughly referred to in them) are not enough 164

to convey a particular interpretation of an issue in a 165

way that affects the audience (Entman, 1993; Car- 166

ragee and Roefs, 2004). Consequently, the ques- 167
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tion of what turns a message into a frame has been168

studied by investigating different aspects that acti-169

vate semantic and cognitive frames. For instance,170

psychological studies examined cognitive mech-171

anisms that enable framing its impacts on deci-172

sion making (Kahneman and Tversky, 1984). In173

the context of media framing, it was asserted that174

media frames activate a particular constellation of175

cognitive frames in journalists’ or readers’ minds,176

and the framing occurs only when alternative com-177

peting activations are possible, i.e. there is some178

potential ambivalence of interpretation (Scheufele179

and Scheufele, 2010).2 The activation of a par-180

ticular set of cognitive frames draws on relevant181

beliefs or moral principles already stored in our182

memory (Nelson et al., 1997; Chong and Druck-183

man, 2007). These then serve as a filter, shaped by184

cultural knowledge or personal experience, to inter-185

pret the information (Schlesinger and Lau, 2000;186

Lau and Schlesinger, 2005). In our example, a187

person can feel strongly negative to the frame of188

imprisoning refugees only if they already have a189

cognitive frame for freedom as a basic human value190

in the set of dimensions against which they evaluate191

information, and reject an alternative interpretation.192

On the other end of the spectrum, political sci-193

entists study the role of framing in shaping public194

opinion, i.e. as a tool to influence the attitudes195

of citizens (Chong and Druckman, 2007), and a196

mechanism for citizens to anchor their opinions197

and take sides in political debates (Sniderman and198

Theriault, 2004). Accordingly, the main focus of199

research here is what factors are involved in frame200

building, and what external variables must be in201

place for it to be effective. Among the factors202

that can make (or break) a frame are such as exter-203

nal actors (Gamson and Modigliani, 1989), source204

credibility (Druckman, 2001), ideological factors205

(Silcock, 2002), and cultural contexts (Gamson and206

Modigliani, 1989; Benson and Saguy, 2005).207

Most framing research lies between these ends,208

and examines the interaction of external factors and209

internal cognitive mechanisms through the medium210

of text. They explore how communicative frames211

help individuals to make sense of otherwise mean-212

ingless successions of events (Goffman, 1974) and213

allow journalists to pack the information (Gitlin,214

2Scheufele and Scheufele (2010) refer to cognitive frames
in our minds as cognitive schema, and they define a cogni-
tive frame as a set of activated cognitive schemas. To avoid
confusion, we explain this idea using our terminology from
Section 3.1.

2003; Entman, 1993) and study how linguistic and 215

non-linguistic devices such as metaphors or visual 216

images were used to frame media content. 217

3.3 Coverage in NLP approaches 218

In this section, we examine to what extent the per- 219

spectives outlined above are reflected in the work 220

covered in our survey. 221

Linguistic approaches First, we note that se- 222

mantic and cognitive framing – without connection 223

to media framing – has attracted great interest from 224

the NLP community. A long line of research builds 225

on FrameNet (Baker et al., 1998), including using 226

its semantic and cognitive frames for event extrac- 227

tion (Liu et al., 2016), semantic role labelling (Hart- 228

mann et al., 2017), or sentiment analysis (Chatterji 229

et al., 2017). However, in our survey on automatic 230

frame analysis, few studies used FrameNet, mostly 231

for semantic parsing (Sturdza, 2018; Jing and Ahn, 232

2021; Minnema et al., 2021) or the detection of 233

specific events such as femicide (Minnema et al., 234

2022). Postma et al. (2020) is the only exception. 235

They expand FrameNet with real-world referents 236

of events to enable comparison of different per- 237

spectives (or frames) towards them. The bulk of re- 238

search neither examines the linguistic mechanisms 239

of framing, nor employs them to improve frame de- 240

tection and analysis. Moreover, only 7% of papers 241

examine linguistic devices that transform semantic 242

or cognitive frames into media frames, including 243

metaphors, discourse markers, or syntactic struc- 244

tures (Sullivan, 2022; Yu, 2022; Klenner, 2017; 245

Luo and Huang, 2022; Rashkin et al., 2015; Sap 246

et al., 2017; Chen et al., 2022a), or use linguistic 247

features in frame classification (Choi et al., 2012; 248

Yu, 2023; Huguet Cabot et al., 2020). 249

Cognitive approaches The situation is similar 250

for cognitive scripts and schema, which were intro- 251

duced 1980s as manually coded structures to repre- 252

sent stereotypical events, derived from knowledge 253

structures that underlie human reasoning (Schank 254

and Abelson, 1975; Bower et al., 1979), and then 255

formalized in a slightly simplified way as narrative 256

schema of event sequences and their participants 257

(Chambers and Jurafsky, 2009), receiving substan- 258

tial attention in NLP (Mooney and DeJong, 1985; 259

Frermann et al., 2014; Ferraro and Van Durme, 260

2016; Pichotta and Mooney, 2016; Li et al., 2023). 261

However, leveraging narrative schema (in particu- 262

lar probabilistic models, that account for variation 263

in the order or set of associates) as a proxy for the 264

variation in associations evoked by framing, has 265
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received no attention in research on media fram-266

ing to date. This is a major gap considering that267

the founders of cognitive approaches to framing268

insisted that frames can be induced from text, as269

they are a product of journalists’ cognitive frames270

(Scheufele and Scheufele, 2010), so given collec-271

tions of articles from different view points, one272

could model the variations in activated schema us-273

ing script induction.274

Psychological approaches It might seem that275

the approaches that study the influence of framing276

on our emotions and decisions are incompatible277

with computational methods, but there are works278

that integrate text analytics with the analysis of279

framing effects. A typical approach records read-280

ers’ self-reported reactions to tweets or news items281

of a given framing (Reardon et al., 2022; van den282

Berg et al., 2019, 2020; Ding and Pan, 2016), while283

others approximate reactions through such external284

data as retweets, election vote share, or mobility285

data (Aslett et al., 2020; Mendelsohn et al., 2021;286

Walter and Ophir, 2020; Ophir et al., 2021). These287

studies demonstrate the possibility – and a need –288

for more efforts to integrate framing devices with289

framing effects.3290

Political approaches Only 5% of surveyed stud-291

ies adopt a political studies perspective to exam-292

ine frame building, or external factors that influ-293

ence framing. At the simplest level, Eisele et al.294

(2022) include external factors such as location295

and GDP into regression analysis of framing; Li296

et al. (2020) find correlations of framing with gen-297

der. Others consider framing to be the dependent298

variable (Scheufele and Scheufele, 2010), and use299

political opinion as a predictor Mendelsohn et al.300

(2021); Ziems and Yang (2021), or predict media301

framing of election candidate campaigns using fac-302

tors at the candidate, state, and race levels Walter303

and Ophir (2020). Gilardi et al. (2020) examined304

how prior adoption of a policy frame in one state305

predicts the frames used in another state, i.e. the306

policy diffusion process.307

We refer to the approaches outlined above as308

theoretically grounded, since they either use theo-309

retically inspired features to predict framing, or ex-310

amine the effect of framing on other factors in a the-311

oretically sound way. Across all four approaches312

(linguistic, cognitive, psychological and political313

3Note, however, that it would be incorrect to analyse emo-
tions and reactions caused by framing using sentiment analysis
(as it is done by Nisch (2023)), as it only can detect the senti-
ment encoded in the frame rather than incited by it.

approaches), theoretically grounded studies ac- 314

count for 30% of works included in our survey. 315

The bulk of the papers in the review, however, are 316

theoretically ungrounded, i.e. their methods can- 317

not be linked to any theories. Among them, some 318

at least contrast frames used by different agents 319

(such as Republicans vs Democrats), or examine 320

changes in framing along some timeline (28% of 321

all surveyed papers, full list in Appendix E.1). We 322

refer to such papers as framing analysis studies. On 323

the other hand, a large number of media framing 324

papers (42%, full list in Appendix E.2) do not do 325

even that; we refer to them as framing agnostic 326

since they neither incorporate any theories, nor use 327

framing-specific cues or apply framing analysis to 328

real-world situations. 329

Next, we examine only the papers which were 330

published at NLP and machine learning venues, 331

to see if the ratio of theoretically grounded vs un- 332

grounded papers improves over time, i.e. if the 333

NLP community tries to incorporate concepts and 334

methods from other disciplines. Figure 2 does re- 335

veal a trend of increasing prevalence of theoret- 336

ically grounded studies (green bars). However, 337

around 70% of total number of studies published in 338

NLP/ML venues are still theoretically ungrounded 339

(doing only framing analysis or completely fram- 340

ing agnostic), which is worse than the ratio for 341

publication in more traditional venues for framing 342

analysis such as political journals (see Figure 4 in 343

the Appendix). 344

In sum, framing does remain a “fractured 345

paradigm” (Entman, 1993), but not so much in 346

terms of its definition, but in terms of a vast dis- 347

connect between the currently used computational 348

approaches, methods used in related areas of NLP, 349

and the motivations and theoretical foundations 350

coming from other disciplines. Moreover, there 351

is still no unified or generally accepted system of 352

media framing types, which we try to address in 353

the next section. 354

4 Types of media framing and their 355

coverage in NLP approaches 356

Media framing is a complex phenomenon not only 357

because it can be studied from different perspec- 358

tives, as we discussed in Section 3.2, but also be- 359

cause it is realized in text using a variety of dis- 360

course devices of different levels of abstraction. 361

Moreover, to the best of our knowledge, there is 362

no widely adopted typology that explains how dif- 363
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ferent types of framing operate and interact with364

each other. Perhaps, for this reason, researchers365

commonly lump together frames of different types366

and granularities in their analyses (see, for exam-367

ple, Yu (2022); Card et al. (2022); Mendelsohn368

et al. (2021); Sheshadri et al. (2021), among others).369

Here, we propose a typology of the most common370

high-level types of framing in NLP, grounded in the371

three levels of framing we discussed in Section 3.1.372

Then, in Section 4.2 we drill into their subtypes and373

discuss how well they are detected and analysed374

using automatic methods.375

4.1 Media framing typology376

Emphasis framing is perhaps the most well-377

known type of media framing, in which some as-378

pects of an issue are highlighted by means of ex-379

plicitly excluding or conceding other aspects. For380

example, when we talk (or hear) about a hate group381

holding a rally, we can focus either on their right382

to express their opinions, or on the potential risk of383

violence. Accordingly, we can either activate the384

cognitive frame of freedom of speech, or the cog-385

nitive frame of public safety4, which would imply386

a completely different problem definition, causal387

interpretation, moral evaluation, and “treatment”388

recommendation (Entman, 1993). Though empha-389

sis framing is grounded in particular aspects of390

an issue, it is different from bringing up different391

subtopics of a particular topic, for example, talking392

about Japanese vs Italian food: as we discussed in393

Section 3.2, framing is possible only when there394

is ambivalence, or competition between such as-395

pects (cognitive frames) (Sniderman and Theriault,396

2004). It is the competition that makes the selected397

frame seem more important, emotionally charged,398

or morally superior than the excluded ones, and399

4Example from Sniderman and Theriault (2004).

allows to emphasise it. 400

While in emphasis framing the competing cogni- 401

tive frames are not necessarily mutually exclusive 402

(free speech by itself does not presuppose the ab- 403

sence of public safety), in equivalency framing 404

they are. In this type of framing, we are “casting 405

the same information in either a positive or nega- 406

tive light” (Druckman, 2004), e.g. activating a gain 407

or loss cognitive frame with the corresponding sen- 408

timents and associations (Kahneman and Tversky, 409

1984). For example, a media source can talk about 410

“90% employment” vs “10% unemployment”.5 The 411

respective semantic frames are different (“employ- 412

ment” vs “unemployment”), and thus have different 413

(positively or negatively charged) cognitive frames 414

assigned to them. 415

Framing by word choice and labelling also 416

activates some associations and sentiments, but 417

they are applied to the same event, object, or entity 418

(Hamborg et al., 2019). For example, the choice 419

of the term “undocumented workers” vs. “illegal 420

aliens” to describe immigrants can elicit differ- 421

ent levels of prejudice toward that group (Pearson, 422

2010). Unlike for equivalency framing, there is a 423

single semantic frame (“immigrants”) but we acti- 424

vate different cognitive frames depending on how 425

we refer to it. This can also be done indirectly 426

through labelling the semantic frame rather than 427

choosing a less neutral word to denote it, when we 428

use a modifier or predicate charged with particular 429

associations. For example, we can use a neutral 430

word “immigrant”, but imbue it with a negative 431

cognitive frame of “disaster, calamity” if we say 432

that “immigrants flooded the neighbouring city”. 433

This particular type of framing by labelling, which 434

focuses on predicate, has been named connotation 435

framing in NLP community, following the seminal 436

work by Rashkin et al. (2016) that organized mul- 437

tiple dimensions of implied meaning (sentiment 438

towards entities, values, effects on reader interpre- 439

tation) in a unified structure. It is important to note, 440

though, that connotation, or underlying level of 441

meaning implied by a particular word beyond its 442

explicit or literal definition (Sonesson, 1998), is not 443

restricted to the labelling of the predicate: it can 444

be expressed through a different word choice for 445

a semantic frame, or a paraphrase using a comple- 446

mentary semantic frame, as we showed above. 447

Finally, in narrative framing we are abstracting 448

away from specific semantic and cognitive frames 449

5The examples are from Chong and Druckman (2007).
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used in text, which allows us to derive framing450

from the most schematic and abstract devices used451

to shape the discourse (Jones and McBeth, 2010;452

Frermann et al., 2023). This can be syntactical,453

rhetorical structures as well as script structures (the454

expected sequences of events) and thematic struc-455

tures (the relationships between concepts; (Halla-456

han, 1999; Pan and Kosicki, 1993)). The Narrative457

Policy Framework (Jones and McBeth, 2010) op-458

erationalized these structures in the context of po-459

litical communications. It posits that the narrative460

story consists of four elements: setting, characters,461

plot, and a moral, and the narrative characters oc-462

cupy three general categories: Heroes (fixers of a463

problem), Villains (causing the problem), and Vic-464

tims (harmed by the problem). Accordingly, the465

framing of a message can depend on what character466

role is assigned to a particular entity. Consider the467

following examples:468

[A] Climate activists inspire citizens to
take action.

[B] Climate activists frighten citizens into
taking action.

469

Semantically, both sentences are equivalent, and470

both mean that the actions of climate activists cause471

citizens to take action. The different cognitive472

frames (and thus connotations) of the verbs used473

in A and B, however, lead to assignment of dif-474

ferent narrative roles to “climate activists”: in A,475

they are framed as heroes, while in B they are vil-476

lains oppressing citizens. This is, of course, also477

an example of framing by labelling (connotation478

framing), but here we are more interested in the479

most prototypical roles that such framing allows to480

assign to otherwise neutral entities. Thus, when we481

examine the relation between the semantic roles482

(agent and patient) determined by the predicate,483

we speak of connotation framing; when we assign484

those roles to prototypical slots of Hero, Villain, or485

Victim, which come with their own strong cogni-486

tive frames and thus associations, we focus on the487

narrative framing of the message.488

4.2 Coverage in NLP approaches489

In this section we examine which types of framing490

are covered by the existing methods as covered in491

our survey. As a single study can focus on several492

types of framing, the numbers reported below do493

not sum to the total number of studies in the review.494

Emphasis frames are indeed the most often495

studied type of framing (106, or 72% of included496

papers; full list in Appendix E.3). 48 studies ex- 497

amined generic frames, i.e. cognitive frames that 498

can be applied across a variety of issues, such as 499

“Economic consequences” or “Security”. Most of 500

the work here (31 studies) relies on the Policy 501

Frames Codebook Boydstun et al. (2014), the Me- 502

dia Frames Corpus Card et al. (2015) based on it, 503

or its derivatives such as the datasets proposed by 504

Piskorski et al. (2023a), Ajjour et al. (2019) and 505

Mendelsohn et al. (2021), with 15 generic frames. 506

Some studies use even more high-level classifica- 507

tions such as 5 frames proposed by Semetko and 508

Valkenburg (2000) (del Barrio and Gática-Pérez, 509

2023; Burscher et al., 2014; Frermann et al., 2023; 510

Reardon et al., 2022) or more targeted sets of 511

frames such as “Loyalty” or “Harm” coming from 512

the Moral Foundations Theory. 513

On the other hand, issue-specific framing stud- 514

ies (54 in our survey) aim to detect ad hoc frames, 515

which are not linked to theoretical frameworks or 516

codebooks. This issue has been noticed in quali- 517

tative media framing studies, and the tendency to 518

create unique frames with no connection to broader 519

theories was previously critisized in sociology (Her- 520

tog and McLeod, 2001; Borah, 2011). Despite that 521

issue-specific framing constitute for over a third of 522

studies in our corpus. Moreover, the majority of 523

theory-agnostic studies (Figure 2, blue) are issue- 524

specific ones, which raises a question of their va- 525

lidity and usefulness. 526

Overall, we agree with Ali and Hassan (2022) 527

who noted that most NLP work on emphasis fram- 528

ing treats frames as (sub)topics, ignoring their spe- 529

cial features. Almost universally, emphasis framing 530

studies use topics (through topic modelling or issue 531

classification) as a proxy for frames: some openly 532

claim that frames can be understood as topics (for 533

example, (DiMaggio et al., 2013; Nguyen et al., 534

2015)), some admit that topics are only an approx- 535

imation (Sarmiento et al., 2022), while the major- 536

ity ignores this question whatsoever. Few studies 537

attempt to reevaluate detected topics in terms of 538

their “frame-ness” (Aslett et al., 2020; Nicholls 539

and Culpepper, 2020), both studies coming from 540

political sciences, while others attempt avoid in- 541

ducing topic-like information e.g., by controlling 542

relevant aspects in the data, or removing topic-like 543

information from induced clusters post-hoc Ophir 544

et al. (2021); Walter and Ophir (2019); Ajjour et al. 545

(2019). While such attempts are a step in the right 546

direction, they still miss the essential aspect of 547

framing – its ambivalence – as we discuss in Sec- 548
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tion 5.549

Equivalence frames, or “loss vs gain” frames,550

are the rarest: only 4 studies in our review exam-551

ined them. All of them, however, incorporate lin-552

guistic features in addition to lexicons associated553

with loss and gain: Dalton et al. (2020) use seman-554

tic role labelling, Luo and Huang (2022) examine555

the associated information structures (rheme and556

theme), Chen et al. (2022a) study metaphors used557

in equivalence framing, while Postma et al. (2020)558

add referent annotations to FrameNet which al-559

lows to compare equivalence frames referring to560

the same entity.561

Word choice and labelling studies (26 in our562

review, full list in Appendix E.4) explore connota-563

tions and associations of entities, their modifiers564

and relations. Some notable directions here are565

detection of metaphorical framing, including de-566

humanizing metaphors (Mendelsohn et al., 2020;567

Giorgi et al., 2023; Card et al., 2022)); studies that568

examine modifiers employed in framing using pairs569

of antonyms (Kwak et al., 2020b; Jing and Ahn,570

2021) or adjectives belonging to different dimen-571

sions of interest (Luo et al., 2023; Sheshadri et al.,572

2021; Dreier et al., 2022); and detection of connota-573

tion frames of power and agency (Sap et al., 2017;574

Mendelsohn et al., 2020; Khanehzar et al., 2023).575

A large part of research here, however, is still ad576

hoc and does not follow any frameworks: labeling577

is derived from the context using such approaches578

such as collocations or similarity (Sheshadri et al.,579

2021; Hamborg et al., 2019; Lind and Salo, 2002),580

among others).581

Lastly, narrative frames (25 studies in our re-582

view) have been explored from two different per-583

spectives. Some studies looked at specific narra-584

tive types which are commonly used to structure585

the story around elections, namely game vs policy586

frames6 (De Vreese et al., 2003), or to assign the587

responsibility for a societal issue, i.e. episodic (in-588

dividual) vs thematic (systemic) frames (Iyengar,589

1994). Each of these narrative schemas comes with590

a clear-cut set of characters and rhetorical devices591

that differentiates it from the competing frame: for592

example, unlike the policy frame, the game frame593

focuses on winners and losers and involves the lan-594

guage of sports and war; the episodic frame marks595

6We use the term “game frames” as an umbrella term that
also includes strategy and horse race frames, which are slightly
different variations (Aalberg et al., 2012). Policy frames are
often called issue frames; we use the term “policy frames” to
avoid confusion with issue-specific frames which we discussed
in relation to emphasis framing.

the individual as a Villain who is responsible for the 596

society’s problems, while in thematic framing the 597

role of Villain is assigned to government and soci- 598

ety, while the individual is a Victim. Detecting and 599

analysing such narrative types is important because 600

some of them have been linked to very marked 601

framing effects; for example, episodic frames tend 602

to undermine the trust of the audience in the news 603

(Boukes, 2022). Among the studies included in 604

our review, Walter and Ophir (2020) report similar 605

negative effects of strategic (game) framing on the 606

election success. On the other hand, Ziems and 607

Yang (2021) demonstrate that high-profile shoot- 608

ings lead to increase in systemic framing, i.e. it is 609

perceived as a society’s issue rather than individ- 610

ual’s fault. However, the other studies addressing 611

these narrative schemas only attempt to detect them 612

(Chebrolu et al., 2023; Avetisyan and Broneske, 613

2021; Mendelsohn et al., 2021; Pan et al., 2023a) 614

and do not perform any frame setting or frame ef- 615

fects analysis. 616

Other studies looked at narrative framing in 617

terms of devices that are used for “storytelling”. 618

These can be rhetorical devices such as presuppo- 619

sition cues (Yu, 2022), discourse connectives (Yu, 620

2023), and hedging (Choi et al., 2012); syntactical 621

structures, such as the ones that encode different 622

level of agency or other implied meanings (Greene 623

and Resnik, 2009; Minnema et al., 2022; Baumer 624

et al., 2015); or more high-level narrative struc- 625

tures based on links between entities and their rela- 626

tions (Reiter-Haas, 2023; Reiter-Haas et al., 2024; 627

Ash et al., 2021). Another prominent direction 628

here is narrative character detection. Some studies 629

only detect important entities (characters) (Card 630

et al., 2016; Stammbach et al., 2022), while others 631

also examine which role (Villain, Hero, or Vic- 632

tim) the character is assigned in the narrative (Roy 633

and Goldwasser, 2023; Klenner, 2017; Zhao et al., 634

2023; Gómez-Zará et al., 2018; Frermann et al., 635

2023). Overall, this group of studies is the most 636

theoretically-grounded in terms of incorporating 637

linguistic, discourse and narrative features rather 638

than relying on token-level classification and topic 639

modelling. However, it is disconnected from the 640

line of research described above, i.e. the detected 641

framing devices are not linked back to the proto- 642

typical narratives (episodic vs thematic, game vs 643

policy framing etc) they support. 644

Lastly, as we show in Figure 1, the framing types 645

are interconnected, i.e. the same text can have a 646

specific narrative type, contain a particular empha- 647
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sis or equivalence frame, and employ labelling and648

word choice framing to support it. Though there are649

11 studies which include several types of framing650

(for example, Mendelsohn et al. (2021), very few,651

most notably (Frermann et al., 2023; Khanehzar652

et al., 2021), examine their interaction.653

5 Discussion and future directions654

To conclude, we highlight two overarching issues655

which we believe currently block the maturing of656

the field. First, the landscape is still fractured and657

disconnected: only a few studies examine the in-658

teraction between types of framing (Section 4.2),659

connect their experiments with a broader context660

such as political and psychological studies of frame661

building and framing effects, or explore (or at least662

integrate) underlying features of semantic and cog-663

nitive framing, as well as the existing resources664

that could support that such as FrameNet or narra-665

tive schema (Chambers and Jurafsky, 2010) (Sec-666

tion 3.3). Thus, we still fail to incorporate the-667

oretical frameworks, related linguistics and NLP668

resources. The bigger issue, however, is that most669

current research seems to be oblivious of what a670

“frame” is exactly, despite almost universally quot-671

ing definitions of framing in their work. We hope672

that our paper will improve this issue.673

Much has been said (above and in previous674

works such as Ali and Hassan (2022)) about the675

problems with treating frames as general or specific676

topics, but what actually turns a topic-only message677

into a framed one? Framing is often linked to the678

presence of sentiment, moral evaluation, or specific679

devices such as rhetorical structures or metaphors.680

These are, however, only a part of it, and do not681

help to differentiate a frame from, say, an emotion-682

ally charged stance.We showed that what makes a683

media frame is its ambivalence, i.e. the presence of684

alternative cognitive frames that can be activated685

in someone else’s mind regarding the same issue686

or event. Consider the following example:687

Luis Garavito ruthlessly killed over 190688

people.689

Most current approaches would predict a frame:690

the sentence contains a clear indication of Villain691

and Victim (narrative framing), a power-agency692

verb “kill” (connotation framing), which also ap-693

pears in the Moral Foundations Dictionary (Frimer694

et al., 2019) so the sentence can be classified695

as “Harm” generic frame, and negative sentiment696

(“ruthlessly”). The sentence, however, states a his- 697

torical fact with our emotional interpretation of 698

it. Garavito is a convicted serial killer, so we do 699

not frame him as a villain: he is a villain, and his 700

name itself brings up the “Killer” association. Now, 701

consider another example: 702

Donald Trump unnecessarily killed thou- 703

sands of people because of his COVID- 704

19 policies. 705

This sentence also presents all the features we 706

listed above, and it is a frame. The difference is 707

that the entity “Trump” does not have the “Killer” 708

meaning in its cognitive frame: we add it temporar- 709

ily, inheriting it from the “kill” cognitive frame, 710

and we do it by choosing from a constellation 711

of other possible cognitive frames (Scheufele and 712

Scheufele, 2010). This “constellation” is created 713

because of ambivalence of responsibility: nothing 714

in the “Trump” frame marks him as responsible 715

for the deaths, and we might as well frame him as 716

“Hero” or “Victim”. In Garavito’s case (as well as 717

in more metaphorical sentences such as “Hurricane 718

Maria killed over 3000 people”) our common sense 719

prohibits it, so framing is impossible. 720

As the example shows, this requirement for am- 721

biguity of interpretation applies not only to empha- 722

sis framing but to all types (except for equivalency 723

framing, which already encodes ambivalence, as 724

the presence of a “gain” cognitive frame presup- 725

poses the existence of a “loss” one, as we explain 726

above in Section 4.1). Thus, we believe that it 727

would be difficult to differentiate frames from top- 728

ics, stances, and arguments and thus do meaningful 729

framing analysis unless we integrate the detection 730

of such ambivalence into our methods. Again, this 731

can be done only if we employ semantic and cogni- 732

tive framing resources and connect different layers 733

of framing: for instance, in the example above we 734

would need a way to detect that the verb “kill” ac- 735

tivates the cognitive frame of “villain”, and check 736

if the cognitive frame of “Trump” contains that 737

meaning already. 738

Despite progress in both understanding of and 739

computational approaches to framing since the 740

early days when topic models dominated fram- 741

ing research, many conceptual and methodological 742

challenges remain in unifying (Entman, 1993)’s 743

“fractured paradigm”. We hope the current work 744

helps to establish solid theoretical and typology 745

foundations for framing research and shines some 746

light on its current gaps and future opportunities. 747
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6 Limitations748

The paper retrieval, inclusion and exclusion, as749

well as annotation were performed by a single re-750

viewer (the first author of the paper), which means751

that despite our best efforts to ensure thorough cov-752

erage of the published papers as explained in Ap-753

pendix A, some of the related works could have754

been undiscovered. Moreover, human errors were755

possible when assigning papers to categories or re-756

ferring to them in the survey. However, we strove757

to avoid such errors by collecting studies from mul-758

tiple sources and annotating the paper categories759

twice. Thus, despite the fact that minor inconsis-760

tencies or omissions might remain, we believe that761

this survey is still the most thorough review of762

computational framing methods up to date and it763

objectively captures the main trends in research764

and reveals existing issues.765

7 Ethics statement766

Our work focuses on summarising and analysing767

main approaches of computational framing re-768

search, which we believe is helpful for researchers769

both in media framing and in related fields such as770

media bias or misinformation detection. We strove771

to make this survey as objective as possible and to772

avoid over- or underestimating some trends. The773

examples used in this study are artificial, i.e. they774

do not reflect the opinion of the authors, media775

sources, or any other people and are only provided776

to highlight difference in potential framing. We do777

not anticipate any ethical concerns arising from the778

research presented in this paper.779
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A The process of searching and selecting1762

the studies for the review1763

To ensure that our review thoroughly covers all1764

published literature on computational approaches1765

to framing, we adopted practices used systematic1766

reviews such as comprehensive search, pre-defined1767

eligibility criteria, double pass of eligibility check-1768

ing (using only titles and abstracts at the first past1769

and referring to the full text of studies at the sec-1770

ond), and annotation of exclusion reasons at the1771

second pass.1772

First, to ensure inclusion of papers from non- 1773

ACL venues such as journals on sociology and po- 1774

litical science, we conducted a series of 24 searches 1775

in Semantic Scholar 7. Each search query con- 1776

tained the word “frame”, “framing”, or a related 1777

term which is sometimes used as a near synonym 1778

of framing in political and social sciences, such as 1779

“discourse”, “packaging”, or “narrative theme” (the 1780

complete list of search queries is in Appendix B). 1781

For each of the queries, we used the top 50 returned 1782

results (1200 papers overall). We scanned the titles 1783

and abstracts of these papers, using the inclusion 1784

and exclusion criteria we defined beforehand to 1785

judge if the paper is relevant (refer to for the full 1786

list of exclusion and inclusion criteria). This re- 1787

sulted in selection of 75 papers for analysis. Next, 1788

we scanned the forward and backward citations for 1789

previously published surveys related to the auto- 1790

matic detection of media framing in text, including 1791

Ali and Hassan (2022), Hamborg et al. (2019), and 1792

Vallejo et al. (2023), which resulted in inclusion of 1793

31 additional studies. Because it was unfeasible to 1794

track forward and backward citations for all 106 1795

papers collected so far, we first sorted them by the 1796

citation count and tracked the citations for the first 1797

30 most cited papers, and then – to ensure we in- 1798

clude not only what is prevalent but what is also 1799

emerging – we sorted the list by the published year 1800

in decreasing order and repeated the process for 1801

30 most recent papers. This allowed us to add 72 1802

papers into the preliminary list. Finally, to make 1803

sure we did not miss any papers published at *ACL, 1804

we repeated the search in ACL Anthology8 with 1805

the same list of queries as for the Semantic Scholar. 1806

Again, we scanned the abstracts and titles of the 1807

first 50 results for each query, which led to inclu- 1808

sion of 32 additional studies. 1809

Overall, we retrieved 210 results, which we 1810

loaded into a systematic review tool (Rayyan9) for 1811

further analysis. We automatically detected and 1812

removed 4 duplicates, and then the first author of 1813

the paper read the full texts of papers and coded 1814

them in terms of reasons for inclusion or exclusion, 1815

essentially removing studies which upon more thor- 1816

ough review were either not focusing on media bias, 1817

not quantitative/computational, or were near dupli- 1818

cates of already included papers (i.e. a proposal 1819

and published results, or a method description and 1820

a system demonstration based on it). While doing 1821
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that, we also tracked the citations mentioned in1822

each of the included papers, which resulted in addi-1823

tion of only 6 papers, demonstrating good coverage1824

of our original search.1825

B List of search queries1826

We used the following queries when retrieving re-1827

sults from Semantic Scholar:1828

• framing detection *NLP1829

• frame detection *NLP1830

• frame analysis *NLP1831

• discovering frames *NLP1832

• frame identification *NLP1833

• identifying frames *NLP1834

• textual frame analysis *NLP1835

• discourse analysis *NLP1836

• computational frame analysis *NLP1837

• narrative analysis *NLP1838

• packaging *NLP1839

• narrative themes *NLP1840

Note that each query has an optional term1841

“NLP”; we ran each query with and without this1842

term to both find the studies from non-NLP venues1843

which often did not mention this term, and to en-1844

sure inclusion of studies that specifically mentioned1845

NLP. In a similar way, we use both more broad and1846

more specific terms (“frame analysis” vs “compu-1847

tational frame analusis”) to improve coverage.1848

C Inclusion and exclusion criteria1849

C.1 Inclusion criteria1850

Only quantitative studies: the title or abstract1851

should mention “computational”, “automatic”, “sta-1852

tistical”, “machine learning”, “model”, “super-1853

vised”, “unsupervised”, “NLP”, or the paper should1854

have been published at a machine learning, com-1855

putation linguistics, or NLP venue. Computer-1856

assisted or computer-aided (such as using spread-1857

sheets to analyse manually coded data) are to be1858

excluded.1859
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Figure 3: Breakdown by the general venue type across
the years

C.2 Exclusion criteria 1860

Other meanings of framing: exclude papers 1861

where “frame” has an irrelevant meaning such as 1862

in “video frame analysis” or “case frame”. 1863

Papers focusing on concepts related to fram- 1864

ing: exclude papers focusing on media bias, stance, 1865

political orientation, polarization, propaganda and 1866

misinformation. 1867

Surveys: exclude surveys and reviews. 1868

Mitigation of framing: exclude papers targeting 1869

mitigation of framing effects and re-framing. 1870

D Studies distribution by venue type 1871

Figure 3 below shows the number of studies pub- 1872

lished in different fields across years. Starting 1873

from 2015 the number of computer science publi- 1874

cations has overtaken the number of studies from 1875

the fields where media framing analysis originated 1876

from (such as media, sociology and political stud- 1877

ies). Conversely, the amount of quantitative studies 1878

in these traditional fields remained low until 2020, 1879

when COVID 19 together with political and eco- 1880

nomic unrest instigated the interest in larger scale 1881

studies. 1882

Figure 4 examines how grounded the publica- 1883

tions from different venues are in terms of their use 1884

of theoretical principles, linguistically motivated 1885

features, or practical applications. 1886

E Lists of studies not directly referred to 1887

in the text of the review 1888

In this section we provide the references to the 1889

studies that could not be mentioned in the main text 1890

of the reviews due to the large number of papers in 1891

a corresponding category 1892

19



Med
ia 

stu
die

s
NLP

Othe
r

Poli
tic

al 
sc

ien
ce

Soc
ial

 sc
ien

ce

Venue type

0.0

0.2

0.4

0.6

0.8

1.0

Framing-agnostic
Agnostic
Framing analysis
Grounded

Figure 4: Distribution of theoretically grounded, fram-
ing analysis, and agnostic studies across disciplines.

E.1 Papers with framing analysis only (no1893

theoretical grounding1894

Miller (1997); Sagi et al. (2013); Diakopoulos et al.1895

(2014); Tsur et al. (2015); Shim et al. (2015); John-1896

son and Goldwasser (2016); Fulgoni et al. (2016);1897

Johnson et al. (2017a,b); Johnson and Goldwasser1898

(2018); Field et al. (2018); Morstatter et al. (2018);1899

Demszky et al. (2019); Hamborg et al. (2019);1900

Shahid et al. (2020); Kwak et al. (2020b); Mokhbe-1901

rian et al. (2020); Akyürek et al. (2020); Roy1902

and Goldwasser (2020); Heinisch and Cimiano1903

(2021); Kang and Yang (2021); Nakov et al. (2021);1904

Sánchez-Junquera et al. (2021); Roy et al. (2021);1905

Hofmann et al. (2021); Supran and Oreskes (2021);1906

Reiter-Haas et al. (2021); Ylä-Anttila et al. (2021);1907

Park et al. (2022); Kim and Johnson (2022); Card1908

et al. (2022); Zhao and Wang (2022); Sarmiento1909

et al. (2022); Dreier et al. (2022); Dore (2023);1910

Zhao et al. (2023); Zou et al. (2023); Chebrolu1911

et al. (2023); Luo et al. (2023); Rao et al. (2023);1912

Pan et al. (2023a)1913

E.2 Papers with no framing analysis and1914

theoretical grounding (agnostic)1915

Jasperson et al. (1998); Lind and Salo (2002);1916

Koenig (2006); Sanfilippo et al. (2008); DiMag-1917

gio et al. (2013); Boydstun et al. (2013); For-1918

naciari (2014); Burscher et al. (2014); Boydstun1919

et al. (2014); Nguyen et al. (2015); Touri and1920

Koteyko (2015); Cheeks et al. (2016); Hsu et al.1921

(2016); Burscher et al. (2016); Naderi and Hirst1922

(2017); Johnson et al. (2017c); Bai et al. (2018);1923

Liu et al. (2019); Hartmann et al. (2019); Ajjour1924

et al. (2019); Khanehzar et al. (2019); Walter and 1925

Ophir (2019); Zhang et al. (2019); Kwak et al. 1926

(2020a); Nicholls and Culpepper (2020); Yang and 1927

Kang (2020); Niven and Kao (2020); Sanderink 1928

(2020); Chen et al. (2022b); Tourni et al. (2021); 1929

Sheshadri et al. (2021); Avetisyan and Broneske 1930

(2021); Bhatia et al. (2021); Weinzierl et al. (2021); 1931

Mou et al. (2022); Lai et al. (2022); Yu and Fli- 1932

ethmann (2022); Heinisch et al. (2023); Mahmoud 1933

and Nakov (2023); Eisele et al. (2023); Guo et al. 1934

(2022); Kermani et al. (2023); Syed et al. (2023); 1935

Nisch (2023); Stede et al. (2023); del Barrio and 1936

Gática-Pérez (2023); Kermani (2023); Baumann 1937

and Deisenhofer (2023); Koreeda et al. (2023); 1938

Liao et al. (2023); Reiter-Haas et al. (2023a); 1939

Khanch et al. (2023); Piskorski et al. (2023b); 1940

Hasanain et al. (2023); Sadeghi et al. (2023); Jiang 1941

(2023); Afzal and Nakov (2023); Pauli et al. (2023); 1942

Pan et al. (2023b); Cuadrado et al. (2023) 1943

E.3 Emphasis framing studies 1944

E.3.1 Generic emphasis framing 1945

(Boydstun et al., 2013; Diakopoulos et al., 2014; 1946

Burscher et al., 2014; Boydstun et al., 2014; John- 1947

son and Goldwasser, 2016; Fulgoni et al., 2016; 1948

Cheeks et al., 2016; Naderi and Hirst, 2017; John- 1949

son et al., 2017b,c; Johnson and Goldwasser, 2018; 1950

Field et al., 2018; Ajjour et al., 2019; Khane- 1951

hzar et al., 2019; Zhang et al., 2019; Kwak et al., 1952

2020a; Shahid et al., 2020; Mokhberian et al., 2020; 1953

Huguet Cabot et al., 2020; Heinisch and Cimi- 1954

ano, 2021; Nakov et al., 2021; Khanehzar et al., 1955

2021; Roy et al., 2021; Mendelsohn et al., 2021; 1956

Hofmann et al., 2021; Reiter-Haas et al., 2021; 1957

Mou et al., 2022; Reardon et al., 2022; Dore, 2023; 1958

Heinisch et al., 2023; Eisele et al., 2023; Frermann 1959

et al., 2023; Syed et al., 2023; del Barrio and 1960

Gática-Pérez, 2023; Baumann and Deisenhofer, 1961

2023; Koreeda et al., 2023; Liao et al., 2023; Reiter- 1962

Haas et al., 2023a; Khanch et al., 2023; Piskorski 1963

et al., 2023b; Rao et al., 2023; Hasanain et al., 1964

2023; Sadeghi et al., 2023; Jiang, 2023; Afzal and 1965

Nakov, 2023; Pauli et al., 2023; Pan et al., 2023b,a; 1966

Cuadrado et al., 2023) 1967

E.3.2 Issue-specific emphasis framing 1968

Miller (1997); Jasperson et al. (1998); Koenig 1969

(2006); Sanfilippo et al. (2008); DiMaggio et al. 1970

(2013); Fornaciari (2014); Tsur et al. (2015); 1971

Shim et al. (2015); Nguyen et al. (2015); Touri 1972

and Koteyko (2015); Hsu et al. (2016); Burscher 1973

et al. (2016); Ding and Pan (2016); Johnson et al. 1974
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(2017a); Sturdza (2018); Morstatter et al. (2018);1975

Bai et al. (2018); Demszky et al. (2019); Liu1976

et al. (2019); Hartmann et al. (2019); Walter and1977

Ophir (2019); Nicholls and Culpepper (2020);1978

Yang and Kang (2020); Niven and Kao (2020);1979

Akyürek et al. (2020); Gilardi et al. (2020); Shu-1980

rafa et al. (2020); Sanderink (2020); Roy and1981

Goldwasser (2020); Aslett et al. (2020); Kang and1982

Yang (2021); Chen et al. (2022b); Tourni et al.1983

(2021); Sánchez-Junquera et al. (2021); Bhatia1984

et al. (2021); Supran and Oreskes (2021); Weinzierl1985

et al. (2021); Ophir et al. (2021); Ylä-Anttila et al.1986

(2021); Lai et al. (2022); Kim and Johnson (2022);1987

Card et al. (2022); Zhao and Wang (2022); Yu and1988

Fliethmann (2022); Sarmiento et al. (2022); Yang1989

and Men (2022); Mahmoud and Nakov (2023); Ker-1990

mani et al. (2023); Zou et al. (2023); Reiter-Haas1991

et al. (2023b); Nisch (2023); Stede et al. (2023);1992

Kermani (2023)1993

E.4 Studies of framing by word choice and1994

labelling1995

Lind and Salo (2002); Sagi et al. (2013); Rashkin1996

et al. (2015); Sap et al. (2017); van den Berg et al.1997

(2019); Hamborg et al. (2019); Mendelsohn et al.1998

(2020); Acken and Demszky (2020); Postma et al.1999

(2020); van den Berg et al. (2020); Kwak et al.2000

(2020b); Jing and Ahn (2021); Sheshadri et al.2001

(2021); Minnema et al. (2021); Eisele et al. (2022);2002

Sullivan (2022); Park et al. (2022); Card et al.2003

(2022); Chen et al. (2022a); Yang and Men (2022);2004

Dreier et al. (2022); Giorgi et al. (2023); Guo et al.2005

(2022); Luo et al. (2023); Khanehzar et al. (2023)2006
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