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Abstract

Non-conservative uncertainty bounds are key for both assessing an estimation
algorithm’s accuracy and in view of downstream tasks, such as its deployment in
safety-critical contexts. In this paper, we derive a tight, non-asymptotic uncertainty
bound for kernel-based estimation, which can also handle correlated noise se-
quences. Its computation relies on a mild norm-boundedness assumption on the
unknown function and the noise, returning the worst-case function realization
within the hypothesis class at an arbitrary query input location. The value of this
function is shown to be given in terms of the posterior mean and covariance of a
Gaussian process for an optimal choice of the measurement noise covariance. By
rigorously analyzing the proposed approach and comparing it with other results
in the literature, we show its effectiveness in returning tight and easy-to-compute
bounds for kernel-based estimates.

1 Introduction

Many problems in machine learning can be phrased in terms of estimating an unknown (continuous)
function from a finite set of noisy data. A popular, non-parametric technique to perform such a
task and return point-wise estimates is given by the class of kernel-based methods [Wahbal [1990;
Scholkopf and Smolal 2001} |Suykens et al., 2002} |Shawe-Taylor and Cristianinil, [2004; [Steinwart
and Christmann, [2008]]. Complementing such estimates with non-conservative and non-asymptotic
uncertainty bounds enables evaluating their reliability, for example, in view of deploying Bayesian
optimization [Berkenkamp et al., [2023;|Sui et al., 2018]] or model-based reinforcement learning [Kuss
and Rasmussen| [2003; |Chua et al.l 2018]| to safety-critical systems.

Classical uncertainty bounds for kernel-based methods have been developed in statistical learning
theory [Cucker and Smalel 2002; Cucker and Zhoul [2007;|Guo and Zhou, 2013};[Lecué and Mendelson,
2017} Ziemann and Tul [2024]]. However, these results are mostly aimed at characterizing the learning
rate of the kernel-based algorithm and they tend to be difficult to apply in practice, being overly
conservative or even depending on the unknown function to be estimated. Another viewpoint is given
by Gaussian process (GP) regression [Rasmussen and Williams), 2006]], a kernel-based method that is
naturally endowed with an uncertainty quantification mechanism. However, closed-form uncertainty
bounds are only available when assuming independent and Gaussian-distributed variables [Lederer
et al.l 2019], and their computation in other cases is non-trivial [|Gilks et al., [1995]]. To address
this issue, high-probability and non-asymptotic uncertainty bounds have been derived by |Srinivas
et al| [2012]); |Abbasi-Yadkori [2013]]; |Burnaev and Vovk! [2014]; [Fiedler et al. [2021]; Baggio
et al.|[2022]]; Molodchyk et al.| [2025]], phrasing the problem as estimation in Reproducing Kernel
Hilbert Spaces (RKHSs) [Aronszajnl [1950; [Berlinet and Thomas-Agnan, [2004]]. Yet, these bounds
still heavily rely on the (conditional) independence of the noise sequence, which can be hard to
satisfy in practice. This difficulty can be circumvented by leveraging an assumed bound on the
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noise [Maddalena et al.| 20215 [Reed et al., 2025} IScharnhorst et al.| 2023]] — however, these results
tend to be conservative or rely on solving a computationally intensive, constrained optimization
problem to evaluate the uncertainty bound.

Contribution In this paper, we propose a novel non-asymptotic uncertainty bound for kernel-
based estimation assuming a general bound on the noise energy. In particular, for each query input
location, the proposed bound exactly characterizes the worst-case latent function within the given
hypothesis class. The obtained uncertainty bound has the same structure as the high-probability
uncertainty bounds from GP regression [Srinivas et al.l 2012 |Abbasi-Yadkori, [2013} [Fiedler et al.|
2021} Molodchyk et al., [2025], but with a measurement noise covariance o that depends on the
test input location. Furthermore, we show that the derived bound recovers results from kernel
interpolation [Weinberger and Golomb, |1959; [Wendland, 2004 and linear regression [[Fogel, |{1979] as
special cases. Finally, we contrast the proposed robust treatment to existing bounds for GP regression.

Notation The matrix [,, € R"*" denotes the identity matrix of dimension n. For a symmetric
positive-semidefinite matrix A € R™*"™, A'/2 denotes the (positive-semidefinite) symmetric matrix
square root, i.e., AY/2AY/2 = A, and ||z||} = =" Az denotes the weighted Euclidean norm of a
vector € R™. The Dirac delta function is denoted by § : R"* — R, with §(z) = 1 for x = 0 and
d(x) = 0 otherwise. Superscripts f and w will refer to the latent function and the noise, respectively.
Accordingly, the kernel function is denoted by k5 : R™* x R™ — R, with [0 € {f, w}, and the
associated RKHS is denoted by H, 0. For two arbitrary ordered sets of indices I, J C N, the matrix
KIEJ = [kP (24, 2;))ien jer is the Gram matrix collecting the evaluations of the kernel function k"
at pairs of input locations x;, «;, with ¢ € Tand j € J. We denote by 1 : N = {1,..., N} C Nthe
set of indices for the training data points, while we use x4 to represent the arbitrary test input.
For instance, KJCH,LN € RN corresponds to [kf (zn41,21), ..., k' (zn41,2n)] and can be
interpreted as the covariance matrix between the test- and training-input locations.

2 Problem set-up

We consider the problem of estimating an unknown latent function f: X — R, with X C R"=
from noisy measurements

vi = f(z;) +w™(x;), i=1,...,N, 60

collected at known training input locations x; € X'. Our goal is to compute worst-case uncertainty
bounds around the latent function f'* given the observed data set D = {(z;,y;)}},, which is
subject to the unknown noise w' : X — R. We phrase the problem in the framework of estimation
in RKHSs [[Aronszajn, |1950; [Berlinet and Thomas-Agnan, 2004], and we model both the latent
function f* and the noise w'" as elements of an RKHS with a known kernel and a bound on their
RKHS norm.

Assumption 1. The unknown latent and noise functions are respective elements of the RKHSs
corresponding to the positive-semidefinite kernel &/ : X x X — Rx and the positive-definite kernel
kv: X x X = Ry, where both kf and k¥ are uniformly bounded. There exist known constants I',
I,y > 0 strictly bounding their respective RKHS norms, i.e., [| /][, , <T% and [lw*|3, ., <T%.

Characterizing boundedness of the noise using a kernel k* and an RKHS-norm bound I'?, provides
a very general description and can model various scenarios: for instance, it captures the setting in
which the noise sequence has bounded energy, as we elucidate in Section[d.1} Additionally, modeling
noise as a deterministic quantity allows us to by-pass additional assumptions on the distribution or

independence of the noise, latent function or input locations.

Since we model both the latent function and the noise as deterministic objects, there cannot be
multiple output measurements at the same input location. Hence, we consider distinct inputs.

Assumption 2. The training input locations in X = {z1,... 2y} are pairwise distinct, i.e., x; # z;
foralli,j=1,...,N and i # j.



3 Kernel regression bounds for energy-bounded noise

In the following, we present the main result of our paper, determining tight point-wise uncertainty
bounds f(zn+1) < f"(xn41) < f(@n41) for the value of the latent function at an arbitrary test
point 41 € X. This task can be formulated as an infinite-dimensional optimization problem,

taking the bounded-RKHS-norm assumption into account. The optimal upper bound f(zn1) is
defined as

fleng1) = sup  flani1) (2a)

feH,r,

wWEH pw
st fla)+wx;) =y, i=1,...,N, (2b)
1£1%,, <T% (2¢)
w3 < T (2d)

Analogously, the optimal lower bound is given by:
= inf 3
Sfl@n) e f(@N41) (3a)
wEH w

st ([@6)-@d). (3b)
In the following, we focus on computing the upper bound f(zy1); for the lower bound, the
presented results in Sections [3.1]and [3.2] are analogously derived in Appendices[B|and [C| respectively.

Stated as in (2), the optimization problem is infinite-dimensional and is not directly tractable. Our
key result, presented in the remainder of the section, consists in finding an exact reformulation of
the constrained, infinite-dimensional problem as a scalar, unconstrained one. The solution of the
latter at an arbitrary input location is expressed in terms of familiar quantities from Gaussian process
regression, for an optimal choice of measurement noise covariance. We present our derivation by first
studying a relaxed formulation of this optimization problem in Section [3.1} Then, in Section[3.2] we
discuss how to recover the optimal solution from the relaxed problem.

3.1 Relaxed solution

The relaxed formulation of optimization problem considers the sum of the RKHS-norm con-
straints (2, (2d) instead of enforcing them individually:

Fani1) = sup  fznir) (4a)
feH, s
WEH o
st. flx) +w(x) =y, i=1,...,N, (4b)
F2
1130, + 0l <TF+ =5 (4c)

This problem uses a scaled noise kernel k° (z, z') = o2k%(z, 2’) with a constant output scale o > 0,
which is key in relating the solution of the relaxed problem @) to the original formulation ().
Additionally, note that the scaling implies ||w|3, , = ||lw|3, ., /0® <T%/0®, as displayed in the

constraint (@c)).

The bound 7” (zn+1) obtained from the relaxed problem depends on the noise parameter o, as the
joint RKHS-norm constraint is given by a weighted sum of both original constraints and (2d).
Any feasible solution of [2)) — a tuple (f, w) of functions satisfying the constraints (Zb)-(2d) — is also
a feasible solution for Problem (@) for any o € (0, 00). Thus, f*" (zx41) < f(zn41) < F (Zn11)s
i.e., the uncertainty envelope obtained by solving the relaxed problem (@) contains the one obtained
by solving the original problem (2) for all test points xy+1 € X and noise parameters o € (0, c0).

Before stating the first result of this paper, the following definitions in terms of known quantities
from Gaussian process regression are required. First, we define

~1
fHaNt) = K]{H—l,l:N (K{:N,I:N + UZKffN,l:N) Ys (5a)

-1
Sl (zner) = KJ<7+1,N+1 - K1</+1,1:N (K{:N,l:N + UQKf:)N,l:N) K{:N,N-H’ (5b)



with measurements y = [y1,... ,yN]T € RY. For the particular choice of noise kernel as
ke (x,2') = 0®k® (x,2") = 026(x — 2'), it holds that K’y |,y = Iy and the above quantities re-
spectively correspond to the GP posterior mean and covariance for independently and identically
distributed (i.i.d.) Gaussian measurement noise with covariance o2 [Rasmussen and Williams, 2006,
Chapter 2]. Additionally, we denote by

195130, =, min gl

kKo S kf ko

st. glx)=w;,i=1,...,N,
-1
=y’ (K{:N,I:N + UszfN,l:N) Yy (6)
the RKHS norm of the minimum-norm interpolant in the RKHS #; s, ;- defined for the sum of
kernels k/ + k° [Berlinet and Thomas-Agnan, 2004, Theorem 58]. Lastly,
2

. FU} '
B2 =T+ —5 —llgsll% ™

defines the maximum norm in the RKHS s - based on Assumption [T} reduced by the
minimum norm required to interpolate the data.

kf ko

The relaxed problem (@) admits the following closed-form analytical solution.
Lemma 1. Let Assumptions[I|and 2| hold. Then, the solution of Problem (@) is given by

F@ne1) = fAant1) + Bo/ Sh(@ns). ®)

Sketch of proof: First, following arguments from the Representer Theorem [Kimeldorf and Wahbal
1971} |Scholkopf et al.l 2001]], we show that the solution of Problem (Ef[) is finite-dimensional. Next,
two coordinate transformations are employed to reduce the number of free variables resulting from
the interpolation constraint (@b}, and to address the possible rank-deficiency of the kernel matrix
K { .N+1,1:N1 for the latent function at the test and training input locations. Finally, the problem is
reduced to an equivalent linear program with a norm-ball constraint that can be analytically solved.

Expressing the solution in terms of the original coordinates then leads to (8). The detailed proof can
be found in Appendix

This leads to the relaxed bound £ (2x41) < f(zn41) < f (2n41), valid for all o € (0, 00). Due
to the relaxation, the obtained upper and lower bounds are conservative with respect to the original
problems (2)) and (B)) — nevertheless, the optimal solutions of (2)), (3) can be retrieved for a suitable
choice of the noise parameter o, as shown in the following subsection.

3.2 Optimal solution

Our main result is formulated in the following theorem.
Theorem 1. Let Assumptions[I|and 2| hold. Then, the solution of Problem @) is given by

flani) = inf f(zng). ©))
o€(0,00)

Sketch of proof: Similarly to Lemmal[l] we first show that Problem (2) admits a finite-dimensional
representation. The latter is analyzed depending on which of the constraints and (2d) are active,
i.e., influence the optimal solution and have a corresponding strictly positive optimal Lagrange
multiplier M* A\w*_ This leads to three non-trivial scenarios: In Case 1, it holds that A/* > 0,
A¥* = () and the optimal solution of (2)) can be recovered by the relaxed problem for o* — oo, for
which the combined RKHS-norm constraint reduces to (2¢). In Case 2, A/* = 0, A\¥>* > 0 and
o* — 0 recovers the optimal solution, rendering the constraint equivalent to (2d). In Case 3, both
constraints are active and the optimal noise parameter is determined by o* = /Af* /Aw* € (0, 00),
i.e., the ratio of the optimal Lagrange multipliers. The set of active constraints at the optimal solution
can be determined by case distinction, based on the feasibility of the primal solutions under the
respective active-constraint set. Finally, it is shown that the optimal noise parameter o* in all three

*

cases minimizes (9). This is illustrated in Fig.[T} which depicts the optimal noise parameters Tfups Tinfs
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Figure 1: Ilustrative example for Theorem I} The optimal upper and lower bounds (solid black)
for the (unknown) latent function f** (dashed white) are determined by the relaxed bounds (shaded)
around the GP posterior mean (dotted black) for an optimal choice of noise parameter o, (upper

bound) and o7 ; (lower bound). The three upper plots show the relaxed upper and lower bounds,
77 and S for the values o = {10%,10°,10~2}, respectively. The two bottom colorbars indicate the
respective optimal values o, , and o7, ; for the upper and lower bound. The plotted relaxed upper
(lower) bounds equal the optimal upper (lower) bound for each test point where the color of the

shaded area matches the color indicated in the colorbar for the optimal value o, (07 ;).

for which the relaxed upper and lower bound, f* (2 41) and f7(xN41), correspond to the optimal
bounds, f(zn+1) and f(2n41), respectively. The detailed proof can be found in Appendix

Theorem [T| reduces the solution of the infinite-dimensional optimization problem @) to a scalar,
unconstrained optimization problem over the noise parameter o. As such, it is amenable for efficient
iterative optimization. Since running a fixed number of iterations of, e.g., gradient descent applied to
Problem (9) returns a valid, improved upper bound f 7 (zn+1), this allows for iterative refinement of
the uncertainty envelope. The solution thereby obtained can thus be easily integrated into existing
pipelines for downstream tasks, such as uncertainty quantification in streaming-data settings or
model-based reinforcement learning [Deisenroth and Rasmussen, [2011}; [Berkenkamp et al.l 2017
|Kamthe and Deisenroth, |2018|].

3.3 Special cases

For both cases with only one active constraint, the optimal bound can be determined directly in closed
form, without optimizing for the noise parameter o. In the following, we provide the respective
optimal solutions, as well as easy-to-evaluate expressions for determining the active constraint set.
Noteworthy, the analytic solutions recover known bounds in specific regression settings, highlighting
that the proposed bound is a generalization thereof; we detail these connections in Section[4.1]

Case 1 (0 — o0). When the value I'? is sufficiently permissive, constraint (2d) does not influence
the optimal solution of (2). This leads to the optimal latent function f* being chosen irrespective of
the training data, while the optimal noise function w* ensures consistency with the data (2Zb). The
optimal bound f(xx 1) is then given by the prior GP covariance inflated by the full available RKHS
norm I'f, recovering a classical kernel interpolation bound [Fasshauer and McCourt, 2015L Eq. (9.7)].




Proposition 1. Let Assumptions[I|and 2| hold. If
2

r
= K{:N,NH\/Kffi <T, (10)
NN gy o)

then the solution of (@) is given as

Jlanan) = lim F(@nn) = VKL Dy (1)

The feasibility condition (I0) verifies if the bound (2d) on the noise function’s RKHS norm allows
for it to interpolate the points w*(z;) = y; — f*(x;), i = 1,..., N, given the data-independent,
worst-case latent function f*(-) = kf (-, zn41) L

I
7 .
vV KN+1,N+1

Case 2 (0 — 0). For infinite-dimensional hypothesis spaces, a regularity constraint on the latent
function of the form is typically required to yield finite uncertainty bounds [Scharnhorst et al.|
2023, Remark 1]. Therefore, it is possible that merely constraint is active only in degenerate

cases — when the kernel matrix Klf:N+1,1:N+1 is singular, i.e., has rank » < N. The kernel matrix

can then be expressed as K{NH vt = Prn1 Py, where Py € RN+DXT denotes the
r-dimensional map of linearly independent features at the training and test input locations. This
results in the following closed-form optimal solution of (2).

Proposition 2. Let Assumptions |l| and [2| hold. Define P = (®] 5 (Ki"fN,l:N)il ®1.n)"" and
. w -1 )

0" = PO\ (Kiiy1.n) v Then, if

2

€2 - M P‘I’JTV-H 2 T w -1 12 2
10715 = 0 + ==y T2 =y T (Kiwaw)  y+ I3 | <1 2)
”(I)N-H”P 9
the solution of (2) is given as
_ Y -1
fayg) = lim f(zni1) = Pna0" + ‘I’LHHP\/F%U -y’ <K71”U:N,1:N> y+[10m]%-
(13)

Since the RKHS norm of the noise function is the limiting factor in this case, the optimal pair of
functions (f*,w*) generally shows the opposite behavior as in Case 1, utilizing the minimum RKHS
norm of the noise w* to interpolate the data in order to achieve a maximum value of the latent
function f* at the test point. The feasibility condition verifies that the RKHS norm of the optimal
latent function f* satisfies the bound (2¢).

Case 2 can happen in two scenarios: For finite-dimensional hypothesis spaces, i.e.,
7 ) =1[e1() ... ¢r(-)] 0" for some features ¢;(-), 7 = 1,...,r, the latent function f*(z 1)
generally does not have sufficient degrees of freedom to interpolate an arbitrary data set. As such,
the optimal bound f(xn41) in consists of two components, the value of the least-squares
estimator f*(xn41) = Py410*, as well as a term proportional to the maximum RKHS norm of
the noise I'z,, subtracted by y " (K{%y 1.5) "'y — [|0#]| p-1, the minimum RKHS norm required to
eliminate the offset between the least-squares estimator and the data. For infinite-dimensional hy-
pothesis spaces, the latent function f* can generally interpolate the offset between the optimal noise
function w* and the training data; however, neglecting the RKHS-norm constraint on f* only
leads to sensible estimates when the test point coincides with a training input location. In this case, the
feature vector &1 € RVHX" has rank N, which simplifies the general result in Proposition

Corollary 1. LetAssumptionsandhold. Suppose that K f: N 1.n IS invertible and xy 1 = x, € X,
Then, if
2

. w Ty
H9*||§ = y+K1:N7k7w SF?, (14)
ok (K{:N,I:N)71



the solution of @) is given as

flani) = lim F(@ni1) =y + /KT (15)

In this case, the optimal solution at a training input location 1 = z, € X is given by the corre-
sponding measurement y;, inflated by the maximum RKHS norm I',, of the noise function.

4 Related work and discussion

In this section, we discuss the obtained bounds also in view of known results from the literature. In
particular, in Section[4.T] we detail known bounds that are recovered as special cases of Theorem [I]
In Sections[4.2]and 3] we respectively compare Theorem [I| with deterministic bounds, obtained for
bounded noise sequences, and probabilistic bounds, for noise sequences with an assumed probability
distribution. Specifically, Section[#.3]encompasses a thorough numerical comparison of the bounds,
including an application on safe control that shows the effectiveness of the proposed bounds on a
downstream task.

4.1 Recovering existing bounds as particular cases

Linear regression under energy-bounded noise We first elucidate the connection between As-
sumption [TJon the deterministic noise function and energy-boundedness of the noise sequence. As
a straightforward consequence of the Representer Theorem [Wahbal, [1990; Scholkopf et al., 2001]],
for the presented results in this paper, the values of the noise function outside the training input
locations are irrelevant (see Appendix : there exists a noise-generating function w'" for the data
set D satisfying Assumption if and only if the minimum-norm interpolant w* of the (unknown)

noise realizations wx = [w(z1), ..., w(sL’N)]T satisfies the RKHS-norm bound [Jw*|3, , < T2,
where
0B = min [0l

st w(z) =w™ (), i=1,...,N,
w ~1
- U);g (KlzN,l:N) wx.

Therefore, instead of imposing a maximum RKHS norm on w'", one could equivalently assume a
bounded RKHS norm for the minimum-norm interpolant generating the data set. For the Dirac noise
kernel k¥ (z,z") = §(x — '), since K{ 1.5 = In, the bounded-RKHS-norm assumption on the
noise function implies bounded energy of the noise sequence, i.e.,

N
[ G = D w (2:)* < T
i=1

The assumption of bounded energy for the data set has been employed by [Fogel [[1979] to obtain
bounds for the latent function in the setting of linear regression, i.e., finite-dimensional hypothesis
spaces. Using the notation adopted in Section [3.3] the non-falsified parameter set is obtained as

6% — 6|5 < T% —y Ty + [10"]3, (16)

see [Fogell 1979, Eq. (3)]. Proposition[2] shows that the obtained bound recovers this known result
from set-membership estimation for finite-dimensional hypothesis spaces. In fact, for the Dirac noise
kernel, the worst-case realization of the unknown parameters is given by 6* in (12), for which (I6)
holds with equality. Note that the optimal bound in Theorem [I]does not only recover the bounds
by [Fogel| [1979] for the linear-regression case, but, moreover, provides bounds under the additional
complexity constraint [|6*[|3 < T7.

Noise-free kernel interpolation Building upon the kernel interpolation bound by Weinberger and
Golomb| [1959] (see [Wendland| 2004, p. 192], [Fasshauer and McCourt, 2015} Section 9.3]), under
Assumption I| the following bound can be derived, cf. [Maddalena et al., 2021} Proposition 1]:

[f@nin) = f@ne0)] < T3 = 1813, VS8 @n), (17)



where f/* is the minimum-norm interpolant in the RKHS H, (see (8)) and /%7 (y41) is commonly

referred to as the power function. The relaxed bound in Lemma|[T|generalizes this result: for noise-free
measurements, i.e., Ffu — 0, and in the limit for the noise parameter o — 0, (17)) is recovered exactly
by noting that the bound in Lemma[I]is symmetric around the estimate.

4.2 Comparison with existing deterministic bounds

Interpolation using sum-of-kernels For the Dirac noise kernel k% (z, 2') = d(x — «’), uncertainty
bounds have also been obtained by [Kanagawa et al.| |2025| Section 6.4] based on the minimum-norm
interpolant g € Hj.s | - using the sum of kernels £/ + k7. Utilizing the fact that, for all = ¢ X, the
GP posterior mean (5a) and covariance (5b) are equal to the interpolant g# and the corresponding
power function, respectively, a bound on the true data-generating function g € Hjr ;- has been
established by [Kanagawa et al.l 2025, Corollary 6.8]. However, the bound does not take into account
the actual value of the measurements {g(z;) = y; }Y,, but rather the worst-case realization thereof,
rendering it conservative. Additionally, the bound is only valid for the data-generating process g and
does not provide bounds for the latent function.

Point-wise bounded noise As energy-boundedness is a weaker assumption than point-wise bound-
edness of the noise, Theorem I|can also be applied in the setting of point-wise bounded noise, see
Section In this setting, [Maddalena et al., 2021} |Reed et al., 2025] provide closed-form, yet con-
servative, bounds for the latent function under an RKHS-norm constraint on the latter. The bounds are
improved upon by Scharnhorst et al.|[2023]], which provides optimal point-wise bounds for the latent
function. As the bounded-energy and pointwise-boundedness assumptions are equivalent for N = 1
data points, so are the bounds by [Scharnhorst et al.| [2023]] and Theorem I]in this case. For larger
data sets, under the point-wise-boundedness assumption, the optimal bounds by [Scharnhorst et al.
[2023]) are tighter than the optimal bounds in Theorem|[T] obtained under the weaker bounded-energy
assumption. Still, their computation relies on solving a constrained convex program, cf. [Scharnhorst
et al.,2023| Eq. (6)], whose number of optimization variables is proportional to the number of training
data points N. Additionally. this optimization problem has to be solved to optimality in order to
obtain valid bounds for the latent function, while optimization over the noise parameter o in ()
returns a valid upper bound for all o € (0, 00).

4.3 Comparison with existing probabilistic bounds

High-probability bounds for Gaussian-process regression are derived in [Srinivas et al., 2012} |Abbasi+
Yadkoril [2013}; |[Fiedler et al., 2021; Molodchyk et al., 2025]], which are generally of the form

Pr [|7(x) — f2(2)] < Bor/Sh(x) Ve € X} >p.

Compared to Theorem these bounds hold with a user-chosen probability p € (0, 1), use a fixed con-
stant o > 0, but otherwise have the same structure and the same assumption on the latent function f*
in terms of a known bound on its RKHS norm. However, while the proposed analysis considers
energy-bounded noise, ||w*'[3, , < I'z, (Assumption [1), these results apply to (conditionally) in-
dependent sub-Gaussian noise [Srinivas et al., 2012; |Abbasi-Yadkori, 2013 |[Fiedler et al., [2021]].
This is a strongelﬂ requirement as it does not allow for biased or correlated noise, which can be
difficult to ensure in real-world experiments. Nonetheless, both the proposed bound and existing
high-probability bounds can be applied in case of independent, zero-mean and bounded noise; in the
following, we numerically investigate the conservativeness of the bounds in this settin

Numerical comparison In this experiment, the size of the uncertainty regions is compared. Using a
squared-exponential kernel k7 (z,z") = exp(—||z — 2'||?/¢?), £ = 1, for the latent function, as well
as a Dirac noise kernel £ (x,2’) = 6(xz — ) on the domain X = [0, 4], random latent functions

ITo be precise, if the noise is sub-Gaussian, we can derive an energy bound I'Z, such that w'" satisfies
Assumption 1| with the kernel k" (z, ') = §(z — x’) and a desired probability p € (0,1). However, the
converse is not true as energy-bounded noise may be correlated and biased.

>The code to reproduce the experiments is publicly available at https://gitlab.ethz.ch/ics/
bounded-energy-rkhs-bounds and athttps://doi.org/10.3929/ethz-c-000785083,


https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds
https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds
https://doi.org/10.3929/ethz-c-000785083
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Figure 2: Numerical comparison of area of uncertainty region for increasing number of data points [V
with {5%, 95% }-percentiles shown in shade.

are generated with || f“"||§_lkf = F} = 1. Training data are sampled based on measurement noise

following a zero-mean truncated Gaussian distribution with standard deviation and bounded absolute
value equal to € = 0.01, which is R-sub-Gaussian for R = e. The corresponding noise-energy bound
is derived as I'2, = Ne2. We compare the proposed bound (Theorem |1), which is optimal given
only the information ||w"[|3, , <T%, the relaxed bound (Lemma 1) with o = ¢, and a standard
high-probability error bound [[Abbasi-Yadkoril 2013]], cf. [Fiedler et al., 2024} Eq. (7)], which uses
only sub-Gaussianity of the noise and provides a valid bound with probability p = 0.99, similar
to [Srinivas et al., 2012} [Fiedler et al., 2021]]. Optimality of the numerical solution to (9)) is guaranteed
by solving a convex reformulation of (2)) (see Appendix[A) using CVXPY [Diamond and Boyd 2016}
Agrawal et al., 2018]. Figure |2 compares the area of the uncertainty region for N = 1,...,10°
randomly sampled training points, averaged over 10% runs for randomly sampled latent functions f*'.
In the low-data regime, the proposed optimal and relaxed bounds, leveraging energy-boundedness of
the noise, are significantly less conservative. However, as multiple similar data points may provide
no additional information without probabilistic information, they do not significantly improve after
a certain number of data points /N. In contrast, the probabilistic bound leverages independence,
asymptotically attaining smaller uncertainty bounds with increasing data. However, it should be
noted that these probabilistic bounds are only valid if indeed the noise is (conditionally) independent
and zero-mean; otherwise, these shrinking confidence intervals would be misleading.

Safe control for uncertain nonlinear systems Lastly, we demonstrate the application of the
proposed bounds to the downstream task of safe control. Consider the uncertain (for simplicity scalar)
nonlinear dynamical system

w(k+1) = o (@(k), u(k)) + f* (z(k), u(k)), (18)

with known dynamics f¥"°"" and unknown residual dynamics f*. Given the current state
z(k) € R of the system at time k € N, the goal is to find an optimal control input
u(k) € R that minimizes a user-defined cost function c(z(k), u(k)), subject to a safety-critical
constraint, f*1oV2(z(k), u(k)) + ¥ (x(k),u(k)) > (1 — v)z(k) — similar to a control barrier func-
tion [Agrawal and Sreenathl 2017} [Ames et al., 2019; Jagtap et al.| 2020]. The uncertainty in the
system dynamics is handled by leveraging the proposed (the probabilistic) bound to enforce robust
constraint satisfaction for all functions in the uncertainty set, containing the unknown function f*
(with probability p). Importantly, this makes tight uncertainty bounds desirable, since they generally
lead to lower costs and a larger feasible region, where safety of the control input can be guaranteed.

We compare the bounds for the following example setup: fX"°""(x, u) = 0.5z +u — 1, f¥ (2, u) =
exp(—2?) sin(10z), c(z,u) = (F (2, u) + f4(r,u))? + u?, kI, k* as above with £ = v/2/20.
For the proposed bound, the optimization problem is formulated using the relaxed bound in Eq. (§),
optimizing o € (0, 00) and u(k) € [—2, 2] simultaneously; for the probabilistic bounds, o = € is
fixed with the same noise assumptions as in Section see Appendix D] for implementation details.
Additionally, we implement the proposed bound using only the nearest 10 training points to construct
the uncertainty bounds. Fig.|3[shows the success rate in terms of the share of feasible problems for an
increasing amount of training data on a grid of 500 test points in the domain z(k) € [—2, 2], repeated
20 times with random noise realizations. Due to the smaller uncertainty bounds, the proposed bound
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using the full data set achieves the highest success rate, albeit at a high computational cost. In contrast,
using the probabilistic bounds and the subset-of-data variant of the proposed bounds leads to similar
success rates, with the latter exhibiting significantly lower computation times due to its independence
of the number of training points. Note that utilizing the probabilistic bounds with test-point-dependent
subsets of data would generally deteriorate the probability p of their joint validity for all test points,
compromising the controller’s safety guarantees.

4.4 Limitations

The obtained bounds suffer from common criticalities and limitations of kernel-based learning, which
are (a) dealing with kernel mis-specification and (b) knowing valid RKHS-norm bounds. Both
issues are typically addressed empirically, (a) by hyper-parameter tuning via cross-validation or
maximume-likelihood estimation ([Wahba, |1990], [Rasmussen and Williams| 2006, Section 5.4],
[Karvonen et al.,[2020]) and (b) by estimating the bound value from data [[Csdji and Horvath} 2022
Tokmak et al.l [2024]]. While a rigorous investigation of (a) is beyond the scope of this paper, we
note that mis-specification of &/ may also be compensated by an inflated RKHS-norm bound I',.
Regarding (b), for the latent function, this is a common assumption in the literature on kernel-based
uncertainty bounds; for the noise function, we discuss in Section how it generalizes the common
setting of energy-bounded noise. Under-estimation in the RKHS-norm bounds could be detected
by checking feasibility of the optimization problem. Conversely, we point out that considering
conservative values of I'y and I, merely results in a sublinear inflation of the computed uncertainty
envelope, cf. Eq. (7). Nevertheless, further research will be devoted to rigorously assessing the
robustness of the obtained bounds with respect to possible mis-specifications in (a) and (b).

5 Conclusions

The main contribution of this paper is an optimization-based, distribution-free bound for kernel-based
estimates that is tight, even in the non-asymptotic, low-data regime, and that can handle correlated and
biased noise sequences. The proposed bound generalizes known results from kernel interpolation in
the noise-free setting and from linear regression under energy-bounded noise. In the case of bounded
sub-Gaussian noise, the numerical results highlight the competitiveness of the bound with existing
probabilistic bounds in terms of its conservatism, and showcase its high potential for safe control as a
downstream task. Moreover, the experiments highlight how the deterministic nature of the proposed
bound enables the rigorous certification of subset-of-data selection or mixture-of-experts strategies
to handle large data sets. Future work may investigate the effectiveness of the proposed bound for
further downstream tasks, such as Bayesian optimization or model-based reinforcement learning.

10



Acknowledgments and Disclosure of Funding

This work was supported by the European Union’s Horizon 2020 research and innovation programme,
Marie Sktodowska-Curie grant agreement No. 953348, ELO-X. The authors thank the anonymous
reviewers for their constructive comments. AL thanks Philipp Hennig, Motonobu Kanagawa and
Manish Prajapat for helpful discussions.

References

Y. Abbasi-Yadkori. Online Learning for Linearly Parametrized Control Problems. PhD thesis,
University of Alberta, 2013.

A. Agrawal and K. Sreenath. Discrete Control Barrier Functions for Safety-Critical Control of
Discrete Systems with Application to Bipedal Robot Navigation. In Robotics: Science and
Systems XIII. Robotics: Science and Systems Foundation, 2017. ISBN 978-0-9923747-3-0. doi:
10.15607/RSS.2017.X111.073.

A. Agrawal, R. Verschueren, S. Diamond, and S. Boyd. A rewriting system for convex optimization
problems. Journal of Control and Decision, 5(1), 2018.

A.D. Ames, S. Coogan, M. Egerstedt, G. Notomista, K. Sreenath, and P. Tabuada. Control barrier
functions: Theory and applications. In Proc. 18th European control conference (ECC), pages
3420-3431. Ieee, 2019.

J. A. E. Andersson, J. Gillis, G. Horn, J. B. Rawlings, and M. Diehl. CasADi: A software framework
for nonlinear optimization and optimal control. Mathematical Programming Computation, 11(1),
2019. doi: 10.1007/s12532-018-0139-4.

N. Aronszajn. Theory of reproducing kernels. Transactions of the American Mathemat-
ical Society, 68, 1950. URL https://www.ams.org/journals/tran/1950-068-03/
S0002-9947-1950-0051437-7/5S0002-9947-1950-0051437-7 . pdf.

G. Baggio, A. Care, A. Scampicchio, and G. Pillonetto. Bayesian frequentist bounds for machine
learning and system identification. Automatica, 146, 2022. doi: 10.1016/j.automatica.2022.110599.

F. Berkenkamp, M. Turchetta, A. P. Schoellig, and A. Krause. Safe Model-based Reinforcement
Learning with Stability Guarantees. In NIPS’17: Proceedings of the 31st International Conference
on Neural Information Processing Systems,2017. URL http://arxiv.org/abs/1705.08551.

F. Berkenkamp, A. Krause, and A. P. Schoellig. Bayesian optimization with safety constraints: Safe
and automatic parameter tuning in robotics. Machine Learning, 112(10), 2023. doi: 10.1007/
$10994-021-06019-1.

A. Berlinet and C. Thomas-Agnan. Reproducing Kernel Hilbert Spaces in Probability and Statistics.
Springer US, Boston, MA, 2004. ISBN 978-1-4613-4792-7 978-1-4419-9096-9. doi: 10.1007/
978-1-4419-9096-9.

E. Burnaev and V. Vovk. Efficiency of conformalized ridge regression. In Proceedings of The 27th
Conference on Learning Theory. PMLR, 2014. URL https://proceedings.mlr.press/v35/
burnaevi4.htmll

K. Chua, R. Calandra, R. McAllister, and S. Levine. Deep Reinforcement Learning in a Handful of Tri-
als using Probabilistic Dynamics Models. In Advances in Neural Information Processing Systems,
volume 31. Curran Associates, Inc., 2018. URL https://proceedings.neurips.cc/paper_
files/paper/2018/hash/3de568£8597b94bda53149c7d7£5958c-Abstract.html,

B. C. Cs4ji and B. Horvéth. Nonparametric, Nonasymptotic Confidence Bands With Paley-Wiener
Kernels for Band-Limited Functions. IEEE Control Systems Letters, 6, 2022. doi: 10.1109/LCSYS.
2022.3185143.

F. Cucker and S. Smale. On the mathematical foundations of learning. Bulletin of the American
Mathematical Society, 39, 2002.

11


https://www.ams.org/journals/tran/1950-068-03/S0002-9947-1950-0051437-7/S0002-9947-1950-0051437-7.pdf
https://www.ams.org/journals/tran/1950-068-03/S0002-9947-1950-0051437-7/S0002-9947-1950-0051437-7.pdf
http://arxiv.org/abs/1705.08551
https://proceedings.mlr.press/v35/burnaev14.html
https://proceedings.mlr.press/v35/burnaev14.html
https://proceedings.neurips.cc/paper_files/paper/2018/hash/3de568f8597b94bda53149c7d7f5958c-Abstract.html
https://proceedings.neurips.cc/paper_files/paper/2018/hash/3de568f8597b94bda53149c7d7f5958c-Abstract.html

F. Cucker and D. X. Zhou. Learning Theory: An Approximation Theory Viewpoint. Cambridge
Monographs on Applied and Computational Mathematics. Cambridge University Press, 2007. doi:
10.1017/CB0O9780511618796.

M. Deisenroth and C. E. Rasmussen. PILCO: A model-based and data-efficient approach to policy
search. In Proceedings of the 28th International Conference on Machine Learning (ICML-11),
2011.

S. Diamond and S. Boyd. CVXPY: A Python-embedded modeling language for convex optimization.
Journal of Machine Learning Research, 17(83), 2016.

G. E. Fasshauer and M. McCourt. Kernel-Based Approximation Methods Using MATLAB, vol-
ume 19 of Interdisciplinary Mathematical Sciences. World Scientific, 2015. URL https:
//worldscientific.com/doi/epdf/10.1142/9335,

C. Fiedler, C. W. Scherer, and S. Trimpe. Practical and Rigorous Uncertainty Bounds for Gaussian
Process Regression. Proceedings of the AAAI Conference on Artificial Intelligence, 35(8), 2021.
doi: 10.1609/aaai.v35i8.16912.

C. Fiedler, J. Menn, L. Kreiskother, and S. Trimpe. On Safety in Safe Bayesian Optimization. arXiv
403.12948, 2024. doi: 10.48550/arXiv.2403.12948.

E. Fogel. System identification via membership set constraints with energy constrained noise. /EEE
Transactions on Automatic Control, 24(5), 1979. doi: 10.1109/TAC.1979.1102164.

W. Gilks, Richardson, Sylvia, and Spiegelhalter, Daniel. Markov Chain Monte Carlo in Practice.
Chapman and Hall/CRC, New York, 1995. ISBN 978-0-429-17023-2. doi: 10.1201/b14835.

Z.-C. Guo and D.-X. Zhou. Concentration estimates for learning with unbounded sampling. Advances
in Computational Mathematics, 38(1), 2013. doi: 10.1007/s10444-011-9238-8.

P. Jagtap, G. J. Pappas, and M. Zamani. Control Barrier Functions for Unknown Nonlinear Systems
using Gaussian Processes. In 2020 59th IEEE Conference on Decision and Control (CDC), 2020.
doi: 10.1109/CDC42340.2020.9303847.

S. Kamthe and M. Deisenroth. Data-Efficient Reinforcement Learning with Probabilistic Model
Predictive Control. In Proceedings of the Twenty-First International Conference on Artificial Intelli-
gence and Statistics. PMLR, 2018. URL https://proceedings.mlr.press/v84/kamthel8a,
html.

M. Kanagawa, P. Hennig, D. Sejdinovic, and B. K. Sriperumbudur. Gaussian Processes and Repro-
ducing Kernels: Connections and Equivalences, 2025.

T. Karvonen, G. Wynne, F. Tronarp, C. Oates, and S. Séarkkd. Maximum Likelihood Estimation
and Uncertainty Quantification for Gaussian Process Approximation of Deterministic Functions.
SIAM/ASA Journal on Uncertainty Quantification, 8(3), 2020. doi: 10.1137/20M1315968.

G. Kimeldorf and G. Wahba. Some results on Tchebycheffian spline functions. Journal of Mathemat-
ical Analysis and Applications, 33(1), 1971. doi: 10.1016/0022-247X(71)90184-3.

M. Kuss and C. Rasmussen. Gaussian Processes in Reinforcement Learning. In Advances in Neural
Information Processing Systems, volume 16. MIT Press, 2003. URL https://papers.nips|
cc/paper_files/paper/2003/hash/7993e11204b215b27694b6f 139e34ce8-Abstract.
html.

G. Lecué and S. Mendelson. Regularization and the small-ball method II: Complexity dependent
error rates. Journal of Machine Learning Research, 18(146), 2017. URL http://jmlr.org/
papers/v18/16-422 . html.

A. Lederer, J. Umlauft, and S. Hirche. Uniform Error Bounds for Gaussian Process Regression with
Application to Safe Control. In Advances in Neural Information Processing Systems, volume 32.
Curran Associates, Inc., 2019. URL https://proceedings.neurips.cc/paper/2019/hash/
fe73f687e5bc5280214e0486b273a5f9-Abstract.htmll

12


https://worldscientific.com/doi/epdf/10.1142/9335
https://worldscientific.com/doi/epdf/10.1142/9335
https://proceedings.mlr.press/v84/kamthe18a.html
https://proceedings.mlr.press/v84/kamthe18a.html
https://papers.nips.cc/paper_files/paper/2003/hash/7993e11204b215b27694b6f139e34ce8-Abstract.html
https://papers.nips.cc/paper_files/paper/2003/hash/7993e11204b215b27694b6f139e34ce8-Abstract.html
https://papers.nips.cc/paper_files/paper/2003/hash/7993e11204b215b27694b6f139e34ce8-Abstract.html
http://jmlr.org/papers/v18/16-422.html
http://jmlr.org/papers/v18/16-422.html
https://proceedings.neurips.cc/paper/2019/hash/fe73f687e5bc5280214e0486b273a5f9-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/fe73f687e5bc5280214e0486b273a5f9-Abstract.html

E. T. Maddalena, P. Scharnhorst, and C. N. Jones. Deterministic error bounds for kernel-based learning
techniques under bounded noise. Automatica, 134, 2021. doi: 10.1016/j.automatica.2021.109896.

O. Molodchyk, J. Teutsch, and T. Faulwasser. Towards safe Bayesian optimization with Wiener
kernel regression. ArXiv.2411.02253, 2025. doi: 10.48550/arXiv.2411.02253.

S. Miiller and R. Schaback. A Newton basis for Kernel spaces. Journal of Approximation Theory,
161(2), 2009. doi: 10.1016/].jat.2008.10.014.

M. Pazouki and R. Schaback. Bases for kernel-based spaces. Journal of Computational and Applied
Mathematics, 236(4), 2011. doi: 10.1016/j.cam.2011.05.021.

C. E. Rasmussen and C. K. I. Williams. Gaussian Processes for Machine Learning. Adaptive
Computation and Machine Learning. MIT Press, Cambridge, 2006. ISBN 978-0-262-18253-9.

R. Reed, L. Laurenti, and M. Lahijanian. Error Bounds for Gaussian Process Regression Under
Bounded Support Noise with Applications to Safety Certification. Proceedings of the AAAI
Conference on Artificial Intelligence, 39(19), 2025. doi: 10.1609/aaai.v39i119.34220.

P. Scharnhorst, E. T. Maddalena, Y. Jiang, and C. N. Jones. Robust Uncertainty Bounds in Reproduc-
ing Kernel Hilbert Spaces: A Convex Optimization Approach. IEEE Transactions on Automatic
Control, 68(5), 2023. doi: 10.1109/TAC.2022.3227907.

B. Scholkopf and A. J. Smola. Learning with Kernels: Support Vector Machines, Regularization,
Optimization, and Beyond. MIT Press, Cambridge, MA, USA, 2001. ISBN 0-262-19475-9.

B. Scholkopf, R. Herbrich, and A. J. Smola. A Generalized Representer Theorem. In Computational
Learning Theory, volume 2111. Springer Berlin Heidelberg, Berlin, Heidelberg, 2001. ISBN
978-3-540-42343-0 978-3-540-44581-4. doi: 10.1007/3-540-44581-1_27.

S. R. Searle and A. I. Khuri. Matrix Algebra Useful for Statistics. John Wiley & Sons, 2017. ISBN
978-1-118-93516-3.

J. Shawe-Taylor and N. Cristianini. Kernel Methods for Pattern Analysis. Cambridge University
Press, Cambridge, 2004. ISBN 978-0-521-81397-6. doi: 10.1017/CB0O9780511809682.

N. Srinivas, A. Krause, S. M. Kakade, and M. W. Seeger. Information-Theoretic Regret Bounds for
Gaussian Process Optimization in the Bandit Setting. IEEE Transactions on Information Theory,
58(5), 2012. doi: 10.1109/TIT.2011.2182033.

I. Steinwart and A. Christmann. Support Vector Machines. Springer Publishing Company, Incorpo-
rated, 1st edition, 2008. ISBN 0-387-77241-3.

Y. Sui, V. Zhuang, J. Burdick, and Y. Yue. Stagewise Safe Bayesian Optimization with Gaussian
Processes. In Proceedings of the 35th International Conference on Machine Learning. PMLR,
2018. URL https://proceedings.mlr.press/v80/suil8a.htmll

J. A. K. Suykens, T. V. Gestel, J. D. Brabanter, B. D. Moor, and J. Vandewalle. Least Squares Support
Vector Machines. World Scientific, Singapore, 2002.

A. Tokmak, T. B. Schon, and D. Baumann. PACSBO: Probably approximately correct safe Bayesian
optimization. In Symposium on Systems Theory in Data and Optimization, 2024. doi: 10.48550/
arXiv.2409.01163.

A. Wichter and L. T. Biegler. On the implementation of an interior-point filter line-search algorithm
for large-scale nonlinear programming. Mathematical Programming, 106(1), 2006. doi: 10.1007/
s10107-004-0559-y.

G. Wahba. Spline Models for Observational Data. SIAM, 1990. ISBN 978-0-89871-244-5.

HE. Weinberger and M. Golomb. Optimal approximation and error bounds. On Numerical Approxi-

mation, Univ, of Wisconsin Press,(RE Langer ed.), Madison, 1959.

13


https://proceedings.mlr.press/v80/sui18a.html

H. Wendland. Scattered Data Approximation. Cambridge Monographs on Applied and Computational
Mathematics. Cambridge University Press, Cambridge, 2004. ISBN 978-0-521-84335-5. doi:
10.1017/CB0O9780511617539.

I. Ziemann and S. Tu. Learning with little mixing. In Advances in Neural Information Processing
Systems, volume 35. Curran Associates, Inc., 2024. doi: 10.48550/arXiv.2206.08269.

14



Technical Appendix

The following sections contain the proofs of the mathematical claims made in the paper, as well as
implementation details for the numerical examples. Specifically, Appendix[A]collects ancillary results,
showing that the original infinite-dimensional problems yielding the upper- and lower bounds admit
a finite-dimensional representation, which is the first step in computing their analytical solutions;
additionally, it also presents two coordinate transformations that are useful for the following results.
Appendix [B| provides the proof of Lemma|[I] Appendix [C]contains the proof of Theorem [T} together
with those for the special cases presented in Propositions|Ifand[2]and Corollary[I] Finally, Appendix[D|
provides further implementation details for the numerical example on “Safe control for uncertain
nonlinear systems” in Section [4.3]
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A Finite-dimensional representation of optimization problems

In this Section we first prove that optimization problems (Z) and (@) admit a finite-dimensional

representation (Lemma[A.T|and Lemma[A.2]in Appendix [A.I). Next, in Appendix we present
two coordinate transformations that will be deployed in the remaining sections.

A.1 Representer Theorems

By using standard ideas from the representer theorem Kimeldort and Wahba [[1971]]; |Scholkopf et al.
[2001]] and [Scharnhorst et al.} 2023 Appendix C.1], it can be established that the maximizer of (2) is
finite-dimensional.

Lemma A.1. A global maximizer of Problem (@) is given by

N+1 i N
PO =Y Kw)al ey, w() =Dk m)al € Hyw. (A1)
=1 =1

Furthermore, Problem QD] is equivalent to the following finite-dimensional problem
with ¢ = K{y . ya" € R

Flryi1) = sup Ky 1vie! (A.2a)
a’l eR s
cweRN

s.t. K{:N,1:N+1af +c¥ =y, (A.2b)
(af>TK{;N+1,1:N+10‘f -rj <o, (A.2¢)

1 -1 w
= (") Ky 1) 'e” =T2) <0. (A.2d)
Proof. LetX = {x1,...,zy} be the set of training input locations and X, = X U {241}, the same

set augmented with the test point. We denote by H}lf ={f € Hy : fespan(kf (-, z;),r; € X;)}
the span of kernel functions evaluated at the training and test input locations, as well as by ’Hlﬂjf its
orthogonal complement, i.e., H;; = {f+ € Hys : (f+, fH>ka =0forall fl € ’Hlf} Hence, any
function f € H,s can be written as f = fIl + f1, where fll € Hllf and f* € H;5. Note that the
cost of the optimization problem is f(zn+1) = (f, k(¥n+1,-))#, ,» Which is insensitive to the orthog-
onal part f+. Regarding the constraints, note that all functions f+ € ’Hi'f do not affect the equality
constraint (Zb) while tightening the inequality constraints (2c); hence, it is optimal to set f+ = 0.
By the same arguments, it is optimal to set w' = 0. where the orthogonal complement is defined
with respect to the finite-dimensional subspace #Hl, = {w € Hypw : w € span(k™ (-, x;),x; € X)},
which excludes k% (-, 41) as the cost is insensitive to w(z 1), the value of the noise function at
the test point. Hence, it follows that for all functions f € Hs and w € Hyw, the respective orthogo-

nal parts f+ € 'H,i‘f and wt € 'H,J; can be set to zero without affecting feasibility or optimality of
the candidate function.

Next, we show that the supremum is actually attained, i.e., that the optimizers f* and

w* are elements of the respective finite-dimensional subspaces HL‘f and ’H”w. First,

we note that the norm constraints (2¢) and (2d) define closed and bounded sets in
the metric spaces H,s and Hpw, respectively. By the Cauchy-Schwartz inequality, the
norm constraints (2¢) and @d) imply bounds on the pointwise evaluation of f and

w: |f (i) = (f, 6 (@i, N, < K (@i, e, 1 fllae, , < €fTy. where ¢p = sup, o /b (2, 7).
Similarly, it holds that |w(z;)| = (w, k* (s, Ve < 1KY (@i, )l1pw | W]Hw < cwlw, Where
Cw = SUp,cx \/ k¥ (x,x). Note that c,,,cy < oo holds by Assumption [I} Jointly with the data
interpolation constraint (Zb), this defines closed and bounded sets

D = {(f@) (@) | £ € Hlpw e Ml flag) +w(ws) =y |f@)] < ey ()] < el )

inR?, foralli = 1,..., N. As the evaluation functionals E (f) = f(z;) = (f, k' (z;, ), and
EY (w) = w(x;) = (f, k" (2, ))#,. corresponding to the RKHSs Hj,s and Hw , respectively, are
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linear and continuous, the pre-image of D;, pre(D;) = {(f,w) | (f(x;), w(x;)) € D;}, is closed
in ’Hlf X ’H“w, for alli = 1,..., N. Furthermore, the intersection of pre(D;),i = 1,..., N and
the bounded norm constraints and (2d) is closed and also bounded in ’HQ ;X 1), ie., the
feasible set of Problem (2)) is closed and bounded. Since 7—[}1 ;and H llw are finite-dimensional, by the
Heine-Borel theorem, the feasible set is compact; the value of the continuous objective f(zn11) =
(f,kf (N1, *))a,, is thus attained by the Weierstrass extreme value theorem.

The finite-dimensional formulation (A-3) follows directly from inserting the finite-dimensional
representations of f* € H}lf and w* € ”Hllw in (2) and defining ¢ = K1/ ;. ya". O

Similarly, we now prove that the relaxed infinite-dimensional problem (@) admits a finite-dimensional
representation.

Lemma A.2. A global maximizer of Problem (@) is given by (A.1), and the resulting finite-dimensional
problem can be written as

—0
[ (any1) = fSUIIfV’+1 Klf\7+1,1:N+1af (A.3a)
a’ eR s
cveRN

st. K{yiyaol +¢ =y, (A.3b)

FQ

2 w (|2 2 Tw
et ||K1f:N+1,1:N+1 + e ||(02K{L:’N=1:N)*1 <TI'f+ ol (A.3¢)

Proof. Analogous to Lemma it holds that setting f = 0 retains optimality of any candidate
function f € Hy,, with f = fl + f+. Similarly for the noise, it holds that w" = 0. Attainment
of the supremum is also established along the lines of Lemma[A.T] noting that the sum of norm-
constraints defines a closed and bounded set in ’HL‘ ;X 'Hﬂw Finally, the finite-dimensional
optimization problem follows from replacing f, w with their finite-dimensional expressions (A.TI). [

A.2 Coordinate transformations

We now present two transformations that will allow us to simplify the finite-dimensional represen-
tations (A.2) and (A.3). The first one will be used to deal with the possible rank-deficiency of the
kernel matrix, the second one, to decompose the hypothesis space into orthogonal features. A subset
of the corresponding weights will be fully determined by the training data, while the remaining ones
will be adversarially chosen to obtain the worst-case value of the latent function at the test point. We
point the interested reader to|Miiller and Schaback] [2009]]; [Pazouki and Schaback! [2011] for details
on similar basis transformations for kernel spaces.

Eliminating the null space of the kernel matrix

For degenerate kernel functions, i.e., finite-dimensional hypothesis spaces, as well as in the case
when the test point coincides with a training data point, the kernel matrix K { .N+1,1:N+1 associated
with the latent function f can be singular. To handle the rank-deficiency, let us denote the rank of
the matrix K 1f N+1,1:N+1 DY 7, which satisfies 7 < N + 1 by definition. To eliminate redundant

variables, we employ a singular value decomposition (SVD) of K 1f NA+1LLN+1:

j2¢i _ K{:N,l:N K{:N,N—H —vsyT (Ad)
AL K1<f+1,1:N KJ]:H—LN-H a '
_ Vii Via| |Sr 0O VH Vﬂ AS)
Vor Vao| |0 O] |V} V) .

Thereby we have partitioned the rows of the orthonormal matrix V, with VV T = I, according to
the separation of K 1f N-41.1:N41 into evaluations at the training points and the test point. Note that

if K 1f N+1,1:N+1 has full rank, i.e., 7 = N + 1, then the diagonal and positive-definite matrix .S,
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containing the non-zero singular values of K { N+1.1:N+1- 18 €qual to the matrix S containing all
singular values, S = S,.; and the the matrices V15, Voo are void in this case. The first r vectors in V'
form a basis for the image of K 1f Ni1.1:n+1° A coordinate transformation

o] _[Vih W] r f_ Vi1 Vig| |us
[”2] B [Vlg Voh “ < T Vo Vag| |vg (A.6)

1% . . .
reveals that K f NA11:N +1af = [VH] Srv1. Hence, neither the optimal cost nor the constraints
YT 21

of (A1) and (A-3)) depend on vy, implying that there exists an optimal solution which satisfies vy = 0.

To simplify notation, we denote by

_ | Punv | _ | Vir| 172
q)l:N+1 - |:<DN+1:| - |:V21:| S’r‘ (A7)

the feature matrix associated with the kernel matrix
f _ T
Kini11i:v41 = Punv+1Prnvgg (A.8)
Defining as 6 = s / vy € R” the corresponding weight vector, it holds that

K{:N+1,1:N+1O‘f = ®1.n410. (A.9)

Eliminating the subspace determined by training data

Interpolation of the training data by the latent function and noise process uniquely determines the
components of the optimal solution in an N-dimensional subspace, while the remaining orthogonal
components are not affected by this constraint. We find this subspace by applying a QR decomposition

Dy Qu Q2| |R
: = A.10
|:(O-R11U:N,1:N)T Q21 Q22| |0}’ ( )
|
=Q
where Q € RIN+7)X(N+7) i an orthonormal matrix, R € RN * is upper-triangular, and
U2KffN,1:N = UR?N,I:N(UR?}:NJ:N)T (A.11)

is the (upper-triangular) Cholesky decomposition of the noise covariance matrix or, equivalently,

w — w w -1 w — w —
(02K1:N) t= (JRlzN,l:N(aRlzN,lzN)T) :(URl:N,lzN) T(URI:N,l:N) ! (A.12)

is the standard (lower-triangular) Cholesky decomposition of the inverse noise covariance matrix. We
use the orthogonal matrix () from the QR decomposition to define a coordinate transformation

Q11 Q2| |61 I, 0 0
= w _ , A.13
{Qm Q22| 02 0 (oR{N1N) "] |Cw A1
with 6; € RN, 6, € R", which allows compute the components of the solution determined by the
training data. For clarity, we emphasize that the partitioning of the matrices in Eq. (A.13)) on the left-

and right-hand side is different: the first line on the left-hand side contains N rows, the first line on
the right-hand side, r rows.
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B Proof of Lemmal(ll

Starting from the finite-dimensional formulation of the relaxed problem (@) as given in (A23)), we first
apply the two coordinate transformations presented in Appendix [A.2] (Appendix [B-I). This allows us
to obtain a simplified problem formulation — a linear program with a single norm-ball constraint —
that can be solved directly (Appendix [B.2). Finally, we also present the result for the lower bound

(Appendix [B23).
B.1 Preliminary coordinate transformation

Using the SVD of the kernel matrix (A.3)) as well as the coordinate transformation (A.13), the data

equation (A:3b) reads

y@ ®1:N9+Cw7

w IN 0 0
= [‘131:N 0R1;N,1:N] [0 (UREU:N,LN)I} Lw] ,
EI 7 Q1 Q2T1] [IN 0 } [9]
— IR O][ 12 Q| |0 (‘7R7fJ:N,1;N)71 Cw
ED gy, (B.1)

This leads to 6" = R~ "y being fully determined by the data, leaving only §, € R” to be optimized.
The RKHS-norm constraint (A.3c)) is reformulated as

2

INT 5o f f w\T /21w —1 v B3,EY Iy 0 0
(@) Kingnvpe +(c”) (0" Ky in) c = H { 0 (oRYy ) ew ,
BL15,12 + (162113 (B.2)
where we have used that () is orthogonal, i.e., 3 = ||z||3 for all z € R™*¥ . Finally, in the new
coordinates, the cost is expressed as

K]J:;HJ;NOJ &2 Dy 10 &D Pn1+1(Q1101 + Q1202). (B.3)

Problem (A.3) is thus equivalently reformulated as follows:
Flani) = sup  Bn11Qiads + Pny1Q118}7 (B.4a)

S2€R"
F2

st [|02]l3 <T3F +—5 - 167713 (B.4b)

B.2 Analytical solution

With its linear cost and norm-ball constraint, problem (B-4) has the unique optimal solution

o7 = TT(I)T]TV“\/F; + % (6772 (B.5)
1Q12P 412

and associated optimal cost

sl o F2; o
[ (@ns1) = @unQuidy” + IIQsz@EHIIz\/F? +—5 = 1677113 (B.6)

To obtain the formulation in in (§), we use the following relations inferred from the QR decomposi-

tion (A:T0):

Q12Qf, =1 — QuQy,, (B.72)
Q1 = O yR, (B.7b)

R'R=R'QTQR=®.y®] y + (UR}U:N,1:N)TUR§H:N,1:N
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= Klf:N,lzN +0*K{'n1.n- (B.7¢)
We can now simplify the terms in the optimal cost (B.6)). First, it holds that

Sy 1Quoy” B @y, @] )RRy,

2 -1
= K]</+1,1:N (K{:N,LN +o Kf:)N,I:N) Y,

D o).
Then, we have
Q12N 113 = Pn+1Q12Q1,P N4

= Py (I — QuQ)PN
& DN 1Py — (Pn1 @) y)RTR™ T (Prn®pyy)

f f f 2 oy
= KN+1,N+1 - KN+1,1:N K1:N,1:N +to KiU:N,l:N K1;N,N+1

D ! (an).

Lastly, we obtain

167713 & TR Ry
qgﬂ@ -1
= y' (K{:N,I:N +U2K¥:}N,1:N) Yy

@ w2
- Hg0'||ka+ka'

To summarize, this shows that the optimal cost of (@) is given by

Y T2
@) = fE(ana) + \/ch +—5 —llgzll% 25 (zn41)-

kf ko

B.3 Optimal relaxed solution for the lower bound

For the lower bound, the same derivations apply with a minor change. Flipping the sign in the cost

leads leads to a flipped sign in the optimal solution for the free variables dz, i.€., 5 Anf —657. This
results in the optimal cost for the lower bound

- I3 .
fo(@ny1) = fF(any) — \/F? t - gz 13, .. St (@ni)-

Due to the symmetry of the relaxed bounds around f#(z 1), the following corollary is immediate.
Corollary 2. Let Assumptions|l|and 2| be satisfied. Then, for all o € (0, 00), it holds that

r . I3
|f (@) = fE(eng)| < \/ch + 2 ||gﬁ||§{kf+w \/m
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C Proof of Theorem 1|

In the following, we derive an analytic solution to Problem (2). Taking its finite-dimensional
formulation (A.2), we eliminate the noise coefficients as a function of the latent function coefficients,
¢ =y — ®1.50, and deploy (A7) to obtain the following reformulation:

f(xny1) = sup  Pniq0 (C.1a)
OeR”

st. 070-T%<0, (C.1b)

(y— Prnd)  (Kf'n1.n) " (y — @1:n0) — T3, < 0. (C.1¢)

We will analyze the solution of Problem (C.I)) for different active sets. Here, the term “active
set” refers to a subset of the RKHS-norm constraints (C.1b) and that are strictly active, i.e.,
influence the optimal primal solution of the problem. For strictly active constraints (C.1b) and
there exist respective Lagrangian multipliers, \f and A\, that are strictly positive. We investigate the
following combinations:

Case 1 : only (C.IB) is strictly active (\/ > 0, \¥ = 0),
Case 2 : only is strictly active (A = 0, A\¥ > 0),
Case 3 : both (C.Ib) and are strictly active (A > 0, A\¥ > 0).
Case 4 : both (C.Ib) and are not strictly active (\/ = 0, A = 0),
Based on the solutions for fixed active setﬂ the optimal solution can then be found by case distinc-

tion. We discuss each case separately, obtaining the corresponding analytical solution, presenting
the feasibility check and elucidating the connection with the solution of the relaxed problem in

Appendices [C.1]to[C.4} note that Appendices [C.2]and [C.3| provide the proofs for Propositions[T|and 2]
and Corollary [I] We then show how to practically check which set is active, and obtain the desired

claim (@) in Appendix [C.5] We conclude the section by presenting the result for the lower bound
(Appendix [C.6).

C.1 Case 1: Noise constraint inactive

We now consider the case in which only (C-1D) is active, proving Proposition[I]

Optimal solution  Problem (C.I)) with omitted constraint is given by

fi(@ng1) = sup Pniib (C.2a)
0cR”
st. 076-T7% <0. (C.2b)
The solution of the above optimization problem is given as
(I)T
gt = Nl po (C.3)
1PNl

which results in the optimal cost given in (TT)), namely

.
- (I)N+1(I)N+1Ff &n

— K Ty
f1(rny1) [®xs1]2 N+1,N+1+ f

Feasibility check The optimizer 6*! is a feasible solution of (C.I) if the corresponding optimal
noise coefficients

.
wad =, PNy o E&D / Ly

=Yy- = = y_K1:N,N+1 i )
V PN 1Py \/ KN+1,N+1

3The presented analysis of Cases 1-3 considers a slightly more permissive setting, which allows some of the
Lagrange multipliers to be zero, i.e., the corresponding constraint to be inactive or weakly active. Thus, in some
scenarios multiple cases might be applicable (see Appendix [C.3); yet, this does not affect our analysis as the
cases cover all possible scenarios.

c
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satisfy the neglected constraint (C.Id), i.e., if

2
L'y

f 2
y—Kin Nt /71{’0 <Ty,
N+1N+1 (K?fN,l:N)71

as given in (13)).

Connection to relaxed solution For o — oo, for the relaxed solution [ (xn+1) in Appendix B} it
holds that

—1
lim f#''= lim K]{Hrl,l:N (K{:N,LN +‘72KfU:N,1:N> Y

g—00 T—00

. 3 F2
lim B, = lim I‘? + 07120 - ”gg”%'lkuw

: N f f f 2 11 B f
Uh_{go Z(];(3UN+1> = 011_{20 KN+1,N+1 - KN+1,1:N (KI:N,I:N +o Kf:)N,l:N) KI:N,N+1

_ 5t
=Kyniin41-

Thus, the relaxed solution converges to the optimal solution for o — o0, i.e.,
lim % (zn41) = lim f4+ B,\/ S (xn 1)
g—00 g—00
— !
= KN+1,N+1Ff

= fi(zNn1)

C.2 Case 2: Function constraint inactive

We proceed by considering the case in which only (C.Ib) is active, proving the result given in Propo-
sition 2

Optimal solution Problem (C.IJ) under this active set is given as

?2(.’13]\[4_1) = Sup <I>N+19 (C4a)
feR”
st. (y— P1n) T (K{y 1) (y — @1.v0) — T2, <0. (C.4b)

This optimization problem only has a finite optimal cost if the span of @, 41 ER™ !is contained
in the span of @[\, € R™¥ ie., if span(® ;) C span(®].y). Otherwise, there would exist
a direction dy € span(® ) such that ®.yd; = 0: the optimal solution to (C:4) would then be
unbounded and thus would not satisfy the constraint (C.IDb) of the original problem. Hence, in the
following, we focus on the case where span(® ;) C span(®{, ).

If span(® ;) C span(®/, ), we can write ® | as a linear combination of the column vectors of
Py, ie, @y =P\ A where A € RV*L. Since the r feature vectors in

m} _ {IN

(I)1:N+1 - |:(pN+1 )\T:| qj)lzN (CS)

are linearly independent, ;.5 has full column rank. As @I  thus has full row rank, A can be
determined as A = @ 1.5 (P, y P1.nv) PPN 4

To reformulate constraint (C.4D)) as a norm-ball constraint, we employ a QR decomposition. Recalling
the upper-triangular Cholesky factor Ry ;. (B y1.x) | = Ky 1. Of the noise covariance
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matrix from (A:TT), we factor the matrix

w - (O Q][R
(RYN1.N) "oy = [@; QZ] [O} ) (C.6)

~———
=Q

to obtain an orthonormal matrix Q e RV*N with QT Q = I, and an upper-triangular matrix
R € R"™*". The QR factorization implies the following relations required for the proof:

QT =1 (C.7a)

[gﬂ = (Bfnaw) " euv R (C7b)
R'TR=RTQTQR =] y(K{!y1.x) " 1, (C.70)

@2l lon aml=1- 2] en ax. )

This allows to write the constraint (C.4b) as

I2 > [|(RExn) ™ (g — ®rn )|

12
o H(R%N,lzN)ly -Q H}] 0
2
12
€D QT(R%N,lzN)ily - {g] 0
2

~ ~ ~ 2
& @l Q5] (R?:N,l:N)ily—RHHQ

+ H(RTIU:N,I:N)_lyH; - H [Qf, Q1] (leij,LN)_lsz

_ o2
oL R_T‘I’IN(KﬁN,l;N)_ly—Re‘L

. 2
+ ||(R11U:N,1:N)71y”§ - HRiT(I)IN(K?:)N,I:N)ilyHZ

|Ml ~ ~
- ||Zl||g + yT (Kf:}N,l:N - M) Y,

where we used the following definitions in the last line:

2= RTO (K .n) 'y — RO, (C.8)

y= (K{I:}N,l:N)_lya (C.9)
) w _ —1

M = ®1.n ((I)IN(KLN,LN) 1‘I’lzN) (I)I:N' (C.10)

Using the coordinate transformation (C:8) and @\, = @/, v A, the cost (C:4a) is rewritten as

A0 N0 =\TDyR (R_T‘I’IN(KﬁN,l:N)_ly - Zl)

=X Mj—A"®.yR 2, (C.11)
leading to the formulation of (C:4) in the transformed coordinates:
Folznir) = sup A Mj—NTo.yR 1z (C.12a)
z1 ER"
st 23 < (T8 =97 (Kl — M) ). (C.12b)

Noting that, by Assumption [T} the right-hand side of the constraint (C:I2Db) is non-negative, the
optimal solution of the above problem is given as

R%IN/\\/
=t TLNA FZ,JT(KW _ fM) J, C.13
FT IR Tl VY R T 1
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leading to the corresponding optimal cost (T3):

Falani) = \/ATMA\/rg, — 37 (Kt = M) G+ AT M3, (C.14)

r —1
cnem |P¢JE+1||P—1\/FEJ —yT (Kyaw) o+ 1093, + @n iy, (C15)

where (C:T3) follows by utilizing that @,y A = @, as well as by defining the weighting matrix

- -1
P (@l (Kiyaw) " @)

and the least-squares estimator for the unknown parameters
. T -1
o = P,y (K{‘fNJ:N) Y.

Feasibility check In the original coordinates, the optimal solution is given as

0** = R_lé_T‘I’IN(KﬁN,1:N)_1ZU —R7'2f

./¢)

w - -1 ~ \/
= (‘I);F:N(KLN,I:N) 1‘I)I:N) Ol | T+A

P@LH

— 9/»‘4 4+ — T
1P [l -

1
\/F?u -y (Kf;)N,LN) y+ 104131 (C.16)

the point 6*2 is feasible for the original problem (C.I)) if it satisfies the neglected constraint (C.1b)),
Le., if [|0%2(3 < T}, retrieving (12).

Connection to relaxed solution The quantities in the optimal cost (C.14) can be expressed as
limiting values related to the relaxed solution for ¢ — 0. For the matrix M in (C.10), it holds that

_ —1
M = ®1.n ((I)IN(KiI:)N,l:N) 1(I)er) (I)IN
) w _ -1
= lim &1,y (0°L + @l N (K 1n) '@un)  @ly
. 1 -1
= ;11)% F‘I’l:N (Ir —®fy ((UQKffN,1:N) + (I)l:N(I)IN) (DIN) Dy

.1 w -1
= lim — (‘I)lzNCI’IN — PN Py ((U2K1:N,1:N) + ‘I’lzNCI)IN) (I)ltNCI)IN) :

o—0 0'2
With ATy = D 41, this results in

.1 w -1
AT M = (}% 52 (‘I’N+1‘P;+1 - ‘I’N+1‘I’IN ((02K1;N,1;N) + ‘I’lzN‘I’IN) (I)liNq);—H)

-1
_ f f 2 rrw f f
= lim — (KN+1,N+1 - KN+1,1:N ((‘7 K%:N,I:N) + Kl:N,l:N) KI:N,N+1)
1
D tim —5f (2x ). (C.17)
oc—0 0O

The offset AT M7 in (C.14) is equivalent to the offset f#(z 1) in the optimal cost (C.1a) for the
relaxed problem:

o1 w -1 w _
)\TMI‘J = ;lgb ) (‘I’N-H‘I)IN - ‘DN-H‘I’IN ((UQKI:N,I:N) + (I)I:N(I)IN) ‘bl:N‘I’IN) (K1:N,1:N) 1?!

. -1 _
= ;lg}) Py 1Py ((02KﬁN,1:N) + ‘I)I:Nq)IN) (‘I’l:N‘I)IN — ®1n Py + 02K11:}N,1:N) (U2Kf:jN,1:N) Ly

: -1
= (}13}3 KJ{H—LLN ((U2K7ilz)N,1:N) + K{:N,l:N) y
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D 1 (o) (C.18)

For the last term, I'Z, — 57 (K1’ 1.y — M) §, we have that

T =" (Kin gy = M) g = lim oI5 + 15 = 57 (Kily 1n — M) 3

o—r

. FZ} 1 ~T w m
:hnba Ff—I—* ;y (Kl:N,lzN_M)y

F2
= ;%02 <F§ + U—”g —y W —-Ww MWy ),

(C.19)

where we have introduced the abbreviation W = 0’2K 1:n5,1. for notational simplicity; similarly, we

abbreviate F' = K7 i.n1.n- Recalling that M = L (F — F(W 4 F)~'F) and by using [Searle and
Khuril 2017] Exercise 16. (d), Chapter 5], the data -dependent term in the above expression can be
simplified as follows:

Wl Wt (F —F(W+F)! F) Wl

wlpw -t

=W —WHIFW W FW T (W W EW )
:W—l _ (W—l _ W_l(W_lFW_l + W—l)—lw—l)
=W W+ W EW )T W = (W4 F) Y
To summarize, it holds that
r2—g' (Ki'nyany — M) g = ;E)%UQF? e (Ki'nan —M) g

. r2 w -1
= lim o’ (Ff‘ T2 y' (K{:N,lzN + (02K1;N,1;N)) y>

2 F2
= lim <F +—2 — g IIkaM(,)

and the total bound for Case 2 is given as

To(zny) = \/ATMA\/Fg, — g7 (K{‘jN’LN - M) G+ AT M

1 F
3 2 2 _ i ©
\/;ﬂ% P ($N+1)\/;1r%a <F + g5 ||ka+ka> + ;g% 1k

p— 1 —a lt
~ iy (W W3+ i, - fa>

= lim TJ(I‘N.‘_l).
o—0

Proof of CorollaryT]

We now prove Corollarygl which simplifies the general result of Proposition [2]under the assumptions
that the kernel matrix K7,y ;. is invertible and the test point is equal to the k-th training point, i.e.,
TN4+1 = T, for some k € {1 ., N'}. In this case, the k-th and (/N + 1)-th row of the kernel matrix
K { N41,1:N+1 are identical. In terms of the singular value decomposition, by (A.3) this implies that

T T T
KI{LN =€, Pr.NP .y = PN 1Py = K1{7+1 1:N>

i.e., the relation ®J_ , = ® \A holds for A = e, with e, being the k-th unit vector. Since

®1.x € R™N has rank r = N it is invertible. This allows to simplify the expression for the
optimal cost using that My = y, with M and g defined as in Egs. (C.9) and (C:I0):

folzr) \/ekMek\/FQ —l—eky
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-1
= \/%rq)l:N ((I)IN(KﬁN,l:N)ilq)liN) @INeka + egy

_ /T T
=& Kiilynverlw +epy

= K}E‘ikrw‘i’ykv

which is the optimal cost as given in (I3). By inserting the simplified expressions into (C.16), the
optimal 6 becomes

_ -1 . Vay3
0*2 = (O] N (Kiin i) "' Pin) Oly | G+ en——e
\/e;',—Mek

L
=y |y Ky

Bk
Recalling the low-rank factorization of K { n1.n 10 (A7), the feasibility condition based on the
neglected constraint (C.1D) reduces to

2
Ly

<13,
w

k,k

16213 = H Y+ Kilng
7 (Klf:N,lzN)71

as presented in (T4).

Remark. Corollary [T) has been derived as a particular case of Proposition [2] which provides the
analytic solution for the case ¢ — 0 occurring when the kernel matrix is rank-deficient. From this
perspective, the scenario in which the test-input belongs to the training data-set is one of the particular
situations leading to a drop in the rank of the kernel matrix. However, the proof of Corollary [I] could
be alternatively carried out following the steps of the one of Proposition

C.3 Case 3: Both constraints active

Next, we consider the case when both constraints (C.1b)) and are active.

Optimal solution We first show that strong duality holds for both the relaxed problem (A.3) as
well as the original problem (C.I). Afterwards, we establish that there exists a value o € (0, ),
such that the primal optimizer of the relaxed problem is a primal optimizer for the original problem.

For the original problem (C.1)), we show that a strictly feasible solution can be constructed using the
true latent function and noise process. Let """ € H,; be the minimum-norm interpolant of the
latent function at the test and training input locations, i.e.,

ftr,int = a;'gq-rlnin ||f||%{kf (C.20a2)
CH s
st flx) = f"(x),i=1,...,N + 1. (C.20b)

Similarly, let w'""* € H . be the minimum-norm interpolant of the noise-generating process at the
training input locations (excluding the test point),

w™™ = argmin  [Jw]|3,, ., (C.21a)
wEH pw
st w(r) =w™(x;),i=1,...,N. (C.21b)

The representer theorem [Kimeldorf and Wahbal, [1971]] establishes that the solutions to the above
optimization problems is finite-dimensional and given by

N+1 N
PR = 3D W rgf T, win) = 3R al
i=1 i=1
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for i=1,...,N.  Additionally, by Assumption it holds that f'int and qtint

satisfy their corresponding RKHS-norm bound, i.e., ||f“’i““|\7_[kf §||ftr|\7_[kf <TI7%

and [lw™ ™5, , <[lw”]3,., <Ta. Thus, the corresponding coefficient vector

ot & Ch /21)? =S} /2 [Vﬂ Vlg} al ' constitutes a strictly feasible solution of the finite-
dimensional problem formulation (CI). This implies that Slater’s condition is satisfied for the
convex program (C.I)), which implies that strong duality holds. Since every strictly feasible solution
for the original problem (C.IJ) is also strictly feasible for the relaxed problem (B.4), similarly, Slater’s
condition and strong duality hold for the relaxed problem.

By design, the sum of both functions interpolates the traini data, i.e., f'(z;) + wiot (2;) = y;

Due to strong duality, the point 6* is the unique minimizer of the relaxed problem (A23) if and only
if the primal-dual pair (6*7, A\>7) satisfies the KKT conditions

VoLo (677, X7) = (C.22a)
1 *,0
(Il -T) + — (||y B [ )L 1“30) <0, (C.22b)
e (o3~ 13) + (||y Bn0 B, - T2)) =0 (€220
AT >0, (C.22d)

with the corresponding Lagrangian

£a(0.0) = @10 = (1618 =T + 25 (I = il , o~ T3))

=Onpf - (”9”% - F?‘) - ;‘3 (||y - ‘1’1:N9H(2K;;N71:N)71 - Fi;) :
Similarly, due to strong duality, the point 6* is the unique minimizer if the original problem (C.I)) if
and only if the primal-dual pair (0*, 3, \;7) satisfies the KKT conditions
Veﬁ(g*v }a /\Z;U) =0
I3 - TF <0
ly — '~I>1;N9*||%Kij71:N)71 ~I7, <0
Xp (I3 —13) =0
X (ly = vy, ) —T2) =0
AT >0
with corresponding Lagrangian
L(0, 21, M) = @10 — Ay (10]3 —TF) — <||y D10 (kpey )t T?u) :
Let (63, X%, A\%;3) be the optimal primal-dual solution satisfying the KKT conditions of the original
problem under the imposed active set. Slnce the constraints (C.1b) and are active, it
holds that A7 2053 > 0. Now, let (6%)2 = )\*,3. Then, )\;3 = (0*)?\%;3 and the primal-dual pair
(6%3, )\}’3) satisfy the KKT conditions (C.22) of the relaxed problem:

1. Since VgL, (6*3, )\’}’3) Vgﬁ(@* 5Y 3 \53) = 0, the stationarity condition is fulfilled.
2. As both constraints (C.1b) and (C-Id) are active,

l073)3 ~ 1% = — (||y ~ N0y o —TR) =0,
i.e., primal feasibility and complementarity slackness are fulfilled.

3. The optimal multiplier A}7 = )\}’3 > (0 for the relaxed problem is positive.

Hence, due to strong duality since both constraints (C.Ib) and are active, (%3, )\}’3) is the

optimal primal-dual solution for the relaxed problem (A3) with o = o* = 4 /)\;’3 /A2 if and only
if (63, /\;’3, A%3) is the optimal primal-dual solution for the original problem (C.I)).
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Feasibility check The solution is feasible by definition.

Connection to relaxed solution As shown above, the optimal cost can be recovered by the cost of
the relaxed problem for a specific choice of noise parameter o = ¢*, i.e.,

*

Fslani) =T (zn41)- (C.23)

C.4 Case 4: Both constraints inactive

Last, we investigate the case when both constraints (C.1b) and are inactive.

Optimal solution The optimal solution to the unconstrained linear program is given by case
distinction:

fa(@ny1) = sup  Pyiq0 (C24)
OER”
[0, if Dy =0,
oo, ifDniy £0.

Feasibility check For ®5., # 0, as the optimal solution is unbounded, it is infeasible for the
original problem (C.I)), whose feasible set is compact, in particular due to constraint (C.1b). Hence,
this case never corresponds to the optimal solution.

If x4 = 0, any %% € R" is optimal. Thus, any feasible solution satisfying constraints (C.1b)
and is also optimal.

Connection to relaxed solution If ®; = 0, the solution of the relaxed problem (A.3) is given
by f*(xn41) = 0, i.e., it recovers the solution of the original problem (C:24) for any o € (0, 00).

C.5 Finding the correct active set

Let %7 denote the primal solution corresponding to Case 4, with i = 1, ..., 4. The active set for the
optimal solution is given by the one for which the corresponding primal solution 6** is feasible for
the original problem and leads to the maximum cost among all feasible optimizers 6** for a specific
active set, i.e.,

= D07 C.25
flens1) ie{?%,zx} N+1 (C.252)
st 0773 < T3, (C.25b)

||y _ (IDI:NQ*JH%KffN,I;N)il < F?u (C25C)

The solution to the above problem can be obtained by case distinction. The optimal
cost for a subset of active constraints lower-bounds the optimal cost for a superset, i.e.,
On 104 > By 109 > Dy 16072 for j € {1,2}. Thus, if 6% is feasible, it will be optimal.
Otherwise, if either %! or #*2 is feasible, it will be optimal. If neither of the other cases is feasible,
6*3 is the optimal solution.

Now, we compare the optimal cost if both §*'! and §*2 are feasible. If * ' is a feasible solution
of (C.I), then it holds that the neglected constraint does not change the optimal solution of (C.T)).
Similarly, if §*! is a feasible solution of (C.I)), then it holds that the neglected constraint does
not change the optimal solution of (C.I). Combining both facts, it holds that

Dy 10° = Dy 0 = Dy 1052
i.e., the optimal cost in Case 1 and Case 2 is equal, f,(zn11) = fo(2n+1). Finally, we note that in

Case 4 it holds that @y 10* = Oy 10%* =0 = Oy, 10", j € {1,2,3}, i.e., the optimal cost in
all four cases is equal. Therefore, it does not need to be considered explicitly.

28



To summarize, the optimal cost is determined as follows:

\/mrf7 in Cases 1 and 4,

_ -1
f@n1) = { P16 + [P, ] p- 1\/F2 -yl (K{”:NJ:N) y+ [16#]|3,_, in Cases 2 and 4,

o (ens +\/F a*)Q — |lgb- 113, VEL (@ng), in Cases 3 and 4.

kf Ko™
2
; rad ; f Uy 2
limy oo f (xN—i-l)a if ||y — K1;1\/7N+1f7 < Fw ’
\V KN+1 N+1

(Kil:}N,I:N)71
2

PO
o+ lPer —yT (Klyaw) 003

+1HP 1

limg_o " (wn41),  if <T?%

inf,e(0,00) F (xn41), otherwise.

Finally, we show that the analytical solutions in all cases can be reduced to a single expression:

1. Let Case 1 be feasible, ie., f(zny1)=f1(®n41)=limy oo f (zn41). Since
Fi(@n+1) < Fa(@n1), it holds that lim, o0 7 (zn41) < infye(0.00)  (Tn41). How-
ever, for the infimum it also holds that inf ;¢ (0,00) fU (xn41) <limyyeo ?U(a: ~N+1)- There-
fore, it holds that f(zn4+1) = limy— 00 fa(xNH) = infye(0,00) f”(mNH).

2. Let Case 2 be feasible, i.e., f(zn11) = fo(zn41) = limo_yo f~ (2n41). Analogously as
above, since fo(zn11) < fy(zn11) and inf, (0,00 fg(:nNH) < limy_s0 fa(xNH), it
holds that f(zn41) = limy—o f (2n+41) = infye(0.00) f (TN+1)-

3. In Case 3, since it holds that f3(a:N+1) = [ (xn41) for a specific value of ¢ = ¢* €

(0, 00), this implies that inf,¢ (g, 0) T (zn41) < Fa(xny1). However, since any feasible
solution § € R" of the or1g1na1 problem (CI) is also feasible for the relaxed problem (A.3)
for any o € (0, 00), the cost of the original problem is upper-bounded by the cost of the

relaxed problem, i.e., it also holds that fs(zn41) < infye(o,00) 77 (zn+1). Combining
both inequalities, it thus follows that f4(2n+41) = infye(0.00) f (TN+1)-

Therefore, we have shown that

Fflans) = inf [ (ans1),
o€(0,00)

as claimed in (9).

C.6 Lower bound

The lower bound corresponding to Theorem [T]is obtained by the same steps as the upper bound,
replacing “sup” with “inf”. In Cases 1 and 2, this leads to a flipped sign for the solutions of the free
components in Egs. (C:3) and (C:13), affecting the feasibility checks. Overall, the optimal lower
bound is also obtained by case distinction:

- mrfa in Cases 1 and 4,

1
f@ng1) = Pyp10” — ||P<I>T+1P_1\/1"2 —yT (K{‘jN’LN) y+ [|6#]|%-, in Cases 2 and 4,

(TNi1) \/I‘2 a,*)z — llgh- “%kf+k0* 1 (zn1), in Cases 3 and 4.
2
limy oo f7(Zn41) if |ly + Ky yp ——t— < T2
L ) :N, [t = two
Kirive (K;:N,l:N)71

2

or _ POy, 2 — o7 (Kw -t gn |2
Hp@ w Y 1:N,1:N () + H ”pfl

hma—)O fU(Z‘N+1), if I
- N+1llp—1

2

SUPge(0,00) f7(xn41), otherwise.
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Analogous to Appendix [C.3] by replacing “inf” with “sup” and flipping the corresponding inequalities,
the optimal solution is shown to be given as

fleng1) = sup  f7(zni1) (C.26)
o€(0,00)

Note that this bound is not symmetric, as the supremum and infimum can be attained for different
values of the noise parameter o.
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D Numerical example on safe control for uncertain nonlinear systems:
Implementation details

In the following, we describe the setup of the optimization problem solved in the nu-
merical example “Safe control for uncertain nonlinear systems” in Section {.3] Inserting
the system dynamics (I8) into the safety constraint z(k+ 1) > (1 —v)x(k), the condition
Froown (o (k) u(k)) + £ (z(k),u(k)) > (1 —v)z(k) can be enforced robustly by utilizing the
lower uncertainty bound f%(z,u) — B,1/20 (2, u) < f*(z,u), leading to the tightened constraint

(1= a(k) < fO (2 (k) u(k)) + f4(@(k), ulk)) = Bo/So (x(k), u(k)).

Minimization of the user-defined cost ¢(x(k), u(k)) subject to the above constraint can be achieved
by solving the following optimization problem:
min c(xo,ug) + ws
xo,T1,u0,0,8
st xo = x(k),
w1 = [N 2o, u0) + f¥ (w0, u0),

T 2 (1 - 7)930 + 6{7 V Ea(x(huo) - S,
s>0,
Umax 2 Uuo Z Umin-

Therein, the added slack variable s allows the optimizer to converge even in case the decrease
condition is impossible to satisfy given the bounds wyin, Umax On the control input. A large linear
penalty w > 0 thereby incentivizes s = 0, i.e., constraint satisfaction; a solution is classified as
feasible if the optimal slack value s* satisfies s* < 10~5. The optimization problems are implemented
in CasADi [Andersson et al.,|2019] and solved using the interior-point optimizer IPOPT [[Wichter
and Biegler, [2006]] on an Intel i9-7940X CPU. Table|[I]provides all parameters and expressions used
for the implementation.

Parameter Value
FRROWE (3 4y 0.5x4+u—1
clz,u) | (F (2, u) + [ (z,u)? 4+ u?
Umin -
Umax 2
¥ 0.95
w 10*

Table 1: Parameters and expressions for the CBF example

Additional implementation details can be found in the published source code at https://
gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds and at https://doi.org/10.3929/

ethz-c-000785083.
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NeurlIPS Paper Checklist

1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Yes, the abstract claims tight error bounds for norm-bounded noise. The
optimal error bound is derived in Theorem [I]in the setting of disturbances with bounded
RKHS norm.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Section[4.4] the work discusses limitations in terms of dealing with kernel
mis-specification, as well as regarding the estimation of the bound on the RKHS norm of
the unknown function and noise.

. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The complete set of assumptions (Assumption 1 and 2) is stated. The paper
provides a sketch of the proof and the full technical proof is contained in the appendix.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: For the numerical comparison, all relevant constants are stated to compute
the bounds. In addition, code details can be checked in the published code at https:
//gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds|and at https://doi.org/
10.3929/ethz-c-000785083.

. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The full code to reproduce the experiments and generated figures is pub-
lished online at https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds and
at https://doi.org/10.3929/ethz-c-000785083. It contains a README file that
details the install instructions.

. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: For the numerical experiments, all parameters used for the bounds are specified
in the main text and in the appendix in Appendix [D} Additional details can be found in the
published code at https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds
and athttps://doi.org/10.3929/ethz-c-000785083.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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10.

11.

12.

13.

14.

Answer: [Yes]

Justification: The numerical experiments in Section [4.3]are averaged over 1000 and 20 runs,
respectively. The plots include the corresponding {5%, 95% }-percentiles.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Section 3] the paper provides a detailed analysis of the run-
time for the second numerical example, with the CPU model described in Ap-
pendix [D| Further information regarding the overall runtime of both experiments can
be found in the README file of the code available online at https://gitlab.
ethz.ch/ics/bounded-energy-rkhs-bounds| and at https://doi.org/10.3929/
ethz-c-000785083. The memory requirements are negligible (< 4GB) and therefore
not provided.

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: No potential conflicts with the NeurIPS Code of Ethics could be identified by
the authors.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The work is fundamental mathematical work in kernel-based estimation and
does not discuss potential societal impacts. While the societal impact of fundamental
research is hard to evaluate, no direct potentially harmful societal impact could be identified
by the authors.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The work is of purely theoretical and uses academic examples to illustrate and
compare against existing work.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: The code submitetd as part of this work is original work by the authors; beyond
software code, no further assets are used.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.

Crowdsourcing and research with human subjects

33


https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds
https://gitlab.ethz.ch/ics/bounded-energy-rkhs-bounds
https://doi.org/10.3929/ethz-c-000785083
https://doi.org/10.3929/ethz-c-000785083
https://neurips.cc/public/EthicsGuidelines

15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: LLM technology does not impact the core research of this work and is thus not
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