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Abstract

Recent literature focuses on utilizing the entity001
information in the sentence-level relation ex-002
traction (RE), but this risks leaking superficial003
and spurious clues of relations. As a result, RE004
still suffers from unintended entity bias, i.e.,005
the spurious correlation between entity men-006
tions (names) and relations. Entity bias can007
mislead the RE models to extract the relations008
that do not exist in the text. To combat this009
issue, some previous work masks the entity010
mentions to prevent the RE models from over-011
fitting entity mentions. However, this strategy012
degrades the RE performance because it loses013
the semantic information of entities. In this014
paper, we propose the CORE (Counterfactual015
Analysis based Relation Extraction) debias-016
ing method that guides the RE models to focus017
on the main effects of textual context without018
losing the entity information. We first construct019
a causal graph for RE, which models the depen-020
dencies between variables in RE models. Then,021
we propose to conduct counterfactual analysis022
on our causal graph to distill and mitigate the023
entity bias, that captures the causal effects of024
specific entity mentions in each instance. Note025
that our CORE method is model-agnostic to026
debias existing RE systems during inference027
without changing their training processes. Ex-028
tensive experimental results demonstrate that029
our CORE yields significant gains on both ef-030
fectiveness and generalization for RE.031

1 Introduction032

Sentence-level relation extraction (RE) is an impor-033

tant step to obtain a structural perception of unstruc-034

tured text (Distiawan et al., 2019) by extracting035

relations between entity mentions (names) from036

the textual context. From human oracle, textual037

context should be the main source of information038

that determines the ground-truth relations between039

entities. Consider a sentence “
:::::
Mary gave birth to040

Jerry.”1. Even if we change the entity mentions 041

from ‘Jerry’ and ‘Mary’ to other people’s names, 042

the relation ‘parents’ still holds between the sub- 043

ject and object as described by the textual context 044

“gave birth to”. 045

Recently, some work aims to utilize entity men- 046

tions for RE (Yamada et al., 2020; Zhou and Chen, 047

2021), which, however, leak superficial and spuri- 048

ous clues about the relations (Zhang et al., 2018). 049

In our work, we observe that entity information 050

can lead to biased relation prediction by mislead- 051

ing RE models to extract relations that do not exist 052

in the text. Fig. 1 visualizes a relation prediction 053

from a state-of-the-art RE model (Alt et al., 2020) 054

(see more examples in Tab. 6). Although the con- 055

text describes no relation between the highlighted 056

entity pair, the model extracts the relation as “coun- 057

tries of residence”. Such an erroneous result can 058

come from the spurious correlation between entity 059

mentions and relations, or the entity bias in short. 060

For example, if the model sees the relation “coun- 061

tries of residence” many more times than other 062

relations when the object entity is Switzerland dur- 063

ing training, the model can associate this relation 064

with Switzerland during inference even though the 065

relation does not exist in the text. 066

To combat this issue, some work (Zhang et al., 067

2017, 2018) proposes masking entities to prevent 068

the RE models from over-fitting entity mentions. 069

On the other hand, some other work (Peng et al., 070

2020; Zhou and Chen, 2021) finds that this strategy 071

degrades the performance of RE because it loses 072

the semantic information of entities. 073

For both machines and humans, RE requires a 074

combined understanding of textual context and en- 075

tity mentions (Peng et al., 2020). Humans can 076

avoid the entity bias and make unbiased decisions 077

by correctly referring to the textual context that de- 078

scribes the relation. The underlying mechanism is 079

1We use underline and
::::
wavy

:::
line to denote subject and

object respectively by default.
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Figure 1: (left) An example of RE produced by LUKE (Yamada et al., 2020). In the input sentence, the subject is in
blue and the object is in yellow. The ground-truth relation between the subject and object is “no relation”, since
there is not any relation reflected by the textual context. (right) Our proposed counterfactual analysis for RE, which
compares the original prediction (upper) with the counterfactual one (lower) to mitigate the entity bias.

causality-based (Van Hoeck et al., 2015): humans080

identify the relations by pursing the main causal ef-081

fect of the textual context instead of the side-effect082

of entity mentions. In contrast, RE models are083

usually likelihood-based: the prediction is analo-084

gous to looking up the entity mentions and textual085

context in a huge likelihood table, interpolated by086

training (Tang et al., 2020). In this paper, our idea087

is to teach RE models to distinguish between the088

effects from the textual context and entity mentions089

through counterfactual analysis (Pearl, 2018):090

Counterfactual analysis: If I had not seen the tex-091

tual context, would I still extract the same relation?092

The counterfactual analysis essentially gifts hu-093

mans the hypothesizing abilities to make decisions094

collectively based on the textual context and en-095

tity mentions, as well as to introspect whether the096

decision is deceived (see Fig. 1). Specifically, we097

are essentially comparing the original instance with098

a counterfactual instance, where only the textual099

context is wiped out, while keeping the entity men-100

tions untouched. By doing so, we can focus on the101

main effects of the textual context without losing102

the entity information.103

In our work, we propose a novel model-agnostic104

paradigm for debiasing RE, called CORE (counter-105

factual analysis based Relation Extraction), which106

adopts the counterfactual analysis to mitigate the107

spurious influence of the entity mentions. Specif-108

ically, CORE does not touch the training of RE109

models, i.e., it allows a model to be exposed to bi-110

ases on the original training set. Then, we construct111

a causal graph for RE to analyze the dependencies112

between variables in RE models, which acts as a113

“roadmap” for capturing the causal effects of tex-114

tual context and entity mentions. To rectify the test115

instances from the potentially biased prediction, 116

in inference, CORE “imagines” the counterfactual 117

counterparts on our causal graph to distill the bi- 118

ases. Last but not least, CORE performs a bias 119

mitigation operation with adaptive weights to pro- 120

duce a debiased decision for RE. 121

We highlight that CORE is a flexible debiasing 122

method that is applicable to popular RE models 123

without changing their training processes. To eval- 124

uate the effectiveness of CORE, we perform ex- 125

tensive experiments on public benchmark datasets. 126

The results demonstrate that our proposed method 127

can significantly improve the effectiveness and gen- 128

eralization of the popular RE models by mitigating 129

the biases in an entity-aware manner. 130

2 Related Work 131

Sentence-level relation extraction. Early research 132

efforts (Nguyen and Grishman, 2015; Wang et al., 133

2016; Zhang et al., 2017) train RE models from 134

scratch based on lexicon-level features. The recent 135

RE work fine-tunes pretrained language models 136

(PLMs; Devlin et al. 2019; Liu et al. 2019). For 137

example, K-Adapter (Wang et al., 2020) fixes the 138

parameters of the PLM and uses feature adapters 139

to infuse factual and linguistic knowledge. Re- 140

cent work focuses on utilizing the entity informa- 141

tion for RE (Zhou and Chen, 2021; Yamada et al., 142

2020), but this leaks superficial and spurious clues 143

about the relations (Zhang et al., 2018). Despite 144

the biases in existing RE models, scarce work has 145

discussed the spurious correlation between entity 146

mentions and relations that causes such biases. Our 147

work investigates this issue and proposes CORE to 148

debias RE models for higher effectiveness. 149

2



Figure 2: The causual graph of RE models.

Debiasing for Natural Language Processing. De-150

biasing is a fundamental problem in machine learn-151

ing (Torralba and Efros, 2011). For natural lan-152

guage processing (NLP), some work performs data153

re-sampling to prevent models from capturing the154

unintended bias in training (Dixon et al., 2018;155

Geng et al., 2007; Kang et al., 2016; Rayhan et al.,156

2017; Nguyen et al., 2011). Alternatively, Wei and157

Zou (2019) and Qian et al. (2020) develop data158

augmentation for debiasing. Some recent work de-159

biases the NLP models based on causal inference160

(Qian et al., 2021; Nan et al., 2021). In RE, how to161

deal with the entity bias is also an important prob-162

lem. For example, PA-LSTM (Zhang et al., 2017)163

masks the entity mentions with special tokens to164

prevent RE models from over-fitting entity names,165

which was also adopted by C-GCN (Zhang et al.,166

2018) and SpanBERT (Joshi et al., 2020). However,167

masking entities loses the semantic information of168

entities and leads to performance degradation. Dif-169

ferent from it, our CORE model tackles entity bi-170

ases based on structured causal models. In this way,171

we debias the RE models to focus on the textual172

context without losing the entity information.173

3 Methodology174

Sentence-level relation extraction (RE) aims to ex-175

tract the relation between a pair of entities men-176

tioned from a sentence. We propose CORE (coun-177

terfactual analysis based Relation Extraction) as178

a model-agnostic technique to endow existing RE179

models with unbiased decisions during inference.180

CORE follows the regular training process of ex-181

isting work regardless of the bias from the entity182

mentions. During inference, CORE post-adjusts183

the biased prediction according to the effects of the184

bias. CORE can be flexibly incorporated into pop-185

ular RE models to improve their effectiveness and186

generalization based on the counterfactual analysis187

without re-training the model.188

In this section, we first formulate the existing189

RE models in the form of a causal graph. Then, we190

introduce our proposed bias distillation method to191

distill the entity bias with our designed counterfac- 192

tual analysis. We conduct an empirical analysis to 193

analyze how heavily the existing RE models rely 194

on the entity mentions to make decisions. Finally, 195

we mitigate the distilled bias from the predictions 196

of RE models to improve their effectiveness. 197

3.1 Causality of Relation Extraction 198

In order to perform causal intervention, we first for- 199

mulate the causal graph (Pearl et al., 2016; Pearl 200

and Mackenzie, 2018), a.k.a., structural causal 201

model, for the RE models as Fig. 2, which sheds 202

light on how the textual context and entity mentions 203

affect the RE predictions. The causal graph is a 204

directed acyclic graph G = {V, E}, indicating how 205

a set of variables V interact with each other through 206

the causal relations behind the data and how vari- 207

ables obtain their values, e.g., (E,X) → Y in 208

Fig. 2. Before we conduct counterfactual analysis 209

that deliberately manipulates the values of nodes 210

and prunes the causal graph, we first revisit the 211

conventional RE systems in the graphical view. 212

The causal graph in Fig. 2 is applicable to a 213

variety of RE models and imposes no constraints on 214

the detailed implementations. Node X is the input 215

text. On the edge X → E, we obtain the spans 216

of subject and object entities as node E through 217

NER or human annotations (Zhang et al., 2017). 218

For example, in the aforementioned sentence X = 219

“
::::
Mary gave birth to Jerry.”, the entities are E = 220

[’Mary’, ’Jerry’]. 221

On the edges (X,E) → Y , existing RE 222

models take different designs. For example, C- 223

GCN (Zhang et al., 2018) obtains the relation pre- 224

diction Y by encoding entity mentions E on the 225

pruned dependency tree of X using a graph convo- 226

lutional network. IRE (Zhou and Chen, 2021) uses 227

PLMs as the encoder for X , and marks the entity 228

information of E with special tokens to utilize the 229

entity information. 230

3.2 Bias Distillation 231

Based on our causal graph in Fig. 2, we diag- 232

nose how the entity bias affects inference. After 233

training, the causal dependencies among the vari- 234

ables are learned in terms of the model parame- 235

ters. The entity bias can mislead the models to 236

make wrong predictions while ignoring the actual 237

relation-describing textual context inX , i.e., biased 238

towards the causal dependency: E → Y . 239

The conventional biased prediction can only see 240

the output Y of the entire graph given a sentence 241
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Figure 3: The original causal graph of RE models (left)
together with its two counterfactual alternates for the
entity bias (middle) and label bias (right). The shading
indicates the mask of corresponding variables.

X , ignoring how specific entity mentions affect the242

relation prediction. However, causal inference en-243

courages us to think out of the black box. From the244

graphical point of view, we are no longer required245

to execute the entire causal graph as a whole. In246

contrast, we can directly manipulate the nodes and247

observe the output. The above operation is termed248

intervention in causal inference, which we denote249

as do(·). It wipes out all the incoming links of a250

node and demands it to take a certain value.251

We distill the entity bias by intervention and its252

induced counterfactual. The counterfactual means253

“counter to the facts”, and takes one step that further254

assigns the hypothetical combination of values to255

variables. For example, we can remove the input256

textual context by masking X , but maintain E as257

the original entity mentions, as if X still exists.258

We will use the input text X as our control vari-259

able where the intervention is conducted, aiming to260

assess its effects, due to the fact that there would261

not be any valid relation between entities in E if262

the input text X is empty. We denote the output263

logits Y after the intervention X = x̄ as follows:264

Yx̄ = Y (do(X = x̄)). (1)265

Following the above notation, the original predic-266

tion Y , i.e., can be re-written as Yx.267

To distill the entity bias, we conduct the interven-268

tion do(X = x̄) on X , while keeping the variable269

E as the original e, as if the original input text x270

had existed. Specifically, we mask the tokens in271

x to produce x̄ but keep the entity mentions e as272

original, so that the textual context is removed and273

the entity information is maintained. Accordingly,274

the counterfactual prediction is denoted as Yx̄,e (see275

Fig. 3). In this case, since the model cannot see any276

textual context in the factual input x after the inter-277

vention x̄, but still has access to the original entity278

mentions e as the inputs, the prediction Yx̄,e purely279

reflects the influence from e. In other words, Yx̄,e280

refers to the output, i.e., a probability distribution281
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Figure 4: Hit@k (y-axis) is the fraction of the test
instances, that have the original relation prediction
argmaxc Yx[c] ranked in the top k most confident re-
lations of the counterfactual prediction Yx̄,e. We re-
port Hit@k of the model IRERoBERTa on the test in-
stances when the original relation prediction is title,
employee of, or origin.

or a logit vector, where only the entity mentions 282

are given as the input without textual context. 283

To investigate how heavily the state-of-the-art 284

models rely on the entity mentions for RE, we 285

conduct an empirical study to compare the orig- 286

inal prediction Yx and the counterfactual one Yx̄,e. 287

Specifically, we calculate the fraction of the test 288

instances (y-axis) that have the original relation 289

prediction argmaxc Yx[c] ranked in the top k most 290

confident relations of the counterfactual prediction 291

Yx̄,e. This fraction is termed as Hit@k. 292

We present Hit@k for IRERoBERTa (Zhou and 293

Chen, 2021), a state-of-the-art RE model, in Fig. 4 294

on the test instances when the original relation 295

prediction is title, employee of, or origin. Higher 296

Hit@1 means that for more instances, the model 297

infers the same relation given only the entity men- 298

tions no matter whether the textual context is given, 299

which imply stronger causal effects from the entity 300

mentions Yx̄,e, i.e., the models rely more heavily 301

on the entity mentions for RE. 302

We observe that when k = 1, the Hit@1 is more 303

than 50%, which implies that the model typically 304

extracts the same relations even without textual 305

context on more than a half of the instances. For 306

a larger k, the Hit@k increases significantly and 307

reaches more than 80% for k ≥ 2. These obser- 308

vations imply a promising but embarrassing result: 309

the state-of-the-art model relies on the entity bias 310

for RE on many instances. The entity bias reflected 311

by Yx̄,e can lead to the wrong extraction if the rela- 312

tion implied by the entity mentions does not exist 313

in the input text. This poses a challenge to the 314
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generalization of RE models, as validated by our315

experimental results (§4.3).316

In addition to Yx̄,e that reflects the causal effects317

of entity mentions, there is another kind of bias not318

conditioned on the entity mentions e, but reflecting319

the general bias in the whole dataset, which is Yx̄.320

Yx̄ corresponds to the counterfactual inputs where321

both textual context and entity mentions are re-322

moved. In this case, since the model cannot access323

any information from the input after this removal,324

Yx̄ naturally reflects the label bias that exists in the325

model from the biased training. The causal graphic326

views of the original prediction Yx, the counterfac-327

tual Yx̄,e for the entity bias, and Yx̄ for the label328

bias are visualized in Fig. 3.329

3.3 Bias Mitigation330

As we have discussed in §1, instead of the static331

likelihood that tends to be biased, the unbiased re-332

lation prediction lies in the difference between the333

observed outcome Yx and its counterfactual predic-334

tions Yx̄,e, Yx̄. The latter two are the biases that we335

want to mitigate from the relation prediction.336

Intuitively, the unbiased prediction that we seek337

is the linguistic stimuli from blank to the observed338

textual context with specific relation descriptions,339

but not merely from the entity bias. The context-340

specific clues of the relations are key to the in-341

formative unbiased predictions, because even if342

the overall prediction is biased towards the rela-343

tion “schools attended” due to the object entity344

like “Duke University”, the textual context “work345

at” indicates the relation as “employee of” rather346

than “schools attended”.347

Our final goal is to use the direct effect of the348

textual context from X to Y for debiased predic-349

tion, mitigating (denoted as \) the label bias and the350

entity bias from the prediction: Yx \Yx̄,e \Yx̄, so351

as to block the spread of the biases from training to352

inference. The debiased prediction via bias mitiga-353

tion can be formulated via the conceptually simple354

but empirically effective element-wise subtraction355

operation:356

Yfinal = Yx − λ1Yx̄,e − λ2Yx̄, (2)357

where λ1 and λ2 are two independent hyper-358

parameters balancing the terms for mitigating en-359

tity and label biases respectively. Note that the bias360

mitigation in Eq. 2 for the entity and label biases361

correspond to Total Direct Effect (TDE) and Total362

Effect (TE) in causal inference (Tang et al., 2020;363

Dataset #Train #Dev #Test #Classes

TACRED 68,124 22,631 15509 42
SemEval 6,507 1,493 2,717 19
Re-TACRED 58,465 19,584 13418 40
TACRED-Revisit 68,124 22,631 15509 42

Table 1: Statistics of datasets.

VanderWeele, 2015; Pearl, 2009) respectively. We 364

adaptively set the values of λ1 and λ2 for different 365

datasets based on the grid beam search (Hokamp 366

and Liu, 2017) in a scoped two dimensional space: 367

368

λ⋆1, λ
⋆
2 = argmax

λ1,λ2

ψ(λ1, λ2) λ1, λ2 ∈ [a, b], (3) 369

where ψ is a metric function (e.g., F1 scores) for 370

evaluation, a, b are the boundaries of the search 371

range. We search the values of λ1, λ2 once on the 372

validation set, and use the fixed values for inference 373

on all testing instances. 374

Overall, the proposed CORE replaces the con- 375

ventional one-time prediction with Yfinal to produce 376

the debiased relation predictions, which essentially 377

“thinks” twice: one for the original observation Yx, 378

the other for hypothesized Yx̄, Yx̄,e. 379

4 Experiments 380

In this section, we evaluate the performance of our 381

CORE methods when applied to RE models. We 382

compare our methods against a variety of strong 383

baselines on the task of sentence-level RE. Our 384

experimental settings closely follow those of the 385

previous work (Zhang et al., 2017; Zhou and Chen, 386

2021; Nan et al., 2021) to ensure a fair comparison. 387

4.1 Experimental Settings 388

Datasets. We use four widely-used RE bench- 389

marks: TACRED (Zhang et al., 2017), SemEval 390

(Hendrickx et al., 2019), TACRED-Revisit (Alt 391

et al., 2020), and Re-TACRED (Stoica et al., 2021) 392

for evaluation. TACRED contains over 106k men- 393

tion pairs drawn from the yearly TAC KBP chal- 394

lenge. (Alt et al., 2020) relabeled the development 395

and test sets of TACRED. Re-TACRED is a further 396

relabeled version of TACRED after refining its la- 397

bel definitions. The statistics of these datasets are 398

shown in Tab. 1. 399

We use the widely-used F1-macro score as the 400

main evaluation metric (Nan et al., 2021), which 401

is the balanced harmonic mean of precision and re- 402

call, as well as F1-micro for a more comprehensive 403
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Method TACRED TACRED-Revisit Re-TACRED SemEval

C-SGC (Wu et al., 2019) 52.1 62.8 69.8 71.3
SpanBERT (Joshi et al., 2020) 55.7 65.1 74.1 74.9
CP (Peng et al., 2020) 56.8 67.1 78.1 79.6
RECENT (Lyu and Chen, 2021) 63.3 70.5 81.1 74.6
KnowPrompt (Chen et al., 2021) 57.6 68.7 79.0 81.8
IREBERT (Zhou and Chen, 2021) 59.2 68.4 78.6 79.1

LUKE (Yamada et al., 2020) 58.8 67.5 80.2 82.1

LUKE + Resample (Burnaev et al., 2015) 59.3 68.2 80.5 82.5
LUKE + Focal (Lin et al., 2017) 59.1 67.7 80.3 82.4
LUKE + CFIE (Nan et al., 2021) 59.8 68.0 80.4 82.2
LUKE + Entity Mask (Zhang et al., 2017) 57.9 67.0 79.5 82.0
LUKE + CORE 61.7 70.2 81.6 83.6

IRERoBERTa (Zhou and Chen, 2021) 63.1 70.6 81.5 81.4

IRERoBERTa + Resample (Burnaev et al., 2015) 63.3 71.0 81.9 81.6
IRERoBERTa + Focal (Lin et al., 2017) 62.9 70.7 81.2 81.1
IRERoBERTa + CFIE (Nan et al., 2021) 63.3 70.9 81.6 81.7
IRERoBERTa + Entity Mask (Zhang et al., 2017) 61.4 69.3 79.6 81.2
IRERoBERTa + CORE 64.4 71.8 82.8 82.3

Table 2: F1-macro scores (%) of RE on the test sets of TACRED, TACRED-Revisit, Re-TACRED, and SemEval.
The best results in each column are highlighted in bold font.

evaluation. F1-macro is more suitable than F1-404

micro to reflect the extent of biases, especially for405

the highly-skewed cases, since F1-macro is evenly406

influenced by the performance in each category,407

i.e. category-sensitive, but F1-micro simply gives408

equal weights to all instances (Kim et al., 2019).409

Compared methods. We take the following RE410

models into comparison. (1) C-SGC (Wu et al.,411

2019) simplifies GCN, and combines it with LSTM,412

leading to improved performance over each method413

alone. (2) SpanBERT (Joshi et al., 2020) extends414

BERT by introducing a new pretraining objective415

of continuous span prediction. (3) CP (Peng et al.,416

2020) is an entity-masked contrastive pre-training417

framework for RE. (4) RECENT (Lyu and Chen,418

2021) restricts the candidate relations based on the419

entity types. (5) KnowPrompt (Chen et al., 2021)420

is Knowledge-aware Prompt-tuning approach. (6)421

LUKE (Yamada et al., 2020) pretrains the language422

model on both large text corpora and knowledge423

graphs and further proposes an entity-aware self-424

attention mechanism. (7) IRE (Zhou and Chen,425

2021) proposes an improved entity representation426

technique in the data preprocessing.427

Among the above RE models, we apply our428

CORE on LUKE and IRE. To demonstrate the ef-429

fectiveness of debiased inference, we also compare430

with the following debiasing techniques that are431

applied to the same two RE models. (1) Focal (Lin432

et al., 2017) adaptively reweights the losses of dif-433

ferent instances so as to focus on the hard ones. (2)434

Resample (Burnaev et al., 2015) up-samples rare 435

categories by the inversed sample fraction during 436

training. (3) Entity Mask (Zhang et al., 2017): 437

masks the entity mentions with special tokens to 438

reduce the over-fitting on entities. (4) CFIE (Nan 439

et al., 2021) is also a causal inference method. In 440

contrast to our method, CFIE strengthens the causal 441

effects of entities by masking entity-centric infor- 442

mation in the counterfactual predictions. 443

Model configuration. For the hyper-parameters 444

of the considered baseline methods, e.g., the batch 445

size, the number of hidden units, the optimizer, and 446

the learning rate, we set them as suggested by their 447

authors. For the hyper-parameters of our CORE 448

method, we set the search range of the hypermeters 449

in Eq. 3 as [−2, 2] and the search step 0.1. For all 450

experiments, we report the median F1 scores of 451

five runs of training using different random seeds. 452

4.2 Overall Performance 453

We implement our CORE with LUKE and 454

IRERoBERTa. Tab. 3 reports the RE results on the 455

TACRED, TACRED-Revisit, Re-TACRED, and Se- 456

mEval datasets. Our CORE method improves the 457

F1-macro scores of LUKE by 4.9% on TACRED, 458

4.0% on TACRED-Revisit, 1.7% on Re-TACRED, 459

and 1.7 on SemEval, and improves IRERoBERTa 460

by 1.2% on TACRED, 1.4% on TACRED-Revisit, 461

0.9% on Re-TACRED, and 1.8% on SemEval. As 462

a result, our CORE achieves substantial improve- 463

ments for LUKE and IRERoBERTa, and enables 464
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Method TACRED TACRED-Revisit Re-TACRED SemEval

LUKE (Yamada et al., 2020) 72.7 80.6 90.3 87.8

LUKE + Resample (Burnaev et al., 2015) 73.1 80.9 90.5 87.9
LUKE + Focal (Lin et al., 2017) 72.9 80.7 90.4 87.6
LUKE + CFIE (Nan et al., 2021) 73.3 80.8 90.5 88.0
LUKE + Entity Mask (Zhang et al., 2017) 72.3 80.4 90.1 87.5
LUKE + CORE 74.6 81.4 90.9 88.7

Table 3: F1-micro scores (%) of RE on the test sets of TACRED, TACRED-Revisit, Re-TACRED, and SemEval.
The best results in each column are highlighted in bold font.

Method TACRED Re-TACRED

LUKE (Yamada et al., 2020) 51.9 65.3

w/ Resample (Burnaev et al., 2015) 53.2 66.7
w/ Focal (Lin et al., 2017) 52.4 65.9
w/ CFIE (Nan et al., 2021) 52.1 65.6
w/ Entity Mask (Zhang et al., 2017) 54.5 67.1
w/ CORE (ours) 69.3 83.1

IRERoBERTa (Zhou and Chen, 2021) 56.4 68.1

w/ Resample (Burnaev et al., 2015) 58.1 70.3
w/ Focal (Lin et al., 2017) 56.8 68.7
w/ CFIE (Nan et al., 2021) 57.1 68.4
w/ Entity Mask (Zhang et al., 2017) 57.3 68.9
w/ CORE (ours) 73.6 85.4

Table 4: F1-macro scores (%) of RE on the challenging
test sets of TACRED and Re-TACRED, in which the
relations implied by the entity mentions do not exist in
the textual context. ‘w’ denotes ‘with’. The best results
in each column are highlighted in bold font.

them to outperform the baseline methods. Addi-465

tionally, we report the experimental results in terms466

of F1-micro scores in Tab. 3, showing the improve-467

ment from CORE on LUKE by 2.6% on TACRED,468

1.0% on TACRED-Revisit, 0.7% on Re-TACRED,469

and 1.0% on SemEval. Overall, our CORE method470

improves the effectiveness of RE significantly in471

terms of both F1-macro and F1-micro scores. The472

above experimental results validate the effective-473

ness and generalization of our proposed method.474

Among the baseline debiasing methods, Resam-475

ple, Focal, CFIE cannot distill the entity bias in476

an entity-aware manner like ours. Entity Mask477

leads to the loss of information, while our CORE478

enables RE models to focus on the main effects479

of textual context without losing the entity infor-480

mation. The superiority of CORE highlights the481

importance of the causal inference based entity bias482

analysis for debiasing RE, which compares tradi-483

tional likelihood-based predictions and hypothe-484

sized counterfactual ones to produce debiased pre-485

dictions. Besides, the proposed CORE works in486

inference and thus can be employed on the pre-487

vious already-trained models. In this way, CORE488

LUKE + CORE 61.7 ∆ IRE + CORE 64.4 ∆

w/o CORE 58.8 2.9↓ w/o CORE 63.1 1.3↓
w/o EBM 59.5 2.2↓ w/o EBM 63.4 1.0↓
w/o LBM 60.8 0.9↓ w/o LBM 63.9 0.5↓
w/o BSH 60.1 1.6 ↓ w/o BSH 63.8 0.6↓

Table 5: Ablation study based on the TACRED dataset.
The analyzed model components include entity bias mit-
igation operation (EBM), the label bias mitigation oper-
ation (LBM) and the beam search for hyper-parameters
(BSH). ‘w/o’ denotes ‘without’. ↓ denotes performance
drop in terms of F1-macro scores.

serves as a model-agnostic approach to enhance RE 489

models without changing their training process. 490

4.3 Analysis on Entity Bias 491

Some work argues that RE models may rely on 492

the entity mentions to make relation predictions 493

instead of the textual context (Zhang et al., 2018; 494

Joshi et al., 2020). The empirical results in Fig. 3 495

validates this argument. Regardless of whether 496

the textual context exists or not, the baseline RE 497

model makes the same predictions given only entity 498

mentions on many instances. The entity bias can 499

mislead the RE models to make wrong predictions 500

when the relation implied by the entity mentions 501

does not exist in the textual context. 502

To evaluate whether RE models can generalize 503

well to particularly challenging instances where 504

relations implied by the entity mentions do not 505

exist in the textual context, we propose a filtered 506

evaluation setting, where we keep the test instances 507

having the entity bias different from their ground- 508

truth relations. In this setting, RE models cannot 509

overly rely on the entity mentions for RE, since the 510

entity mentions no longer provide the superficial 511

and spurious clues for the ground-truth relations. 512

We present the evaluation results on the filtered 513

test set in Tab. 4. Our CORE method consis- 514

tently and substantially improves the effectiveness 515

of LUKE and IRE on the filtered test set and outper- 516

forms the baseline methods by a significant margin, 517
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Input sentence Original Debiased Counterfactual

More than 1,100 miles (1,770 kilometers) away,
Alan Gross passes his days in a

::::::
Cuban military hospital,

watching baseball on a small television or jamming with
his jailers on a stringed instrument they gave him.

origin ✗ countries of residence ✓ origin

He said that according to his investigation, Bibi drew the
ire of fellow farmhands after a dispute in June 2009, when
they refused to drink water she collected and she refused
their demands that she convert to

:::::
Islam.

religion ✗ no relation ✓ religion

ShopperTrak also estimates foot traffic in the
::::
U.S. was

11.2 percent below what it would have been Sunday if the
blizzard had not occurred and 13.9 percent below what it
could have been Monday.

country of headquarters ✗ no relation ✓ country of headquarters

Table 6: A case study for IRERoBERTa and our CORE on the relation extraction dataset TACRED. Underlines and

::::
wavy

:::::
lines highlight the subject and object entities respectively. We report the original prediction, the corresponding

counterfactual prediction and the debiased prediction.

which validates the effectiveness and generaliza-518

tion of our method to mitigate the entity bias in the519

challenging cases.520

4.4 Ablation and Case Study521

We conduct ablation studies on CORE to empir-522

ically examine the contribution of its main tech-523

nical components. including the entity bias miti-524

gation operation (EBM), the label bias mitigation525

operation (LBM) and the beam search for hyper-526

parameters (BSH).527

We report the experimental results of the abla-528

tion study in Tab. 5. We observe that removing529

our CORE causes serious performance degrada-530

tion. This provides evidence that using our coun-531

terfactual framework for RE can explicitly miti-532

gate biases to generalize better on unseen exam-533

ples. Moreover, we observe that mitigating the two534

types of biases is consistently helpful for RE. The535

key reason is that the distilled label bias provides536

an instance-agnostic offset and the distilled entity537

bias provides an entity-aware one in the predic-538

tion space, which makes the RE models focus on539

extracting relations on the textual context without540

losing the entity information. Meanwhile, the beam541

search for hyper-parameters effectively finds two542

dynamic scaling factors to amplify or shrink two543

biases, making the biases be mitigated properly and544

adaptively.545

Tab. 6 gives a qualitative comparison example be-546

tween CORE and IRERoBERTa on TACRED. The547

results show that the state-of-the-art RE model548

IRERoBERTa returns the relations that do not exist549

in the textual context between the considered enti-550

ties. For example, given “Bibi drew the ire of fellow551

farmhands after a dispute in June 2009, when they 552

refused to drink water she collected and she re- 553

fused their demands that she convert to
:::::
Islam.”, 554

there is no relation reflected by Bibi and Islam 555

but the baseline model believes that the relation 556

between them is “religion”. The counterfactual 557

prediction can account for this disappointing result, 558

where given only the entity mentions Bibi and Is- 559

lam, the RE model returns the relation “religion” 560

without any textual context. This implies that the 561

model makes the prediction for the original input 562

relying on the entity mentions, which leads to the 563

wrong RE prediction. Our CORE method distills 564

the biases through counterfactual predictions and 565

mitigates the biases to distinguish the main effects 566

from the textual context, which leads to the correct 567

predictions as shown in Tab. 6. 568

Last but not least, we conduct experiments on the 569

fairness of different models, and present respective 570

results in the appendix. 571

5 Conclusion 572

We have designed a counterfactual analysis based 573

method named CORE to debias RE. We distill the 574

entity bias and mitigate the distilled biases with the 575

help of our causal graph for RE, which is a road 576

map for analyzing the RE models. Based on the 577

counterfactual analysis, we can analyze the side- 578

effects of entity mentions in the RE and debias the 579

models in an entity-aware manner. Extensive exper- 580

iments demonstrate that our methods can improve 581

the effectiveness and generalization of RE. Future 582

work includes analyzing the effects of other factors 583

that can cause bias in natural language processing. 584
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A Experimental Results on Fairness790

According to Sweeney and Najafian (2019), the791

more imbalanced/skewed a prediction produced by792

a trained model is, the more unfair opportunities it793

gives over predefined categories, and the more un-794

fairly discriminative the trained model is. We thus795

follow previous work (Xiang et al., 2020; Sweeney796

and Najafian, 2019; Qian et al., 2021) to use the797

metric – imbalance divergence – to evaluate how798

imbalanced/skewed/unfair a prediction P is :799

D(P,U) = JS(P∥U), (4)800

where D(·) is defined as the distance between P801

and the uniform distribution U . Specifically, we802

use the JS divergence as the distance metric since803

it is symmetric (i.e., JS(P∥U) = JS(U∥P )) and804

strictly scoped (Fuglede and Topsoe, 2004). Based805

on this, to evaluate the entity bias of a trained RE806

model, we average the following relative entity807

mention imbalance (REI) measure over all the test-808

ing instances containing whichever entity mentions:809

810

REI =
1

E
∑
e∈E

D(P ({x|e ∈ x∧x ∈ D}), U), (5)811

where x is an input instance, D is the testing set,812

P (x) is the prediction output, e is an entity men-813

tion, and E is the corpus of entity mentions. This814

metric captures the distance between all predictions815

and the fair uniform distribution U .816

We follow the experimental settings in §4.2 and817

report the fairness test in Tab. 7. The results818

show that our CORE method reduces the imbal-819

ance metrics (lower is better) when employed on820

IRERoBERTa significantly and consistently, indicat-821

ing that it is helpful to mitigate the entity bias.822
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Method TACRED TACRED-Revisit Re-TACRED SemEval

IRERoBERTa (Zhou and Chen, 2021) 61.2 59.3 57.5 54.1

IRERoBERTa + Resample (Burnaev et al., 2015) 60.5 58.4 56.8 53.5
IRERoBERTa + Focal (Lin et al., 2017) 60.9 58.9 57.1 53.7
IRERoBERTa + CFIE (Nan et al., 2021) 60.1 57.8 56.2 52.9
IRERoBERTa + Entity Mask (Zhang et al., 2017) 61.5 60.1 57.3 54.2
IRERoBERTa + CORE 57.3 55.6 54.3 50.8

Table 7: Experimental results (unfairness; %) of Relation Extraction on the test sets of TACRED, TACRED-Revisit,
Re-TACRED, and SemEval (lower is better). The best results in each column are highlighted in bold font.
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