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ABSTRACT

Recently, significant efforts have been devoted to enhancing the long-context ca-
pabilities of Large Language Models (LLMs), particularly in long-context rea-
soning. To facilitate this research, we propose DetectiveQA, a dataset specifi-
cally designed for narrative reasoning within long contexts. We leverage detective
novels, averaging over 100k tokens, to create a dataset containing 1200 human-
annotated questions in both Chinese and English, each paired with corresponding
reference reasoning steps. Furthermore, we introduce a step-wise reasoning met-
ric, which enhances the evaluation of LLMs’ reasoning processes. We validate
our approach and evaluate the mainstream LLMs, including GPT-4, Claude, and
LLaMA, revealing persistent long-context reasoning challenges and demonstrat-
ing their evidence-retrieval challenges. Our findings offer valuable insights into
the study of long-context reasoning and lay the base for more rigorous evaluations.
The evaluation code are publicly accessible via our GitHub repository

1 INTRODUCTION

The long-context capabilities of Large Language Models (LLMs) (OpenAI, 2023; Anthropic, 2024a;
Touvron et al., 2023; Sun et al., 2024; Bai et al., 2023a; Cai et al., 2024; Zeng et al., 2023b), particu-
larly long-context reasoning(Kociský et al., 2018; Sprague et al., 2024; Wang et al., 2024; Karpinska
et al., 2024), are a key competitive advantage in the current landscape. Recently, OpenAI released
the O1 model (OpenAI, 2024), which not only supports a context length of 128k but can also gen-
erate extensive reasoning chains, effectively solving complex reasoning problems in intricate sce-
narios. As the long-context reasoning capabilities of LLMs improve, there is a growing demand
for more challenging and realistic long-context reasoning evaluations(Sprague et al., 2024; Kuratov
et al., 2024; Zhang et al., 2024; Wang et al., 2024; Karpinska et al., 2024). Among these, narrative
reasoning based on detective novels provides a sufficiently realistic and challenging setting(Sprague
et al., 2024; Gu et al., 2024). As Ilya, the core developer of GPT-4, has stated, if LLMs possess real
understanding when presented with a detective novel with a complicated plot, a storyline, different
characters, numerous events, and mysteries like clues, LLMs should be able to predict who commits
the crime at the last page of the book based on the context1.

Inspired by his words, we propose DetectiveQA, a long-context narrative reasoning dataset with
three features. First, DetectiveQA provides detailed annotation information. The dataset includes
1200 reasoning questions from English and Chinese detective novels, with an average length ex-
ceeding 100k tokens. As shown in Figure 1, we offer not only the questions, options, and answers
but also the reference steps, which are the reference reasoning chains for the question, taken by
detectives(Wang et al., 2024). Importantly, these reference steps include the explicit evidence, the
evidence in the text, and the implicit evidence, the inference made by detectives. Our DetectiveQA
has the highest average reasoning step number compared with other reasoning datasets as shown in

∗ Equal contribution.
† Corresponding author.
1Ilya Sutskever — GPT4 predicts the next word better — Now upgraded to the more powerful GPT4o

https://www.youtube.com/watch?v=1OsHC1vbpc0
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Question:
Which of the following is the reason for the disappearance of Sainsbury Seale?
Options: 
A. left voluntarily. B. met an untimely end
C. eloped with someone. D. Sudden memory loss.
Answer: 
B
Reference Steps: 
Step #1: Ms Sainsbury-Seal did not take her luggage with her when she disappeared.
Step #2: This does not appear to be a voluntary departure.
Step #3: Ms Seale had a dinner date with a friend to play solitaire.
Step #4: Normally at the appointed time she would have been back at the hotel.
Step #5: Therefore, based on the above evidences, it is surmised that it was Sainsbury Seale who met an untimely 
end.
Evidence Position:
740, -1, 734, -1, -1.
Answer Position: 
1202 

Figure 1: An example of annotation in DetectiveQA. We highlight the explicit evidence of reasoning
in blue and implicit evidence in green. The whole reference steps include both. In contrast, in the
Evidence Position field, the part corresponding to the explicit evidence will be the paragraph index
in the novel, while that corresponding to the implicit evidence will be -1.

Table 1. We also specify the paragraph locations of the evidence and indicate where the detectives
give the answer.

Furthermore, DetectiveQA features step-wise reasoning metric. Besides the stable assessment
results through multiple-choice questions, we design an LLM-judged metric to evaluate whether
LLM’s reasoning processes aligns with the steps taken by detectives. This approach offers a more
challenging and feasible method for assessing long-context reasoning(An et al., 2023). Finally, De-
tectiveQA can provide an in-depth analysis for long-context reasoning. We adjust the evaluation
results and the context used during the assessment to explore the LLM’s evidence retrieval capa-
bility(Kamradt, 2023; Li et al., 2024), the impact of data contamination(Li et al., 2023; Karpinska
et al., 2024), and the differences in reasoning abilities between long and short contexts. To sum up,
our contributions can be summarized as follows.

• We propose DetectiveQA, a human-annotated evaluation of narrative reasoning in long
contexts, averaging over 100k tokens, with 1200 questions in English and Chinese, each
paired with reference steps, averaging over 8 steps.

• Furthermore, we introduce a step-wise reasoning metric that evaluates the LLM’s reasoning
process, which evaluates the evidence retrieval capability of long-context LLMs and, more
importantly, reflects the logical coherence of their reasoning process.

• We evaluate mainstream LLMs, including GPT-4, Claude, and LLaMA, revealing chal-
lenges in long-context reasoning. We also identify data contamination issues and differ-
ences in reasoning between long and short contexts. Our findings provide valuable insights
for research on long-context LLMs and long-context reasoning assessments.

2 RELATED WORK

Long-Context Reasoning Classical long-context benchmark (Bai et al., 2023b; Zhang et al.,
2024; Kamradt, 2023) primarily focuses on tasks like QA, summarization, and retrieval, lacking
an evaluation of long-context reasoning in real-world scenarios. Traditional long-context reasoning
tasks, such as NarrativeQA (Kociský et al., 2018), cover limited clues, while HotpotQA (Yang et al.,
2018), despite pioneering multi-hop reasoning, relies on synthetic data that does not provide a re-
alistic context. Recently, NovalQA (Wang et al., 2024) and NoCha (Karpinska et al., 2024) have
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Table 1: Comparison of DetectiveQA with other reasoning datasets. To our knowledge, no previous
dataset encompasses all of these qualities. ∼ denotes datasets that partially qualify for the property.

Dataset Reasoning Natural
Long

Real-
World

Process
Evaluation

Reasoning
Step Num

NarrativeQA (Kociský et al., 2018) ✓ ✓ ✓ ✗ 1
HotpotQA (Yang et al., 2018) ✓ ✗ ✗ ✗ 2
BABILong (Kuratov et al., 2024) ✓ ✗ ✗ ✗ 2.2
NovelQA (Wang et al., 2024) ✓ ✓ ∼ ∼ -
NoCha (Karpinska et al., 2024) ✓ ✓ ∼ ✗ -
MuSR (Sprague et al., 2024) ✓ ✗ ✓ ✗ -
DetectBench (Gu et al., 2024) ✓ ✗ ✓ ∼ -

DetectiveQA (Ours) ✓ ✓ ✓ ✓ 8.5

offered more challenging long-context reasoning evaluations through QA in long novels; however,
their question designs are not sufficiently natural and are relatively rare in real-world situations.

Among various genres of novels, detective novels are widely regarded as the most distinctive in
terms of reasoning features (Gu et al., 2024; Sprague et al., 2024; Del & Fishel, 2023). Detec-
tive reasoning questions can authentically reflect LLM’s understanding of context and its reasoning
capability in real-world scenarios. Although detective novels have seen successful applications in
short-context evaluations, such as MuSR (Sprague et al., 2024) and DetectBench (Gu et al., 2024),
it has not yet been applied to long-context reasoning evaluation. In response to this gap, we propose
DetectiveQA and provide detailed annotation information for classic long-form detective novels.

Reasoning Metrics To measure the reasoning capability of long-context LLMs, the metric fo-
cused on the quality of the reasoning process is necessary. However, the commonly used ROUGE
metric (Lin, 2004) generally fails to do so (An et al., 2023). Therefore, G-Eval utilizes LLMs like
GPT-4 to assess the quality of NLG outputs (Liu et al., 2023), showing a higher correlation with
human judgments in summarization and dialogue. Additionally, for mathematical reasoning (Mon-
dorf & Plank, 2024), ReasonEval (Xia et al., 2024) introduces a method for evaluating the reasoning
steps in math problems, emphasizing the validity and redundancy of each step and still using LLMs
for automatic assessment. However, these studies have not addressed the reasoning process evalu-
ation in narrative reasoning, particularly in long-context reasoning. For long-context reasoning, the
most commonly used metrics remain multiple-choice accuracy (Wang et al., 2024) or output match-
ing (Kuratov et al., 2024). In response to this, we draw inspiration from other process evaluations
and, considering the characteristics of detective novels, propose an LLM-judged step-wise reasoning
metric.

3 CREATING DETECTIVEQA

3.1 DATA SOURCE

Detective novels are valuable for studying language models’ ability to handle long contexts due to
their reasoning-heavy content. Therefore, we consider detective novels as promising candidates to
be data sources of our benchmark. However, many prioritize storytelling over rigorous reasoning.
Fortunately, we find a group of detective novels categorized as orthodox school (Saito, 2007), which
emphasize logical puzzles and provide readers with the same evidence as the detective, making
them suitable for our benchmark. Therefore, we collect orthodox detective novels as sources of long
context and use questions related to the puzzles in the novels to test the language models.

To ensure a smooth gradient of difficulty, we collect novels ranging from 100k to 250k words. We
also limit our collection to Chinese and English versions, aligning with the language proficiency of
the research team and data annotators.
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Figure 2: Illustration of DetectiveQA. The center shows the main annotation process, where human
annotators annotate reasoning problems based on various information. On the left, AI-assisted in-
formation extraction offers summaries to help annotators quickly understand novels and locate key
information. The right side, the most critical part, involves evaluating models using DetectiveQA,
where reasoning metric and answer accuracy are measured.

3.2 DATA ANNOTATION

Data annotation by hiring workers to read long novels (Wu et al., 2021) and generate questions
is time-consuming and labor-intensive, taking an average of 3.5 hours to read a 100k-word novel,
making it challenging to scale, thus prompting the need for a more efficient alternative.

Our solution is to build an agent workflow using existing LLMs with strong long-context capabilities
to assist human annotators. The key insight is that, for a complete detective novel, identifying
reasoning questions and their corresponding answers can be viewed as an information extraction
task, which is a simpler problem that state-of-the-art LLMs have shown promising performance
(Zhang et al., 2024). The specific workflow involves the following steps:

(i) Novel Comprehension. We first let the LLM summarize the novel to help the annotator
grasp the overall story quickly. We input the entire novel again and ask the model to extract
the detective’s reasoning within the novel. Allow the annotator to understand the reasoning
of the novel better.

(ii) Question proposition. Next, Human annotators propose reasoning questions based on the
reasoning process extracted.

(iii) Human refinement. To aid human annotators in verifying the extracted content, we
prepend indices to each paragraph in the novel and instruct the model to output the lo-
cations of the extracted reference steps. To ensure data quality, the human annotator per-
forms discriminative filtering and refinement of the extracted reasoning with reference to
the corresponding location in the original text.

The above process enhances annotation efficiency while ensuring quality. Please refer to Ap-
pendix A for annotation details and Section 5.1 for data validation.

4 EVALUATING WITH DETECTIVEQA

4.1 METRIC SETTINGS

In this section, we present the evaluation metrics for DetectiveQA, including multiple-choice accu-
racy for a stable assessment of reasoning results and the step-wise reasoning metric for a detailed
evaluation of the reasoning process.

Multiple-Choice Accuracy Similar to previous evaluations based on multiple-choice ques-
tions (Hendrycks et al., 2021; Huang et al., 2023; An et al., 2023), we provide long-context LLM a
question with four options and require LLM to output a letter corresponding to the selected option.
At this point, we calculate the percentage of correctly answered questions as the score.
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Context:

It was in June of 1935 that I came home from my ranch in South 
America for a stay of about six months. It had been a difficult 
time for us out there. Like every one else, we had suffered … 

(the above content of The A.B.C. Murders …)

Question:

The main reason why Poirot asked Hastings to protect Mary 
Drower was ____. Answer the question and give the reasoning 
process you obtained.

Output:

The main reason why Poirot asked Hastings to protect Mary 
Drower was that her last name began with the letter D. In the 
novel, Poirot thought that the next victim of the ABC series of 
murders might be someone with a last name beginning with 
the letter D. Since Mary Drower's last name was Drower, 
which began with the letter D, Poirot asked Hastings to protect 
her to prevent her from becoming the next victim.

Reasoning:

Step #1: D was the first letter of the killer's next victim. 

Step #2: Mary Drower's last name begins with the letter D.

(other steps about this question …)

Output:

Steps #1, #2 are included.

(a) Illustration on the reasoning metrics. The met-
ric evaluates the ability of the models to recall ev-
idence by comparing the models’ answers to the
reference steps using GPT4.

Context:

It was in June of 1935 that I came home from my ranch in South 
America for a stay of about six months. It had been a difficult 
time for us out there. Like every one else, we had suffered … 

(the above content in The A.B.C. Murders …)

Question:

{{ question }}

(b) Context+Question

Context:

Please answer the question based on Agatha Christie’s novel,
The A.B.C. Murders.
(only author and name of The A.B.C. Murders)

Question:

{{ question }}

(c) Question-Only

Context:

Evidence #1: D was the first letter of the killer's next victim. 

Evidence #2: Mary Drower's last name begins with the letter D.

(other Evidence in The A.B.C. Murders about this question …)

Question:

{{ question }}

(d) Evidence+Question

(e) Three context settings for the evaluation on
DetectiveQA. Context+Question is the standard
setting that requires models to answer questions
based on the full long context. Question-only set-
ting prompt without the context, serving for a test
of data contamination. Evidence+Question pro-
vides the golden evidence instead of the long con-
text, aiming to ablate the reasoning ability of the
models without long context.

Figure 3: Reasoning metrics with its illustration and three settings.

Step-wise Reasoning Metric For narrative reasoning in DetectiveQA, simply assessing the an-
swer is insufficient; it is important to measure the logical coherence, namely whether LLM presents
sufficient evidence and articulates a complete reasoning process behind the correct answer. However,
the automated evaluation of long outputs from LLMs remains challenging(An et al., 2023). Fortu-
nately, thanks to the annotation, where each question is linked to corresponding reference steps, we
can assess the logical coherence of LLMs’ reasoning processes with how many correct reference
steps are included, as shown in Figure 3a. Therefore, we introduce a step-wise reasoning metric, the
average score across all questions, to reflect the LLM’s reasoning performance on DetectiveQA.

To access the containment relationship, we use GPT-4 to review and count the reference steps pro-
vided in its responses. The specific prompt used is detailed in Appendix B. Importantly, unlike
traditional multi-target information retrieval(Kamradt, 2023; Li et al., 2024) or multi-hop reasoning
tasks(Yang et al., 2018; Kociský et al., 2018), DetectiveQA also evaluates whether the model can
provide implicit evidence beyond the evidence present in the context, making it a more challenging
and realistic evaluation. We can also visualize evidence retrieval with heatmaps in NIAH(Kamradt,
2023), which will be discussed in Section 5.2.

4.2 CONTEXT SETTINGS

In addition to two metric settings, we provide three context settings, as shown in Figure 3e, to
analyze different issues in LLMs’ long-context reasoning. 1.Context+Question Concatenating the
complete context before the answer appears in a detective novel, serving as the basic setting to test
LLMs’ long-context reasoning capability. 2.Question-Only Only the title and author of the detective
novel are provided before the question. This approach addresses potential data contamination issues
since our annotated detective novels are classics and may be included in the LLM’s pre-training data.
By comparing this setting with the previous one, we can assess whether long-context reasoning truly
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Figure 4: The distribution of the context tokens of samples in DetectiveQA. The novel content for
each question is truncated before the answer appears.

relies on contextual information. 3.Evidence+Question Only relevant evidence from the context is
concatenated before the question, transforming long-context reasoning into short-context reasoning.
This allows us to compare long-context and short-context reasoning across different LLMs. It is
important to note that only the explicit evidence from the context is provided; the implicit evidence
from the detective reference steps is not included.

5 EXPERIMENT

We conduct experiments to validate the data quality of DetectiveQA and study the capability of
prominent large language models with it.

5.1 VALIDATION RESULTS

Statistics. We examine the statistics of DetectiveQA to ensure the distribution of both questions
and answers satisfies our desiderata. We confirm that (1) DetectiveQA features long context, whose
context lengths are distributed from 5k to 363k (Figure 4), with an average of 118k tokens (Table 2);
(2) The number of clues distributed at each depth exceeded 100, and the exact distribution is shown
in the Appendix C; and (3) the questions are reasoning-intensive, whose answers involve an average
of 8.48 reference steps or near 400 tokens (Table 2). These results support DetectiveQA as a qualified
and challenging evaluation for reasoning over long contexts.

Table 2: Statistics of evidence and inferences in DetectiveQA.Our dataset also has richer corpus
information in terms of responses. We count the lengths in words. And using the GPT4 tokenizer.

Max. Min. Avg.

context tokens 363k 5k 118k
reference steps 27 3 8.48
reference tokens 1448 96 394.95

Validation on data annotations. Three authors of this work double-check the data to validate the
annotation quality. Specifically, we sample annotated data from 10 novels and the three authors
inspect (1) whether the questions are reasoning questions whose answers can be derived from the
novel; (2) whether the reference steps are consistent with the original novel and all the evidence
exists in the novel; and (3) whether the annotated answers are correct. The results in Table 3 indicate
that the quality of almost all the data satisfies our requirement, thus supporting the validity of the
outcome dataset. More supporting evidence will be provided in the Appendix C.

Validation on metrics. We verify the reliability of LLM as a judge for the step-wise reasoning
metric. Specifically, we manually annotate the reasoning process of 100 answers and calculate
the correlation between the judgment from the human judges and GPT4. As shown in Table 4,
GPT4 shows high agreement with human judges. In comparison, Rouge, an n-gram-based automatic

6



Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

Table 3: We asked three authors to score each of the ten novels using agent workflow to accelerate
the labeling of questions in terms of question reliability, answer accuracy, and reasonableness of the
reference step, and used a voting mechanism to arrive at a final score, and computed the Jaccard
correlation between this result and the full 1-sequence.

Validation part question reasoning answer

Jaccard similarity 0.97 0.91 0.94

metric for content recall, despite being much cheaper, fails to correlate with human evaluation well
(Table 5). Therefore, we consider it appropriate to apply GPT4 as an automatic evaluation of the
reasoning process.

Table 4: Using whether evidence is present in the chain of reasoning as a discrete judgment problem,
we analyze the consistency of human judgments and GPT4 judgments using human judgments as
the gold standard.

Human vs GPT4 accuracy kappa

Agreement 0.92 0.83

Overall, the above validation on both data and evaluation metrics ensures DetectiveQA is an evalu-
ation that satisfies our needs for long-context reasoning ability for large language models. We then
apply it to evaluate mainstream models and study their capabilities.

5.2 EVALUATION RESULTS

Models. We evaluate both closed-source and open-source LLMs featuring long-context capability.
For closed-source models, we include GPT4-1106-preview-128k, OpenAI-O1-mini-128k (OpenAI,
2024), Claude3-opus-20240229-200k (Anthropic, 2024b), and KimiChat-200k. For open-source
models, we evaluate LLaMA3.1-8B-Instruct-128k (Dubey et al., 2024), ChatGLM3-6B-128k (Zeng
et al., 2023a), GLM4-9B-chat-1M (Zeng et al., 2023a), IntermLM2-7B-chat-200k (Cai et al., 2024),
InternLM2.5-7B-chat-1M (InternLM, 2024) and Qwen2.5-7B-Instruct-128k (Team, 2024).

Main results. We first report the multiple-choice accuracy and reasoning metric under the Ques-
tion+Context setting in Table 6.

Comparing the metrics, we find the multiple-choice accuracy and reasoning metrics show consistent
trends across models, while gaps in numbers exist. This indicates a large number of questions
are answered without a perfect reasoning chain, further highlighting the necessity to perform fine-
grained evaluation on reference steps to study long-context reasoning capabilities.

Comparing across models, results indicate obvious discrepancies, which we summarize as follows.

• Open-source models still lag behind esteem closed-source models. While open-source
models have made significant progress in recent development, claiming to approach state-
of-the-art closed-source models (Dubey et al., 2024), the performance gaps still exist in
long-context reasoning capabilities.

• Distinction also exists among closed-source models. Despite being known as a strong
reasoner, OpenaAI-O1-mini-128k does not show distinctively superior performance. In-
stead, Claude3 performed the best among the closed-source models.

• Most open-source models perform on par, while Llama3.1 lags behind others. Our sub-
sequent analysis (Section 5.3) attributes this to its failure on over 100k-long contexts.

Analysis on data contamination. The use of detective novels may raise concerns about data con-
tamination issues, which we investigate the potential impact through the question-only setting. The
main idea is that the model is able to answer the question correctly even without the context if data
contamination occurs. Therefore, we perform a question-wise comparison between the Question-

7



Published at ICLR 2025 Workshop on Reasoning and Planning for LLMs

Table 5: Correlation coefficient table. We randomly selected 100 reasoning processes generated by
the model and compared them with human-labeled reference steps. For each process, we computed
Rouge-1, Rouge-2, and Rouge-L scores, along with human and GPT ratings. The scores for the 100
reasoning processes, based on these four evaluation metrics, were then correlated with the human
ratings to determine the correlation coefficients.

Ours Rouge-1 Rouge-2 Rouge-L

Corr. 0.91 0.52 0.61 0.58

Table 6: Win rate was calculated for model responses based on the Question Only setting and the
Question+Context setting, and G.M. is the geometric mean of the answer accuracy and reasoning
scores.

Models Question+Context Question-Only Win RateAnswer Reasoning G.M. Answer Reasoning G.M.

GPT-4-1106-preview-128k 73.99 27.43 45.05 43.16 10.99 21.77 84.34
OpenAI-O1-mini-128k 60.83 23.80 38.05 41.67 11.64 22.03 70.65
KimiChat-200k 64.13 27.79 42.21 45.07 9.64 20.84 67.27
Claude3-Opus-200k 81.95 37.33 55.30 23.43 16.22 19.49 94.61

LLaMA3.1-8B-Instruct-128k 28.17 21.15 24.41 39.42 8.08 17.84 69.44
GLM3-6B-128k 40.58 22.08 33.63 33.63 7.16 15.51 63.47
GLM4-9B-chat-1M 59.00 24.07 37.68 40.33 8.06 18.03 74.02
Qwen2.5-7B-Instruct-128k 61.75 21.16 36.15 40.58 9.09 19.21 76.86
InternLM2-7B-chat-200k 57.95 23.94 37.24 36.97 12.65 21.62 81.69
InternLM2.5-7B-chat-1M 60.92 22.45 36.98 39.17 7.76 17.44 77.99

only and Question+Context settings. We summarize the results in terms of win rate2 in Figure 6a.
The results suggest the data contamination issues are mild. The question-only setting merely wins
on a small proportion of questions, and the proportions are similar for different models. Besides,
as shown in Table 6, our main results on question+context settings correlate with the win rate.
Therefore, we consider the data contamination is not severe and does not affect the validity of our
evaluation with DetectiveQA.
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(d) InternLM2.5
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(f) Claude3

Figure 5: Multi-needle-in-a-haystack test results for different models. We treat each clue in the
reference steps found in the article as a ”needle” and determine whether the needle is detected by
checking if it is included in the model’s reasoning process. We define ”depth” as the percentage
of the problem’s total character count where the evidence appears far from the beginning of the
document. Our analysis focuses on recall based on varying context lengths and clue depths.

2Win rate is defined as the score comparison of each question under two different settings, with scores
comprising accuracy (0 or 1) and step-wise reasoning metric (0-1), where the higher score wins.
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(a) Stacked bar charts for analyzing data contami-
nation. The figure contrasts model perf. in Q-only
vs. C+Q modes using win rate (Sec. 5.2). If both
settings yield incorrect answers, they’re not com-
pared, categorized as “both lose” for calc.
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(b) Stacked bar charts for reasoning analysis. The
figure shows model perf. in evidence+Q and con-
text+Q settings, focusing only on answer accu-
racy, as reasoning score comparison is unfair to
context+Q.

Figure 6: Figures of two different analyses.

5.3 IDENTIFYING PERFORMANCE BOTTLENECKS BY ABLATING LONG CONTEXT AND
REASONING

DetectiveQA evaluates the intersection of long-context processing and reasoning, two crucial abil-
ities for large language models, simultaneously. To help identify the performance bottlenecks and
provide insight to help improve model capability, we disentangle the effect of the two capabilities.

5.3.1 ANALYSIS ON EVIDENCE RETRIEVAL OVER LONG CONTEXT.

To understand whether the evaluated models are proficient in long-context processing, we study
the models’ success rate in retrieving evidence in different positions over the context of different
lengths, inspired by the multi-needle in a haystack task (Li et al., 2024).

Results are in figure 5, which unveils that some models underperform others due to their limitations
in long-context processing. For instance, the overall performance of Llama3.1 in our main setting
lags behind others. Correspondingly, Figure 5 shows that Llama3.1 almost fails to retrieve any clues
when the context length exceeds 100k tokens, while the others still show a descent recall rate. This
showcases our annotation on evidence and their position being helpful to ablate the long-context
abilities in long-context reasoning.

5.3.2 ANALYSIS ON REASONING CAPABILITY.

For how reasoning affects model performance on DetectiveQA, we study the comparison between
Question+Context and Evidence+Context settings. The latter provides golden evidence instead of
the long context, thus eliminating the influence of the long-context capability of the models. Sim-
ilar to the comparison between question-only and Question+Context settings, we again conduct
question-wise comparisons and summarize the win rates in the two settings, shown in figure 6b.

We summarize our findings from different types of answers, respectively. The ”evidence win” takes
up a number of answers for all the models, indicating the need to enhance long-context capability
for all models. Notably, the answers from Llama 3.1 take up a large proportion in this part, aligning
with our previous findings on its limitation in long-context processing (Section 5.3.1). Additionally,
comparing the proportions of being ”both wrong”, we find GLM3 stands out to have more answers
belonging to this type, implying its less advanced reasoning ability. We also notice there exist a non-
neglectable number of cases in ”context win”, possibly due to that dropping most of the context may
harm the understanding of the story thus harming performance3.

3This may relate to the comparison between retrieval-based methods (Xu et al., 2023) and context-based
methods for handling massive information. We leave this for future study.
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6 CONCLUSION

We introduced DetectiveQA to test the models’ ability to reason narratively over long contexts, the
first benchmark for narrative reasoning with an average context length of 100k. We challenged the
models’ ability to reason over long texts as well as narrative reasoning using detective novels, the
real-world texts. For each model, our test gives two scores (answer accuracy and reasoning score)
in three settings. With a rich experimental setup, we can deeply analyze the performance of the
model and find that the current model still faces challenges in long text comprehension, information
extraction and narrative reasoning. We hope that our dataset will facilitate future improvements in
model reasoning ability, leading to more robust AI applications and the highest machine intelligence.

LIMITATIONS

Our dataset only serves as an evaluation benchmark on long-context reasoning ability, while how to
improve the model capability remains an open question. Meanwhile, our benchmark contains only
data from detective novels and mainly serves narrative reasoning. More diverse scenarios can be
included in the future.

ETHICS STATEMENT

We are committed to ensuring that DetectiveQA is used only for academic and scientific purposes,
and therefore we have rigorously copyright-checked all of the reasoning novels used in Detective’s
annotations to ensure that the individual novels are not designed to create copyright problems in
non-commercial areas. Through these screening tools, we aim to respect the principle of ‘fair use’
under copyright protection and ensure that our project navigates within legal and ethical boundaries
in a responsible manner.
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{
”question”:”Which of the following is the reason
for the disappearance of Sainsbury Seale?”,

”options”:
”A”: ”left voluntarily.”,
”B”: ”met an untimely end.”,
”C”: ”eloped with someone.”,
”D”: ”Sudden memory loss.”

”answer”:”B”,

”reasoning”: [
”Ms Sainsbury-Seal did not take her luggage with
her when she disappeared.”,
”This does not appear to be a voluntary depar-
ture.”,
”Ms Seale had a dinner date with a friend to play
solitaire.”,
”Normally at the appointed time she would have
been back at the hotel.”,
”Therefore, based on the above evidences, it is
surmised that it was Sainsbury Seale who met an
untimely end.”
],

”evidence position”:[740,-1,734,-1,-1],

”answer position”: 1202
}

Figure 7: An example of a multiple-choice annotation in DetectiveQA. We highlight the evidences
of reasoning in blue italics, and inference in green plain typeface . the ”reasoning” part includes evi-
dences and inferences, while in the ”evidence position” field, the part corresponding to the evidence
will be the paragraph in which the evidence occurs in the article, while the part corresponding to the
reference will be -1.

A ANNOTATION GUIDELINE

Data format. For each novel, we require the annotators to annotate (1) several multiple-choice
questions involving reasoning with (2) the answers to the question and (3) the multi-step reasoning
chains. For each step in reasoning chains, we annotate (4) tags indicating whether the step is a piece
of evidence in the original novel and the corresponding position. An example of our annotated data
is in Figure 7.

Annotation procedure. We visualize the annotation process in Figure 8. With the collected nov-
els, we first apply our agents to summarize the novels, locating rationales from the detective in the
novel and proposing candidate questions for each rationale. The prompts we use are in Fig. 7

With the outputs from the agent, we require the annotators to refine the data with the following
procedure.

(i) On questions. The annotator should determine whether a question requires reasoning to
answer. This involves assessing if answering the question necessitates extracting and syn-
thesizing clues from the original text. Questions that can be answered through simple
retrieval of a specific answer from the text, without requiring any additional contextual
information, should be filtered out. Additionally, the validity of the question should be
evaluated, with manual modifications applied to the original question as needed.

(ii) On options. The question must be accompanied by four options, including the correct
answer and a minimum of one distractor.
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(iii) On evidence. The annotators evaluate whether the model-provided evidence is relevant to
the question, complete, and accurate. They should eliminate incorrect or irrelevant evidence
and supplement missing ones.

(iv) On answers and rationales. The rationales should be separated into steps with each step
being an evidence or inferences.

(v) On positions. The annotators should ensure the answer positions and the evidence posi-
tions are correct.

Figure 8: Annotation process

Agent Workflow Figure 8 illustrates the specific process of accelerated annotation through agent
workflow. LLM extracts a wide variety of key information, which a human then integrates and
constructs into a complete annotation file for the reasoning problem.

B DETAILS IN REASONING METRIC

In our step-wise reasoning metric, we mentioned the use of GPT4 for the number of contained leads,
and we used the following prompt template 9.We use LLMs such as Kimi, Claude3, and others.

This template asks enough questions to get usable responses without adding additional samples for
a few shots to help answer.

C MORE VALIDATION RESULTS

Table 7 lists the statistics of the novel parts that were manual annotation and accelerated through
agent workflow-assisted annotation. While there is an increase in the length of questions for agent
workflow-assisted accelerated annotation, the evidence and reasoning sections of manual annotation
are more detailed and have slightly less coverage than agent workflow-assisted accelerated anno-
tation. Overall, the difference in quality between manual and agent workflow-assisted accelerated
annotation was minimal, suggesting that the use of agent workflow-assisted accelerated annotation
is feasible.

Depth Distribution The exact distribution can be seen in Figure 10, where there will be more
clues at 100% depth since the longer dependent questions will also have valid clues in the closer
locations.
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In order to evaluate a question-answering (QA) system’s reasoning process regarding a particular inference
question, specifically whether the reasoning process correctly includes certain reference steps, multiple
reference steps will be provided.

Due to the nature of the inference question being based on a detective novel, the reasoning process may
involve some sensitive content. However, for the purpose of this evaluation, please focus solely on determining
whether the reasoning process explicitly or implicitly includes the provided reference steps.

The QA system’s output for the reasoning process may not explicitly mention the provided reference steps,
but it might implicitly incorporate them. In such cases, it should still be considered as correct including the
provided reference steps.

The reasoning process output by the QA system and the reference reference steps to be considered are
presented below. Please objectively assess whether the QA system’s reasoning process explicitly or implicitly
includes the provided reference steps, and clearly state which reference steps are included.

Reasoning Process:
[Reasoning Process]

reference steps:
[reference steps]

Provide an initial sentence explaining whether the reasoning process explicitly or implicitly includes
each reasoning step. Then, in the second line, specify the indices of the included reference steps in a list
format, such as [0, 1, 2, 3, ...].

Your response should maintain this format:

Explanation: ¡One-sentence explanation¿
Included Reference Steps: [Indices of the included reference steps]

Figure 9: GPT-4 Questioning Template: Replace bolded font with evidence and Model’s Inference
Process in Query.

Statistic w/ agent workflow w/o agent workflow
(Max/Min/Avg) (Max/Min/Avg)

context length 148k/4k/81k 167k/4k/94k
reference steps 26 / 4 / 7.65 21 / 3 / 7.80
reasoning length 606 / 78 / 251.14 1073 / 92 / 301.94
total questions 308 338

Table 7: Annotation w/ agent workflow vs. Annotation w/o agent workflow Statistics Comparison
where context length refers to the length of the problem and the meaning of the remaining metrics
is detailed in Section 5.1.

D MORE EVALUATION RESULTS

We have done quite a lot of experiments under the 32K input length model, and we can find that the
experimental results of the 32K model are all relatively unsatisfactory. The experimental results are
shown in Table 8

However, a larger number of parameters would allow the model to make full use of the information
in the 32K text and its own reasoning power to mitigate the problem.
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Figure 10: Distribution of different evidence depths. For each piece of evidence, we take as depth
the percentage of the total number of words from the beginning of the word in which it occurs

Table 8: Performance of models supporting context lengths of 32K or less

Models Question+Context Question-Only Win RateAnswer Reasoning G.M. Answer Reasoning G.M.

LongChat-v1.5-7B-32k 29.33 11.07 18.01 27.83 5.72 12.59 33.58
Vicuna-v1.5-7B-16k 30.33 12.63 19.57 27.67 6.69 13.60 32.57
Qwen1.5-7B-8k 49.50 10.09 22.34 35.33 7.74 16.53 60.71
Qwen1.5-72B-32K 70.67 19.69 37.30 44.67 10.55 21.70 76.51
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