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Abstract001

The challenge of slang translation lies in cap-002
turing context-dependent semantic extensions,003
as slang terms often convey meanings beyond004
their literal interpretation. While slang detec-005
tion, explanation, and translation have been006
studied as isolated tasks in the era of large007
language models (LLMs), their intrinsic in-008
terdependence remains underexplored. The009
main reason is lacking of a benchmark where010
the two tasks can be a prerequisite for the011
third one, which can facilitate idiomatic trans-012
lation. In this paper, we introduce the interpre-013
tative slang translation task (named SlangDIT)014
consisting of three sub-tasks: slang detection,015
cross-lingual slang explanation, and slang trans-016
lation within the current context, aiming to gen-017
erate more accurate translation with the help of018
slang detection and slang explanation. To this019
end, we construct a SlangDIT dataset, contain-020
ing over 25k English-Chinese sentence pairs.021
Each source sentence mentions at least one022
slang term and is labeled with corresponding023
cross-lingual slang explanation. Based on the024
benchmark, we propose a deep thinking model,025
named SlangOWL. It firstly identifies whether026
the sentence contains a slang, and then judges027
whether the slang is polysemous and analyze028
its possible meaning. Further, the SlangOWL029
provides the best explanation of the slang term030
targeting on the current context. Finally, ac-031
cording to the whole thought, the SlangOWL032
offers a suitable translation. Our experiments033
on LLMs (e.g., Qwen2.5 and LLama-3.1), show034
that our deep thinking approach indeed en-035
hances the performance of LLMs where the036
proposed SLangOWL significantly surpasses037
the vanilla models and supervised fine-tuned038
models without thinking. 1039

1 Introduction040

The slang includes words, phrases, idioms, and041

expressions that are not typically found in formal042

1Source codes and data will be freely available at github
upon acceptance.

Source Sentence: As I recall, you've always carried a torch for Oldsmobiles.

Slang Term: carried a torch 

Cross-lingual Slang Explanation: “carried a torch” 是一个俚语，意思是对某

人或某物有持续的爱慕或热情，通常用于描述对某人的暗恋或长期的喜
爱。在这个句子中，它表示你一直对Oldsmobiles这款车有特别的情感。 

(‘carried a torch’ is a slang term that means having a sustained admiration or 

passion for someone or something, usually used to describe a secret love or 

long-term affection for someone. In this sentence, it means that you have 

always had a special emotional attachment to the Oldsmobile car.)

Chinese Translation: 我记得，你一直特别喜欢奥兹摩比。

Source Sentence: The athlete proudly carried a torch during the opening 

ceremony of the Olympics.

Slang Term: No slang

Explanation: “carried a torch” 是手持火炬 - 字面意思，指手里拿着一个火
炬。 (‘carried a torch’ means holding a torch - literally means holding a torch 

in one's hand..)

Chinese Translation: 这位运动员在奥运会开幕式上自豪地手持火炬。

Source Sentence: She carried a torch for environmental conservation, 

dedicating her life to protecting nature.

Slang Term: No slang

Explanation: “carried a torch”坚持某种信念 - 引申含义，指坚持某种信仰、
理想或目标，通常是为了纪念或延续某种精神。 (‘carried a torch’ means 

adhering to a certain belief - its extended meaning refers to adhering to a 

certain faith, ideal, or goal, usually to commemorate or continue a certain 

spirit...)

Chinese Translation: 她坚持环境保护的信念，毕生致力于保护自然。

Figure 1: Some examples of the SlangDIT benchmark.

language or standard dictionaries, conveying subtle 043

shades of meaning, tone, and attitude, which is of- 044

ten used in social interactions, particularly among 045

specific groups or communities (Mashhady and 046

Pourgalavi, 2013). The natural characteristic leads 047

to some challenges of slang translation since it is 048

hard to model context-dependent semantic exten- 049

sions. Although plenty of studies on them have 050

been carried out based on slang detection (Ishi- 051

watari et al., 2019; Pei et al., 2019), or cross-lingual 052

slang explanation (Gluck et al., 2025), or slang 053

translation (Sun et al., 2022) in the era of large 054

language models (LLMs) (Jhirad et al., 2023; Pei 055

et al., 2019; Sun et al., 2022, 2024), to our knowl- 056

edge, little research work has been devoted to slang 057

translation with the help of slang detection and 058

cross-lingual slang explanation. One important rea- 059

son is the lack of such slang translation datasets. 060

Meanwhile, the previous work generally ne- 061

glects the polysemy present in slang terms. In 062

different contexts, the slang term conveys differ- 063
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ent ideas. For example, in the Figure 1, the term064

‘carried a torch’ is a slang term in the top box065

while it is not in the middle (‘superficial semantic066

meaning’) and bottom box (‘extended meaning’).067

In fact, for humans, to identify and understand068

slang, one firstly needs to be familiar with the cul-069

tural, social, and historical context in which it is070

used. This involves recognizing the nuances of071

language and also requires an awareness of the072

ever-changing nature of language, as slang terms073

and expressions may quickly evolve or become out-074

dated (Lėgaudaitė, 2010; Keidar et al., 2022). For075

instance, if we take the slang term (i.e. ‘carried a076

torch’) as general words in the top box of Figure 1,077

we could not capture the real sense the speaker said078

(i.e., ‘sustained admiration or passion for someone079

or something’). Secondly, to translate it, one re-080

quires not only conveying the literal meaning of081

the words but also capturing the tone, connotation,082

and implied meaning that is often embedded in083

slang expressions (Mattiello, 2009). Even for pro-084

fessional human translators, they sometimes fail085

to convey the intended meaning in practice. As086

shown in the example of Figure 1, directly translate087

the slang term can not show the subtle meaning the088

sentence reflects. And with the help of the slang089

detection and cross-lingual slang explanation, the090

translation will express the original intention and091

become satisfactory. All of the above call for a such092

data resource that can encourage further research093

in slang understanding and translation.094

In this work, we propose a new task named095

Interpretative Slang Translation (SlangDIT), with096

the goal to produce more accurate translations by097

taking the detected slang and the corresponding098

cross-lingual slang explanation. To this end, we099

firstly construct a SlangDIT dataset. Specifically,100

based on the large-scale movie subtitles2, about101

28M English-Chinese sentence pairs (Liang et al.,102

2022), (1) we use advanced LLMs (e.g., Qwen2.5-103

72b (Qwen Team, 2024)) to judge whether the En-104

glish sentence contains a slang. (2) for the sentence105

with a slang (~776k), we further utilize Qwen2.5-106

72b and Llama3.3-70b to extract the slang terms.107

To ensure the data quality, we only maintain the sen-108

tence where both of Qwen2.5-72b and Llama3.3-109

70b predict the same slang term and GPT-4o agrees110

that it is a slang. (3) We further utilize Qwen2.5-111

72b produce the Chinese explanation. (4) To ex-112

plore the context impact on the slang term, we113

2https://www.jubenz.com/

utilize GPT-4o to annotate whether each slang term 114

is polysemous. Consequently, we obtain over 25k 115

English-Chinese sentences with 13,580 genenal 116

slang terms and 7,818 polysemous slang terms. 117

Based on the constructed SlangDIT dataset, we 118

propose a deep thinking model (SlangOWL) that 119

simulates cognitive process of humans. Specifi- 120

cally, the model firstly identifies whether the sen- 121

tence contains a slang, and then judges whether 122

the slang is polysemous and analyze its possible 123

meaning. Further, it provides the best cross-lingual 124

explanation of the slang term targeting on the cur- 125

rent context. Finally, according to the thought, the 126

model offers a suitable translation. To achieve this 127

goal, we need the long thought samples to train our 128

models. In view of promising reasoning ability in 129

existing o1-like LLMs, we decide to provide the 130

four key elements (slang term, polysemy, cross- 131

lingual explanation and translation) to DeepSeek- 132

R1-Distill-Qwen-32B (DeepSeek-AI et al., 2025), 133

and collect the thought process. 134

Experiments on three LLM-based sys- 135

tems (Qwen Team, 2024; Dubey et al., 2024), i.e., 136

Qwen2.5-7B-Instruct, Llama-3.1-8B-Instruct and 137

Qwen2.5-14B-Instruct, show the effectiveness of 138

deep thinking on translation. It significantly out- 139

performs the vanilla models and simply supervised 140

fine-tuned models in terms of BLEU (Papineni 141

et al., 2002), CometKivi (Rei et al., 2022), 142

Comet (Rei et al., 2020) and evaluators via 143

GPT-4o. 144

In summary, our main contributions are: 145

• We propose a new task: interpretative slang trans- 146

lation named SlangDIT, consisting of three sub- 147

tasks, to advance slang understanding and trans- 148

lation research. 149

• We are the first that contributes the SlangDIT 150

dataset, which contains 25k <English sentence, 151

Chinese sentence, slang terms, cross-lingual 152

slang explanation> quadruplets. Particularly, it 153

offers 7,818 polysemous slang terms. 154

• We propose a SlangOWL model that achieves the 155

best performance with the help of deep thinking 156

during translation. We also show that the slang 157

detection and cross-lingual explanation play a 158

key role in translating the sentence with a slang 159

term. 160

2 SlangDIT Task 161

In this section, we firstly clarify the symbol defi- 162

nition, and then define the proposed Interpretative 163
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Type #Sentences # Slang Type XLSE #AvgEn #AvgZh #AvgExp
No w/ NPST w/ PST NPST PST

SlangDIT

Train 39,980 13,580 26,400 13,580 6,653 39,980 7.89 12.47 74.06
Valid 1,815 1,815 0 1,815 0 1,815 7.93 12.71 76.65
Test 1,863 1,863 0 1,863 0 1,863 7.88 12.77 77.12
Hard Test 0 0 1,165 0 1,165 1,165 7.86 12.57 75.54

Table 1: Detailed Statistics of our SlangDIT dataset. ‘NPST’ and ‘PST’ means non-polysemous slang terms and
polysemous slang terms; ‘XLSE’ means cross-lingual slang explanation; #: number of the corresponding item, i.e.,
AvgEn: Average length of each utterance in English (word level); AvgZh/AvgExp: Average length of each sentence
in Chinese (character level).

Slang Translation task.164

Given an input sentence in the source language165

X = X1, X2, X3, ..., S1, S2, ..., Sp, ..., Xm where166

the Xi is the token and the Si is the token belongs to167

a slang, the goal of the SlangDIT task is to identify168

the slang term S = Y s
1 , Y

s
2 , Y

s
3 , ..., Y

s
p , and then169

generate its explanation in a target language E =170

Y e
1 , Y

e
2 , Y

e
3 , , ..., Y

e
k , and finally output its transla-171

tion in a target language Y = Y t
1 , Y

t
2 , Y

t
3 , ..., Y

t
m.172

Formally, the probability distribution of the tar-173

get output S,E, Y are defined as follows:174

P (S,E, Y |X) =
R∏

r=1

p(Y ∗
r |Y ∗

<r, X), (1)175

where ∗ ∈ {s, e, t} and Y<r =176

{Y1, Y2, Y3, ..., Yr−1} and R = p+ k +m.177

3 SlangDIT Dataset178

In this section, we mainly introduce our SlangDIT179

dataset in five aspects: Data Source § 3.1, Annota-180

tion Procedure § 3.2, Annotation Quality Assess-181

ment § 3.3, Dataset Statistics § 3.4, and the intro-182

duction of Related Datasets § 3.5.183

3.1 Data Source184

Because movie subtitles contain utterances that185

better reflect natural conversations which usu-186

ally involve slang terms (Sun et al., 2024; Chen187

et al., 2024), we thus choose the movie subtitle188

as our data source, e.g., the large-scale movie sub-189

titles (Liang et al., 2022) and OpenSubtitles (Li-190

son and Tiedemann, 2016)3. Due to the dataset191

of Liang et al. (2022) offers the corresponding Chi-192

nese translation, we take this dataset as our choice.193

However, the lack of associated slang annotation194

and cross-lingual slang explanation makes it im-195

possible for directly conducting research on inter-196

pretative slang translation. Therefore, we further197

3http://www.opensubtitles.org/

annotate slang term and the corresponding slang 198

term explanation. 199

3.2 Annotation Procedure 200

Since the full data are large (~28M), the an- 201

notation procedure is automatic to build the 202

SlangDIT dataset via advanced LLMs (Qwen2.5- 203

72b, Llama3.3-70b and GPT-4o), which includes 204

four steps: slang judging, slang extraction, expla- 205

nation generation and polysemy annotation 4. 206

Slang Judging. Before judging, we firstly filter the 207

offensive and dirty sentences. Then, to improve the 208

annotation efficiency, we utilize Qwen2.5-72b to 209

judge whether each utterance contains any slang 210

terms. After that, we filter the sentences that con- 211

tains repetitive slang terms and we obtain ~776k 212

out of 28M (2.8%) sentences with the slang term. 213

Slang Extraction. To ensure the data quality and 214

avoid model bias, we separately utilize Qwen2.5- 215

72b and Llama3.3-70b to extract the slang term. If 216

both Qwen2.5-72b and Llama3.3-70b predict the 217

same slang term and GPT-4o also approves that it 218

is a slang term, we maintain such sentences (25k). 219

Explanation Generation. With the advance Chi- 220

nese ability of Qwen2.5-72b, we use it to generate 221

Chinese explanation for each slang term. 222

Polysemy Annotation. To fully investigate the im- 223

pact of context on the slang term, we use GPT-4o to 224

judge whether each slang term is polysemous. Con- 225

sequently, we obtain 7,818 clear polysemous slang 226

terms, and 17,258 non polysemous slang terms. 227

Besides, for constructing the hard testset, we ran- 228

domly sample 15% instances (i.e., 1,165) from the 229

polysemous slang terms. For the remaining 85% 230

(e.g., 6,653) polysemous slang terms, we use GPT- 231

4o to generate possible meaning for each slang 232

term. Finally, for each meaning, we further use 233

4The prompt used in this process are presented in Figure 7
~ 11 of Appendix.
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Datasets SD XLSE Translation Polysemy #Slang Terms

Train Valid Test

Urban Dictionary (Ni and Wang, 2017) ! % % % 371,028 - 50,000
OSD (Sun et al., 2022) ! % % % 1,635 - 299
GDoS (Adams, 2012) ! % % % - - -
CLIX (Gluck et al., 2025) % !(English→Spanish/German) % % 278 150 200
OpenSubtitles-Slang (Sun et al., 2024) ! %(English→English) !(English→German/French) % 836 - -
SlangDIT (Ours) ! !(English→Chinese) !(English→Chinese) ! 20,233 1,815 3,028

Table 2: Comparison of previous slang detection dataset: Urban Dictionary, OSD, GDoS, and OpenSubtitles-Slang;
(2) cross-lingual slang explanation datasets: CLIX and OpenSubtitles-Slang, and (3) our SlangDIT. ‘SD’ means
slang detection and ‘polysemy’ means polysemous labeling.

GPT-4o to produce corresponding translation pairs234

that contains the same slang term but convey dif-235

ferent sense. After this process, we obtain 26,400236

sentence pairs for training.237

3.3 Annotation Quality Assessment238

To evaluate the quality of slang detection and cross-239

lingual slang explanation, we employ three anno-240

tators to judge whether the slang term is real and241

whether its explanation is correct targeting on the242

context over 200 randomly sampled data. Then, we243

measure the inter-annotator agreement. The inter-244

annotator agreements calculated by Fleiss’ kappa245

are 0.685 and 0.915 for slang detection and expla-246

nation, which indicates “Substantial Agreement”247

and “Almost Perfect Agreement” between three an-248

notators, respectively. The level is consistent with249

previous work (Liang et al., 2022) which can be250

considered as reliable.251

3.4 Dataset Statistics252

As shown in Table 1, the SlangDIT contains totally253

44,823 English-Chinese utterance pairs with slang254

term, where each slang term has been annotated255

with explanation. According to slang terms, we256

split the dataset into 39,980 for training, 1,815 for257

validation, and 1,863 for testing5. To keep roughly258

the same distribution of the utterance pair and avoid259

the model bias, we sample 39,980/1,815/1,863 ut-260

terance pairs from the original subtitles where both261

Qwen2.5-72b and Llama3.3-70b judge no slang262

terms for training/validation/testing, respectively.263

Based on the statistics in Table 1, the average264

numbers of tokens per utterance are about 7.8, 12.7,265

and 75.8 for English utterances (word level), Chi-266

nese translations (character level), and explanation267

(character level), respectively.268

5Note that there is no overlap of the slang term among
training, validation and testing set.

3.5 Comparison with Related Datasets 269

The related datasets mainly involve three research 270

fields: slang detection, cross-lingual slang explana- 271

tion, and slang translation. 272

In slang detection, there exist some dictionary- 273

based dataset. For example, Ni and Wang (2017) 274

construct a Urban Dictionary, which is large-scale 275

but the quality is poor. Sun et al. (2022) manu- 276

ally annotate a small subset of 102 sentences from 277

the Online Slang Dictionary (OSD). The Green’s 278

Dictionary of Slang (GDoS) (Adams, 2012) cannot 279

be publically distributed due to copyright restric- 280

tions. Besides, OpenSubtitles-Slang (Sun et al., 281

2024) only provides the slang definition without 282

context. Most of these dataset only offer the slang 283

term and its definition, which cannot be applied to 284

SlangDIT due to the lack of polysemous labeling, 285

diverse context and translation. 286

In cross-lingual slang explanation, Noraset 287

et al. (2017) propose the definition generation task. 288

As time goes on, Zhang et al. (2023) introduce 289

cross-lingual definitions of (general) words in En- 290

glish, Chinese, and French using prompt learn- 291

ing. Recently, Gluck et al. (2025) propose the task 292

of cross-lingual explanations for idiomatic expres- 293

sions. Sun et al. (2022) formulate the slang inter- 294

pretation as the translation task, i.e., the slang term 295

and its interpretation (both in English) are fed into 296

a translation model. 297

In slang translation, closely related to our 298

work is Sun et al. (2022) that show the slang 299

interpretation in the same language can result 300

in improved translation of slang in target lan- 301

guage. In this work, they conduct experiment in 302

English-German/French directions with a small- 303

scale machine-translated dataset, which is not pub- 304

licly available and not target on the study of poly- 305

semous slang terms. 306

The resources mentioned above are extensively 307
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Input: Please analyze the following sentence to judge if it contains slang. If so, please analyze the source and meaning, and transl ate the sentence 

into Chinese and Note that: \nHe always seems to have an axe to grind when he talks about the new policy, as if he's trying to push his own agenda.

Deep Thinking Thoutht: <think>I need to first check if there are any slang terms inside, and if so, analyze their origins and meanings before 

translating them into Chinese. 

Firstly, I noticed the phrase 'axe to grind' in the sentence. It sounds a bit familiar, maybe it's a slang term. 

I remember learning some English slang before, but I'm not sure about its specific meaning. Let me think carefully. The literal meaning of 'axe to 

grind' is' grinding an axe ', which is not very common in daily life, so it is likely a metaphor. It may refer to someone having a hidden purpose or 

motive. For example, if a person always shows a particular interest in discussing a certain topic, they may have their own plans. Next, I checked 

the source of this phrase. I heard it comes from a story, possibly a fable or folk tale. In the story, a person always carries an axe to grind, but in 

reality he may be looking for other opportunities, such as chopping trees or doing other things. So, 'axe to grind' is used to describe those who have 

their own hidden agenda. 

Returning to the sentence now, this person always appears to have "axe to grind" when talking about new policies, which means they have ulterior 

motives. It seems that he is not just discussing policies, but also trying to push his own agenda, possibly with his own interests involved. 

When translating, I need to find a suitable Chinese expression to convey this meaning. The phrase 'with ulterior motives' is very appropriate 

because it directly expresses the meaning of having hidden motives. So, the entire sentence can be translated as: "He always appears to have 

ulterior motives when discussing new policies, as if pushing his own agenda.”

To summarize, this sentence does contain the slang "axe to grind," which is not a polysemous word but specifically refers to having personal 

motives. The translation accurately conveyed the original meaning with the phrase 'with ulterior motives’

</think>

The final answers are: \n Slang Term：axe to grind

Slang Explanation：别有用心 - 俚语，指某人有私人的动机或目的，通常是为了自己的利益。
Chinese Translation： 他在谈论新政策时总是显得别有用心，仿佛在推动自己的议程。

Step 1: 

Identifying Step 2: 

Judging 

Step 3: Explanation 

within current sentence

Step 4: 

Translating 

Final 

Answers 

Figure 2: The generated deep thinking thought (training example) by DeepSeek-R1-Distill-Qwen-32B.

used in corresponding fields of research and they308

even cover some sub-tasks in SlangDIT. However,309

our SlangDIT is different from them in terms of310

complexity and diversity.311

It is obvious that conducting three sub-tasks is312

more challenging due to the more complex scene.313

Furthermore, most of the above single dataset can-314

not be available and fails to conduct SlangDIT task.315

What’s important, the slang term of above dataset is316

non-polysemous while ours is polysemous in differ-317

ent context which could be more difficult to inter-318

pret. Table 2 provides information on the number319

of available modality, state of publicly accessible,320

and their constituent slang terms for all the datasets.321

Besides, compared with two existing slang dataset,322

SlangDIT’s quantity of English is ten-times of the323

annotated utterances in most of dataset (except for324

Urban Dictionary, whose quality is limited). More325

importantly, the utterance of our SlangDIT comes326

from movie subtitles, which is natural and diverse327

than existing data. Particularly, SlangDIT provides328

an explanation in a cross-lingual language.329

4 SlangOWL Model330

Backbone. We mainly utilize three LLMs as the331

backbones of our SlangOWL model: (1) Llama-332

3.1-8B-Instruct (Dubey et al., 2024); (2) Qwen2.5-333

7B-Instruct and (3) Qwen2.5-14B-Instruct (Yang334

et al., 2024).335

Thought Data. To simulate cognitive process336

of humans in translation, we need the deep 337

thinking thought samples to train our SlangOWL 338

model. Given the promising reasoning abil- 339

ity of in existing o1 like models, we decide 340

to use the advance DeepSeek-R1-Distill-Qwen- 341

32B (DeepSeek-AI et al., 2025) model. Specifi- 342

cally, we provide four key elements: slang term, 343

polysemy, cross-lingual explanation and translation 344

to the DeepSeek-R1-Distill-Qwen-32B model and 345

prompt it to generate the deep thinking thought 346

for each training instance. The reasoning process 347

roughly includes four steps: 1) identifies whether 348

the sentence contains a slang, and then 2) judges 349

whether the slang is polysemous and analyze its 350

possible meaning. Further, 3) provides the best 351

cross-lingual explanation of the slang term target- 352

ing on the current context. Finally, 4) according to 353

the thought, the model offers a suitable translation. 354

We list the generated thought example in Figure 2 355

and list the prompt in Figure 6 of Appendix. 356

5 Experiments 357

5.1 Experimental Setups 358

Comparison Models. We include three types of 359

baselines: 1) Vanilla instructed models; 2) Vanilla 360

reasoning models; and 3) supervised fine-tuned 361

models without chain-of-thought (SFT w/o cot). 362

Please refer to Appendix B for details. For more 363

training details and inference details, please refer 364
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Types Models Slang Detection XLSE Translation

P R F1 R-1 R-2 R-L BLEU Comet GRB CometK GRF

Vanilla LLMs

Llama-3.1-8B-Instruct 9.44 12.96 10.61 17.43 2.78 11.79 12.69 65.17 54.24 59.96 70.02
Qwen2.5-7B-Instruct 74.72 52.04 56.94 25.00 7.21 17.82 16.98 72.41 66.54 70.52 72.66
Qwen2.5-14B-Instruct 66.77 75.60 70.46 35.48 10.31 25.63 17.66 73.82 68.57 72.36 75.58
DRT-o1-8B 0.0 0.0 0.0 5.00 3.49 3.15 12.43 39.21 54.10 39.33 58.24
DRT-o1-7B 4.72 8.94 6.12 15.88 1.13 13.01 14.94 67.62 50.31 66.47 69.54
DRT-o1-14B 63.95 44.31 50.71 24.75 5.82 17.04 18.45 70.25 65.24 68.10 73.89
DS-R1-D-Llama-8B 61.57 66.12 63.28 27.33 5.13 19.04 15.76 71.52 58.01 70.82 64.59
DS-R1-D-Qwen-7B 33.67 43.06 37.79 22.21 4.13 15.55 12.89 64.61 49.17 61.65 42.05
DS-R1-D-Qwen-14B 68.41 71.41 69.35 30.85 7.16 21.82 18.46 73.18 64.77 72.56 73.37
DS-R1-D-Qwen-32B 60.90 63.33 61.19 33.04 8.28 23.21 19.12 73.69 63.40 72.47 73.39
QwQ-32B-preview 38.92 55.45 45.42 27.07 6.34 19.63 14.07 72.87 67.98 70.72 76.84

SFT w/o cot
SFT-8B 85.84 61.22 67.03 28.88 17.85 25.48 22.91 73.17 66.39 72.50 71.35
SFT-7B 84.19 70.67 74.74 28.93 17.87 25.53 23.65 73.70 66.98 71.12 72.71
SFT-14B 86.74 74.15 78.21 29.98 18.78 26.26 24.51 73.62 69.91 71.29 76.00

Deep Thinking
SlangOWL-8B 84.35 87.30†† 85.33†† 54.77†† 34.16†† 51.28†† 23.47† 73.89† 68.40†† 70.72 75.08††

SlangOWL-7B 82.59 86.49†† 84.02†† 58.50†† 33.16†† 52.51†† 24.10† 74.04 68.38†† 71.60† 74.64††

SlangOWL-14B 85.17 88.78†† 86.47†† 59.85†† 34.31†† 53.72†† 24.94 74.20† 71.52†† 71.38 77.52††

Table 3: Experimental results (%) on general test set. ‘XLSE’ denotes cross-lingual slang explanation. ‘DS-R1-D’
denotes ‘DeepSeek-R1-Distill’. “†” and “††” denote that statistically significant better than the best result of the
counterpart (e.g., SlangOWL-14B vs. SFT-14B) with t-test p < 0.05 and p < 0.01 hereinafter, respectively. The best
and second best results are bold and underlined, respectively.

to Appendix A.365

Metrics. For slang detection, we adopt P, R, and F1366

as the metric following previous work (Sun et al.,367

2024). For cross-lingual slang explanation, we use368

ROUGE-1, ROUGE-2, ROUGE-L, where ROUGE-369

L evaluate n-grams overlap between the generated370

explanation and corresponding references (Gluck371

et al., 2025). We refer ROUGE-* as R-* in the372

Table for simplicity. For translation, we report373

reference-based and reference-free scores to eval-374

uate the model translations. In reference-based375

metrics, we use BLEU (Papineni et al., 2002), and376

Comet (Rei et al., 2020). In reference-free met-377

rics, we use CometKiwi (refered as CometK (Rei378

et al., 2022)). Here, BLEU is to evaluate n-grams379

overlap between the generated explanation and cor-380

responding references, and CometScore evaluate381

the semantic similarity of translations against ref-382

erences. The CometK uses a language model to383

judge whether a translation conveys the seman-384

tics of the source sentence. Besides, following385

recent studies (Kocmi and Federmann, 2023; Wang386

et al., 2023, 2024) that show the strong ability of387

LLMs in NLP evaluation, we also use GPT-4o as388

evaluators in reference-based and reference-free389

manner, which we refer to as GRB and GRF, re-390

spectively. For calculation details and evaluation391

prompts, please refer to Appendix C.392

5.2 Main Results 393

Table 3 shows the main results on the general 394

testset where each instance contains either a non- 395

polysemous slang term or no slang term. Table 4 396

presents additional results on the hard testset where 397

each instance contains a polysemous slang term. 398

5.2.1 Results on the General Testset 399

Results on Slang Detection. Under the vanilla 400

setting in Table 3, the reasoning models signif- 401

icantly surpasses the instructed models with the 402

same model scale in terms of F1 score. The big- 403

ger models also show better performance than 404

smaller ones, proving that larger models owns 405

better memory capacity. There is no doubt that 406

the SFT w/o cot consistently outperforms their 407

counterpart, e.g., the SFT-14B beats Qwen2.5- 408

14B-Instruct, DeepSeek-R1-Distill-Qwen-14B and 409

DRT-o1-14B, even showing better performance 410

than QwQ-32B-preview and DeepSeek-R1-Distill- 411

Qwen-32B. However, the best F1 score (78.21% 412

with SFT-14B) of these models is still substantially 413

lower than the series model of SlangOWL. It shows 414

that the slang term is not just a simple memory 415

task and needs deep thinking to judge whether it 416

is a real slang term. Although o1-like models can 417

conduct reasoning, they fail to identify the correct 418

slang terms. Our proposed SlangOWL models have 419

deep reasoning ability, which analyze the novel and 420
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Models Slang Detection XLSE Translation

P R F1 R-1 R-2 R-L BLEU Comet GRB CometK GRF

Qwen2.5-14B-Instruct 49.61 55.36 51.39 39.01 10.66 27.76 12.44 67.14 67.19 63.67 75.72
DRT-o1-14B 39.25 40.86 39.65 36.98 8.71 25.61 13.76 57.75 68.32 54.02 79.16
DeepSeek-R1-Distill-Qwen-14B 56.88 64.21 59.15 38.73 9.31 27.90 14.02 65.42 63.42 63.84 73.28
DeepSeek-R1-Distill-Qwen-32B 34.62 45.01 38.02 39.57 10.37 28.33 14.91 64.37 63.51 64.02 73.25
QwQ-32B-preview 18.44 19.55 18.75 32.55 7.65 23.77 10.26 66.72 62.19 62.44 71.92

SFT-14B 78.09 83.94 80.05 57.68 36.99 50.66 19.18 68.26 69.62 64.56 79.64

SlangOWL-14B 88.86†† 91.50†† 89.60†† 60.39†† 39.18†† 53.55†† 21.41†† 68.49 70.02 64.49 82.35††

Table 4: Experimental results (%) on the hard test set.

possible slang terms, their background and sense.421

Therefore, SlangOWL models set a state-of-the-art422

F1 score (86.47%).423

Results on Cross-lingual Slang Explanation.424

Although the instructed and reasoning models425

achieved good F1 score on slang detection, they426

cannot generate good slang explanation in Chi-427

nese. As shown in Table 3, the ROUGE scores428

are much lower than supervised fine-tuned models,429

which shows that they only ‘know which phrase430

is slang term, but not know why it is’. Further-431

more, the ROUGE scores of SFT w/o cot are re-432

markably worse than SlangOWL models. This433

demonstrates that the SFT w/o cot also cannot truly434

master the meaning of the slang term since the real435

sense of slang term always goes beyond its original436

meaning and shows extended meaning. In con-437

trast, slangOWL models consistently outperform438

the comparison methods, achieving significantly439

better ROUGE scores. It shows that the proposed440

deep thinking model not only know its original441

meaning but also get its deeper implications. There-442

fore, the proposed slangOWL models offer correct443

cross-lingual slang explanation.444

Results on Translation. In terms of reference-445

based scores (i.e., BLEU, ComentScore, and GRB),446

interestingly, although the vanilla models fails to447

achieve good results of slang detection and cross-448

lingual slang explanation, some models still ob-449

tain good translation results (e.g., Qwen2.5-14B-450

Instruct and QwQ-32B-preview). Obviously, the451

SFT w/o cot and SlangOWL consistently surpass452

their counterparts with the help of good results of453

slang detection and cross-lingual slang explanation.454

Armed with the deep thinking, the SlangOWL ob-455

tains the highest scores.456

In terms of reference-free scores (i.e., CometKivi457

and GRF), we can observe similar findings on458

reference-based scores. However, we find that 459

the DS-R1-D-Qwen-14B model, a deep reason- 460

ing model, achieves the best results in CometK 461

score while greatly underperforms in other met- 462

rics. The reason may be that this model gen- 463

erates some words that highly fitting the source 464

words. Except that, the SlangOWL consistently 465

outperforms all previous models once again (includ- 466

ing QwQ-32B-preview and DeepSeek-R1-Distill- 467

Qwen-32B), showing its superior performance. 468

Overall Results. Overall, with better results of 469

slang detection and cross-lingual slang explana- 470

tion, the model can achieve better translation re- 471

sults (SlangOWL vs. SFT w/o cot; SFT-based vs. 472

vanilla). It shows that correct understanding of 473

slang terms plays a key role in translate sentence 474

with slang terms. What’s important, the ability of 475

slangDIT indeed can decides whether the LLMs 476

can go beyond superficial meaning of slang term 477

and thus prove the value of slangDIT benchmark. 478

5.2.2 Results on the Hard Testset 479

Table 4 shows the results on the hard testset where 480

each instance includes a polysemous slang term. 481

We can find that the instructed model and reasoning 482

model performs worse in terms of all three tasks, 483

showing that they all struggle to judge whether it is 484

a slang term, and have a difficulty in understanding 485

its real sense targeting on the current context and 486

thus leading to unsatisfactory translation results. 487

Meanwhile, we observe that different learning man- 488

ners of simple fine-tuning and deep thinking reflect 489

great difference on effects. It shows that there is 490

much room for further improvement using other 491

more advanced learning methods. 492

Compared with the results in Table 4, we find 493

that our SlangOWL-14B performs much better on 494

the hard testset (89.6% vs. 86.47%), which shows 495

that it has higher ability to correctly understanding 496
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SFT-14b GoodT BadT

CSU: 76.31 75.34 24.66
WSU: 23.69 27.54 72.46

SlangOWL GoodT BadT

CSU: 82.15 88.41 11.59
WSU: 17.85 18.63 81.37

Table 5: Results (%) of investigation whether the correct
slang understanding helps on the hard testset.

the polysemous slang term in different contexts and497

thus translate the sentence well.498

5.3 Analysis499

Is the Correct Slang Understanding helpful to500

Translation? Before investigating whether the cor-501

rect slang understanding works, we define some502

metrics: 1) the correct slang understanding means503

the model not only correctly predict the slang term504

and the ROUGE-L score is greater than 0.4, we505

denote it as CSU, otherwise we denote is as WSU506

(wrong slang understanding); 2) good translation507

means both the GRB and GRF are greater than 70508

and 80, respectively, we denote it as GoodT, other-509

wise we denote it BadT (bad translation). Based on510

the definition, we calculate these metric for SFT-511

14B and SlangOWL-14B models.512

The results are shown in Table 5. We observe513

that in CSU, the GoodT score is significantly514

better than BadT score with both SFT-14B and515

SlangOWL-14B models while under WSU, the516

BadT score significantly wins. It shows that the517

correct slang understanding indeed helps for better518

translation and also reflects that the deep thinking519

has a positive impact on the SlangDIT task.520

Compared with Models Translating only. Since521

the vanilla models do not optimized for slang under-522

standing, they performs worse on slang detection523

and explanation that further result in bad translation.524

In this section, we prompt these vanilla models for525

translation only to protect them from suffering un-526

derstanding the slang term. Besides, we also train a527

model with translation pair only based on Qwen2.5-528

14B-Instruct, denoted as SFT-Trans-14B.529

The results are listed in Table 6. We conclude530

the following findings: 1) The vanilla models (in-531

cluding DeepSeek-R1-Distill-Qwen-32 and QwQ-532

32B-preview models) performs translation worse533

on the sentence with a polysemous slang term,534

showing that the ability of SlangDIT indeed de-535

cides whether the LLMs can go beyond superfi-536

cial meaning. 2) The SlangOWL-14B significantly537

outperforms the SFT-Trans-14B model, showing538

that our SlangOWL model have the ability of deep539

Models BLEU / Comet / GRB / CometK / GRF

Qwen2.5-14B-Instruct 13.54 / 67.52 / 71.05 / 66.67 / 79.68
QwQ-32B-preview 10.91 / 65.85 / 62.20 / 66.52 / 71.92
DS-R1-D-Qwen-32B 16.42 / 67.89 / 70.23 / 67.62 / 78.73
DS-R1-D-Qwen-14B 15.04 / 66.26 / 65.95 / 67.17 / 74.62
DRT-o1-14B 11.83 / 67.02 / 68.32 / 68.13 / 79.17
SFT-Trans-14B 19.91 / 67.50 / 71.38 / 62.75 / 76.70
SlangOWL-14B 21.41 / 68.49 / 70.02 / 64.49 / 82.35

Table 6: Translation results on the hard testset.

thinking, i.e., first identifying the slang term, then 540

understanding its background and usage targeting 541

on the current context, and finally providing suit- 542

able and satisfactory translations. 543

Case Study. We present one case study in Ap- 544

pendix E to intuitively show how the deep thinking 545

helps to translate polysemous slang terms well. 546

6 Related Work 547

We have introduce some task-related work in § 3.5 548

including slang detection, cross-lingual slang ex- 549

planation, and translation. Next, we present some 550

work in reasoning. 551

With the emergency of OpenAI O1 (OpenAI, 552

2024) model, some studies have been devoted to 553

the reasoning tasks (e.g., math and coding) (Zhang 554

et al., 2024; Huang et al., 2024; Qin et al., 2024; 555

DeepSeek-AI et al., 2025). In the context of trans- 556

lation, Zhao et al. (2024) proposes Marco-o1 for 557

open-ended text generation and show the poten- 558

tiality of the long thought reasoning for transla- 559

tion. More recently, (Wang et al., 2024) introduces 560

long Chain-of-Thought for literature translation 561

and achieves good results. Different from them, 562

we mainly focus on benchmarking interpretative 563

slang translation task, which is more complex since 564

we need conduct three tasks jointly and ensure the 565

first results are valid to the translation. Besides, 566

we propose a deep thinking model according to the 567

task characteristic of SlangDIT. 568

7 Conclusion 569

In this paper, we introduce a new interpretative 570

slang translation task that consists of three sub- 571

tasks: slang detection, cross-lingual slang explana- 572

tion, and translation. Then, we construct a inter- 573

pretative slang translation dataset named SlangDIT. 574

Finally, we propose a deep thinking model named 575

SlangOWL and demonstrate the importance of 576

slang detection and explanation for SlangDIT task. 577

8



Limitation578

While we introduce a SlangDIT dataset and pro-579

pose a deep thinking model named SlangOWL,580

there are some limitations worth considering to581

study in future work: (1) In this study, we only582

provide the slang term in English, and future work583

could extend our dataset to more language pairs,584

e.g., English to French, Chinese to English; (2)585

This work does not conduct experiments on more586

large models due to limited resources, where future587

work could verify our method on larger models; (3)588

This work does not conduct pipline experiments589

that firstly optimize for slang detection and then of-590

fer the results to translation model since our work591

mainly focuses on introducing a new SlangDIT592

task that simultaneously conducts three subtasks.593

In this process, we hope the correct understanding594

of slang term can help translation.595

Ethical Considerations596

In this section, we discuss the main ethical con-597

siderations of SlangDIT: (1) Intellectual property598

protection. The English utterance of SlangDIT is599

from MSCTD dataset (Liang et al., 2022). For our600

slang terms and cross-lingual explanations, its per-601

missions are granted to copy, distribute and modify602

the contents under the terms of the Creative Com-603

mons AttributionShareAlike 3.0 Unported License604

and Creative Commons CC0 License, respectively.605

(2) Privacy. The data source are publicly available606

movies. Its collection and slang/explanation anno-607

tation procedure is designed for interpretative slang608

translation purpose, and does not involve privacy609

issues. (3) Compensation. During the slang or610

explanation annotation, we use publicly available611

Qwen2.5-72b and Llama3.3-70b models. For poly-612

semy annotation, we use GPT-4o and we have paid613

for them according to the official price. (4) Poten-614

tial problems. While principled measures are taken615

to ensure the quality of the dataset, there might still616

be potential problems with the dataset quality due617

to the uncontrollability of models, which may lead618

to incorrect translations in applications. However,619

moderate noise is common in large-scale modern620

translators, even for human translated sentences,621

which should not cause serious issues.622
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A Backbones and Other Details828

Backbones. We mainly utilize the following829

three LLMs as the backbones for SlangDIT task:830

(1) Llama-3.1-8B-Instruct (Dubey et al., 2024)6;831

(2) Qwen2.5-7B-Instruct7 and (3) Qwen2.5-14B-832

Instruct (Yang et al., 2024)8.833

Implementation Details. During training, Llama-834

Factory (Zheng et al., 2024) is used to instruct-tune835

LLMs. Following Wang et al. (2024), all LLMs836

are tuned on two 8×NVIDIA A100 GPUs (40G)837

with 1e-5 learning rate. We set gradient accumu-838

lation to 16 and batch size to 1, which gives us839

2*8*16*1 batch in total. We use the DeepSpeed840

optimization (Rasley et al., 2020), and set ZeRO-3841

optimization. Following Qin et al. (2024), we set842

the number of training epochs to 3, and the training843

process costs about 48, 43 and 90 GPU hours for844

8b, 7B and 14B models, respectively.845

Inference Details. During inference, we use846

vLLM toolkit (Kwon et al., 2023)9 to accelerate847

the model generation for all models. We use the848

sampling decoding strategy with 0.1 temperature,849

and set the repetition penalty to 1.05.850

B Comparison Models851

We include three types of baselines: 1) Vanilla852

instructed models; 2) Vanilla reasoning models10;853

and 3) supervised fine-tuned models. Please refer854

to Appendix B for details.855

Vanilla Instructed Models. We use three back-856

bones as the comparison model: Llama-3.1-8B-857

Instruct, Qwen2.5-7B-Instruct and Qwen2.5-14B-858

Instruct.859

Vanilla Reasoning Models. Recently, o1-like mod-860

els have achieved significant results on reasoning861

tasks. Therefore, we include some models to com-862

pare with our deep thinking method. These models863

are QwQ-32B-preview (Team, 2024), DeepSeek-864

R1-Distill-Llama-8B, DeepSeek-R1-Distill-Qwen-865

7B, DeepSeek-R1-Distill-Qwen-14B, DeepSeek-866

R1-Distill-Qwen-32B (DeepSeek-AI et al., 2025),867

DRT-o1-7B, DRT-o1-8B and DRT-o1-14B (Wang868

6https://huggingface.co/meta-llama/Llama-3.
1-8B-Instruct

7https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

8https://huggingface.co/Qwen/Qwen2.
5-14B-Instruct

9https://github.com/vllm-project/vllm
10During inference of vanilla instructed models and vanilla

reasoning models, we prompt them to directly conduct three
tasks and use two-shot prompting to enhance their perfor-
mance.

et al., 2024). We refer ‘DeepSeek-R1-Distill-Qwen’ 869

as ‘DeepSeek-R1-D-Llama’ in Table 3. 870

Supervised Fine-tuned Models without Chain- 871

of-Thought (SFT w/o cot). For a fair compari- 872

son, we train three models based on Llama-3.1- 873

8B-Instruct, Qwen2.5-7B-Instruct and Qwen2.5- 874

14B-Instruct with the same training data as our 875

SlangOWL model without deep thinking process 876

(denoted as SFT w/o cot). 877

C Details of Metric Calculation and 878

GPT-4o Evaluator 879

We use the sacrebleu toolkit11 to calculate the 880

corpus-level BLEU. To calculate Comet and 881

CometK, we leverage the official codes12 and 882

the official models13. For calculating GRB and 883

GRF, we randomly select 400 samples from the 884

(hard) testing set since they need API costs. The 885

prompts of reference-based (GRB) and reference- 886

free (GRF) metric are listed in Figure 3. Both 887

prompts are borrow from Kocmi and Federmann 888

(2023) with some adaptions to slang translation 889

scene. 890

891

892

D Prompts used in Prompting Vanilla 893

Models 894

When prompting vanilla instructed models and 895

vanilla reasoning models in Table 3 and Table 4, 896

we use the prompt in Figure 4 to ask these models 897

to generate their answers following the format. 898

During prompting vanilla instructed models and 899

vanilla reasoning models in Table 6, we ues the 900

prompt: ‘Translate the sentence into Chinese and 901

output only the translation: 902

n[sentence]’. Note that for DRT-o1-14B model, we 903

strictly follow their prompts in the official reposi- 904

tory14. 905

E Case Study 906

We list translation results of the models in Table 6, 907

where vanilla models are not struggle to the under- 908

standing of slang term. 909

11https://github.com/mjpost/sacrebleu
12https://github.com/Unbabel/COMET
13https://huggingface.co/Unbabel/

wmt22-cometkiwi-da and https://huggingface.co/
Unbabel/wmt22-comet-da

14https://github.com/krystalan/DRT-o1

12
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prompt = Please score the following translation from English to Chinese with respect to the human reference on a continuous scale 

from 0 to 100, where score of zero means "no meaning preserved" and score of one hundred means "perfect preservation of 

meaning, with faithfulness, expressiveness, elegance, and also capturing the tone, connotation, and implied meaning that is often 

embedded in slang expressions (maybe). Note that you need output the score only."

English source: [src]

Chinese human reference: [ref]

Chinese translation: [hyp]

Score:

prompt = Please score the following translation from English to Chinese on a continuous scale from 0 to 100, where score of z ero

means "no meaning preserved" and score of one hundred means "perfect preservation of meaning, with faithfulness, 

expressiveness, elegance, and also capturing the tone, connotation, and implied meaning that is often embedded in slang 

expressions (maybe). Note that you need output the score only."

English source: [src]

Chinese translation: [hyp]

Score:

Figure 3: Two prompts used in GRB and GRF during evaluation via GPT-4o where “[src]”,“[ref]” and “[hyp]” mean
the source sentence, human translation and model translation, respectively.

Models BLEU / Comet / GRB / CometK / GRF

Google 21.08 / 67.93/ 70.97/ 67.53/ 77.21
Llama3.3-70B 18.23 / 65.14 / 68.78 / 65.21 / 78.45
Qwen2.5-70B 20.12 / 67.24 / 69.47 / 67.51 / 79.24
GPT-4o 21.08 / 68.93 / 70.58 / 69.58 / 82.78
SlangOWL-14B 21.41 / 68.49 / 70.02 / 64.49 / 82.35

Table 7: Compared to stronger models on the hard test-
set.

In the case, ‘Annie Oakley’ is polysemous phrase910

which denotes a name or ‘slang term’. In all con-911

trast models, they all take it as a name during trans-912

lation. Although the QwQ-32B-preview realizes913

that it may convey extended meaning, it fails to and914

only translates it as ‘playing the role of Annie Oak-915

ley’. However, if people do not know who Annie916

Oakley is, it is hard for them to understand such917

translation. That is, such translation still not convey918

intended meaning the speaker said. In contrast, the919

SlangOWL-14B model can convey the ideas well,920

showing the effectiveness of the proposed model921

which can list its thought step-by-step.922

F Compared to Stronger Models923

In this section, we compared with some stronger924

models (e.g., commercial system: Google Trans-925

lator and other much advanced large-scale LLM926

models: Llama3.3-70B, Qwen2.5-72B, and GPT-927

4o). The results are shown in 7, which demonstrate928

the effectiveness of the proposed method.929

930

931

932

933

934

935

936
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prompt = '''Your task is to analyze the given sentence to determine whether it contains any slang. Follow the steps below to provide your answer.

1. Identify Slang:

- Examine the sentence to determine if it contains any slang terms or expressions.

- If slang is present, identify the specific slang term(s).

2. Provide Explanation:

- For each identified slang term, provide a brief explanation of its meaning and usage in Chinese.

3. Translate the Sentence:

- Translate the entire sentence into the target language, ensuring that the meaning of the slang is accurately conveyed in the translation.

4. Output the Results:

- If slang is present, output the identified slang term(s), their explanation(s), and the translated sentence.

- If no slang is present, output "No slang" and the translated sentence.

Examples:

- Input Sentence: "She's always spilling the tea about her coworkers."

Output: \n - Slang: "Spilling the tea"

- Explanation: 这个俚语的意思是分享八卦或泄露秘密。
  - Translation: "她总是透露关于她同事的八卦。"

- Input Sentence: "He went to the store to buy some milk."

Output:\n - No slang

- Translation: "他去商店买了一些牛奶。"

Please analyze the following sentence:\n[sentence]'''

Figure 4: The prompt used in prompting vanilla models where “[sentence]” means the source sentence.

Source sentence: Well, she's not here to be Annie Oakley.

Reference sentence: 她来这不是展现射击技术的。
Qwen2.5-14B-Instruct: 她也不是来这里当安妮·奥克利的。
QwQ-32B-preview : 她来这里不是要扮演安妮·奥克利那样的角色。 

DeepSeek-R1-Distill-Qwen-32B : 嗯，她来这里不是为了当安妮·奥克利。 

DeepSeek-R1-Distill-Qwen-14B : 好吧，她不是来当安妮·奥克利的。 

DRT-o1-14B: 好吧，她来这里不是为了当安妮·奥克利。
SFT-trans-14B: 她来这里不是当女牛仔。
SFT-14B: 她不是来当安妮·奥克利的。
SlangOWL-14B: 她又不是来当神枪手的。

Deep thinking of SlangOWL-14B: <think>\n Well, she's not here to be Annie Oakley. "First, I need to make sure there's no slang in it. Annie 

Oakley sounds like a human name, possibly a celebrity or fictional character. \n I remember Annie Oakley was a famous female shooter in the 

western United States, right? She became very famous in the late 19th century and often demonstrated her shooting skills in acrobatic 

performances. So, when someone says' be Annie Oakley ', they may be referring to someone who has shown bravery or masculinity, especially 

when it comes to taking risks or solving problems. \n Next, I need to determine if this usage is slang. According to the provided information, 

'Annie Oakley' is used as slang here to refer to a very capable and brave woman. So, this sentence does indeed contain slang. \Now, I need to 

analyze the specific meaning of this slang. In this context, the speaker means that she did not come here to play a brave or capable role. That 

means she doesn't need to solve problems or take risks like Annie Oakley. \n When translating, I need to convey this meaning. Direct translation 

may lose the meaning of slang, so choosing free translation would be more appropriate. For example, 'She's not here to be a sharpshooter.' This 

preserves the original meaning and makes it easy for Chinese readers to understand. \n To summarize, 'Annie Oakley' in this sentence is a non 

polysemous slang used to describe brave and capable women. When translating, I chose free translation to ensure accurate and natural 

expression in Chinese. \n</think>

The final answers are：\n Slang Term：Annie Oakley

Cross-lingual Explanation："Annie Oakley" 是一个俚语引用，指的是一个非常能干、勇敢的女性。在这个句子中，它暗示她不需要像 

Annie Oakley 那样表现出色或勇敢。Annie Oakley 是一位著名的美国女枪手，以其在杂技表演中的射击技巧而闻名。
Chinese Translation：她又不是来当神枪手的。

Figure 5: Case Study.
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Prompt: Please deeply consider and analyze the following content: English sentences&slang or no slang&whether slang is a 

polysemous&cross-lingual explanation&Chinese translation. Please provide reasons for translation into the given Chinese based on different 

situations:

English sentence: [SENTENCE]"

Slang: [SLANG]"

Does it have multiple meanings [POLY]"

Explanation: [EXP]"

Translation: [Translation]"

There are two situations when analyzing:

1. No slang or non slang usage: If there is no slang in the sentence, or if it contains slang but is not slang in the current context, please 

explain why the English is translated into the above Chinese.

2. Contains slang: (analyzed in the following two situations)

-Non polysemous slang: If the slang contained in the sentence is not a polysemous word, please analyze the source and purpose of the slang, 

and explain its specific meaning in the current sentence. Then, based on the above analysis, provide reasons for translating the sentence into 

the Chinese version mentioned above.

- Polysemous slang: If the slang contained in the sentence is a polysemous word, please analyze the origin of the slang and explain its possible 

multiple meanings in different contexts. Next, analyze the specific meaning of the slang in the current context. Finally, based on the above 

analysis, explain the reasons for translating the sentence into Chinese.

Finally, please provide your reasoning logic and detailed thought process:

Figure 6: The prompt used in generating deep thinking thought by DeepSeek-R1-Distill-Qwen-32B.

SYSTEM_PROMPT = '''You are Emily "Em" Carter and have the following feature. In particular, you are very knowledgeable to cul ture and 

slang, making you an ideal resource for anyone looking to learn more about informal language, slang, and its cultural context .

**Background**:

Emily Carter, affectionately known as "Em" by her friends, is a 32-year-old cultural anthropologist specializing in contemporary English 

language and culture. Born and raised in London, Emily has always been fascinated by the dynamic nature of language and how i t reflects 

societal changes.

**Education**:

Emily holds a Master's degree in Linguistics from the University of Oxford, where she focused her thesis on the evolution of British slang over 

the past century. Her academic background provides her with a deep understanding of both historical and modern linguistic trends.

**Career**:

Emily works as a consultant for media companies, helping them accurately portray British culture and language in films and te levision shows. 

She also writes a popular blog where she explores the origins and meanings of various slang terms, offering insights into the ir cultural 

significance.

**Personality**:

Emily is curious, open-minded, and has a knack for storytelling. She enjoys engaging with people from diverse backgrounds and of ten hosts 

informal workshops on language and culture. Her approachable nature makes her a favorite among students and colleagues alike.

**Expertise in Slang**:

Emily's expertise in slang is unparalleled. She has an extensive collection of slang dictionaries and regularly updates her k nowledge by 

immersing herself in different social settings, from bustling city pubs to online gaming communities. Her ability to decode a nd explain slang 

makes her a sought-after speaker at linguistic conferences.

**Hobbies**:

In her free time, Emily enjoys attending live music events, exploring street art, and participating in local theater productions. These activities 

Figure 7: The system prompt used in the section of Annotation Procedure.
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PROMPT of slang judging = ''' Your task is to analyze the given English sentence and determine whether it contains any slang.

1. Analyze the Sentence: Read the sentence carefully to identify any informal or non-standard language.

2. Identify Slang: Determine if any word or phrase in the sentence qualifies as slang. Slang is typically informal language that may not be found in standard 

dictionaries and is often used in casual conversation.

3. Example: 

Sentence: "That party was lit!"

Answer: Yes

Please analyze the following sentence and note that you should only output 'no' if no slang identified, or ‘yes’ with slang term.

[sentence] ''' 

PROMPT of slang extraction = ''' Your task is to analyze the given English sentence and determine whether it contains any slang.

1. Analyze the Sentence: Read the sentence carefully to identify any informal or non-standard language.

2. Identify Slang: Determine if any word or phrase in the sentence qualifies as slang. Slang is typically informal language that may not be found in standard 

dictionaries and is often used in casual conversation.

3. Example: 

Sentence: "That party was lit!"

Slang: "Lit”

Please analyze the following sentence and note that you should only output 'no slang' if no slang identified, or the identified slang term.

[sentence] ''' 

Figure 8: The prompt used in the section of Annotation Procedure.

PROMPT of annotating polysemy= ''' Please analyze the following English word for polysemy and categorize its meanings. Determine if the word exhibits one of the 

following conditions:

- Clear Polysemy: The word has distinct meanings that are commonly recognized and have significant differences in context.

- Slight Polysemy: The word has multiple meanings, but the differences between them are subtle or not very pronounced.

- No Polysemy: The word does not exhibit multiple meanings and has a single, clear definition.

The word to analyze is: [SlangTerm]. 

Please return your judgment result and directly output "Clear Polysemy", "Slight Polysemy" or "No Polysemy". ''' 

Figure 9: The prompt used in the section of Annotation Procedure.

SYSTEM_PROMPT of generating polysemous slang meaning = '''你是一个人工翻译专家，非常擅长翻译一词多义的任务，尤其是俚语，现在需要你将下述
词语翻译为中文，该词语在不同上下文中存在多种释义，请一一列举它可能存在的意思。

需要注意：
- 请不要忘记输入的英文也可能是一个缩写词或俚语，此时应多考虑其可能存在的意思。
- 如果这个词在互联网论坛或计算机领域有特定的含义，也请将其纳入翻译结果中。
- 翻译的每一个中文结果，一定要和给定的词语完美对应。
- 对每个释义的解释请用中文。

以下是一些示例：

[user]: 

be a dog 是一词多义词语，请仅输出其在不同上下文下的可能中文翻译
[assistant]: 

1. 像狗一样 - 字面意思，指行为或表现像狗。
2. 过得很糟糕 - 俚语，指生活或处境非常糟糕。
3. 忠诚 - 引申含义，比喻对某人或某事非常忠诚。

[user]: 

Fuckin' 是一词多义词语，请仅输出其在不同上下文下的可能中文翻译
[assistant]: 

1. 他妈的 - 字面意思，用于表达愤怒、惊讶或强调
2. 真是 - 俚语，为形容词，表示非常或极其，用于加强语气，表示强烈的情感或态度。

[user]: 

beat the devil out of it 是一词多义词语，请仅输出其在不同上下文下的可能中文翻译
[assistant]: 

1. 使劲地清理 - 字面意思，指用力地清除灰尘或污垢，通常用于清洁地毯或衣物。
2. 狠狠地打 - 俚语，指用力地击打某物。这个词组常用于描述某人对某物进行激烈的打击或处理。'' 

PROMPT = '''[SlangTerm] 是一词多义词语，请仿照例子仅输出其在不同上下文下的可能中文翻译'''

Figure 10: The prompt used in the section of Annotation Procedure.
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SYSTEM_PROMPT of generating translation for each meaning = '''你是一名人工翻译专家，非常擅长为一词多义词生成样例，现在需要你为该词的每一种含
义生成一句英文句子并将这句英文翻译为中文，使得每个英文句子都表达对应的含义。

需要注意：
- 翻译的每一个中文句子，一定要和给定的词语含义完美对应。

以下是一些示例：

[user]: 

Number two 在不同上下文中有如下含义，请为每一种含义生成一个英中翻译句对，英语句子中需包含当前词 Number two 或 Number two 的变形词：
1. 第二 - 字面意思，指顺序中的第二位。
2. 副手 - 引申含义，指职位或权力上仅次于最高领导的人。
3. 厕所 - 俚语，在某些俚语或非正式用法中，指厕所。也用来委婉地指排便。这个词组通常在非正式场合使用，避免直接提到排便这一行为。
[assistant]: 

1. She finished the race in Number two position.\n 她在比赛中获得了第二名。
2. As the CEO's Number two, he has a lot of responsibilities.\n 作为首席执行官的副手，他有很多责任。
3. He said he needed to go Number two before the long trip.\n 他说在长途旅行前他需要上厕所。

[user]: 

dropped an a-bomb 在不同上下文中有如下含义，请为每一种含义生成一个英中翻译句对，英语句子中需包含当前词 dropped an a-bomb 或 dropped an a-

bomb 的变形词：
1. 投下原子弹 - 字面意思，指将原子弹投放到目标区域。
2. 爆料 - 俚语，指透露出令人震惊或重大的消息。
[assistant]: 

1. The United States dropped an a-bomb on Hiroshima in 1945, causing massive destruction.\n 美国在1945年向广岛投下了一颗原子弹，造
成了巨大的破坏。
2. During the interview, the celebrity dropped an a-bomb by announcing her unexpected retirement.\n 在采访中，这位名人爆料宣布了她
意想不到的退役消息。''' 

PROMPT = '''[SlangTerm] 在不同上下文中有如下含义，请为每一种含义生成一个英中翻译句对，英语句子中需包含当前词 [SlangTerm] 或 [SlangTerm] 的
变形词：
[SlangExplanation]'''

Figure 11: The prompt used in the section of Annotation Procedure.
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