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Abstract

The challenge of slang translation lies in cap-
turing context-dependent semantic extensions,
as slang terms often convey meanings beyond
their literal interpretation. While slang detec-
tion, explanation, and translation have been
studied as isolated tasks in the era of large
language models (LLMs), their intrinsic in-
terdependence remains underexplored. The
main reason is lacking of a benchmark where
the two tasks can be a prerequisite for the
third one, which can facilitate idiomatic trans-
lation. In this paper, we introduce the interpre-
tative slang translation task (named SlangDIT)
consisting of three sub-tasks: slang detection,
cross-lingual slang explanation, and slang trans-
lation within the current context, aiming to gen-
erate more accurate translation with the help of
slang detection and slang explanation. To this
end, we construct a SlangDIT dataset, contain-
ing over 25k English-Chinese sentence pairs.
Each source sentence mentions at least one
slang term and is labeled with corresponding
cross-lingual slang explanation. Based on the
benchmark, we propose a deep thinking model,
named SlangOWL. It firstly identifies whether
the sentence contains a slang, and then judges
whether the slang is polysemous and analyze
its possible meaning. Further, the SlangOWL
provides the best explanation of the slang term
targeting on the current context. Finally, ac-
cording to the whole thought, the SlangOWL
offers a suitable translation. Our experiments
on LLMs (e.g., Qwen2.5 and LLama-3.1), show
that our deep thinking approach indeed en-
hances the performance of LLMs where the
proposed SLangOWL significantly surpasses
the vanilla models and supervised fine-tuned
models without thinking. !

1 Introduction

The slang includes words, phrases, idioms, and
expressions that are not typically found in formal

!Source codes and data will be freely available at github
upon acceptance.

Source Sentence: As I recall, you've always carried a torch for Oldsmobiles.
Slang Term: carried a torch

Cross-lingual Slang Explanation: “carried a torch” f&— /MG, & 205
NI R0 2 5T P TR0 e B N 5 2 K i
%o EIXAA)T R, ERIRR— EXOldsmobilesi3 K 454545 1 1175 1 .
(‘carried a torch’ is a slang term that means having a sustained admiration or
passion for someone or something, usually used to describe a secret love or
long-term affection for someone. In this sentence, it means that you have
always had a special emotional attachment to the Oldsmobile car.)

Chinese Translation: FiC A, R—EL4H I 20 B ZE BEEY

Source Sentence: The athlete proudly carried a torch during the opening
ceremony of the Olympics.

Slang Term: No slang

Explanation: “carricd a torch” Z2FFFKIE - FilEE, BFREH K
JE. (‘carried a torch’ means holding a torch - literally means holding a torch
in one's hand..)

Chinese Translation: iX {v.i2 7)) i 75 BUZ 2 5850 E A 560

Source Sentence: She carried a torch for environmental conservation,
dedicating her life to protecting nature.
Slang Term: No slang

Explanation: “carricd a torch SBHFHEFE 2 - 518 & 3, FRIRFFIEAAE A,
FARECHbR, BN T LSRR # . (‘carried a torch’ means

adhering to a certain belief - its extended meaning refers to adhering to a
certain faith, ideal, or goal, usually to commemorate or continue a certain
spirit...)

| Chinese Translation: 4l

IR RIS, AR TRIPEAR.

Figure 1: Some examples of the SlangDIT benchmark.

language or standard dictionaries, conveying subtle
shades of meaning, tone, and attitude, which is of-
ten used in social interactions, particularly among
specific groups or communities (Mashhady and
Pourgalavi, 2013). The natural characteristic leads
to some challenges of slang translation since it is
hard to model context-dependent semantic exten-
sions. Although plenty of studies on them have
been carried out based on slang detection (Ishi-
watari et al., 2019; Pei et al., 2019), or cross-lingual
slang explanation (Gluck et al., 2025), or slang
translation (Sun et al., 2022) in the era of large
language models (LLMs) (Jhirad et al., 2023; Pei
et al., 2019; Sun et al., 2022, 2024), to our knowl-
edge, little research work has been devoted to slang
translation with the help of slang detection and
cross-lingual slang explanation. One important rea-
son is the lack of such slang translation datasets.

Meanwhile, the previous work generally ne-
glects the polysemy present in slang terms. In
different contexts, the slang term conveys differ-



ent ideas. For example, in the Figure 1, the term
‘carried a torch’ is a slang term in the top box
while it is not in the middle (‘superficial semantic
meaning’) and bottom box (‘extended meaning’).
In fact, for humans, to identify and understand
slang, one firstly needs to be familiar with the cul-
tural, social, and historical context in which it is
used. This involves recognizing the nuances of
language and also requires an awareness of the
ever-changing nature of language, as slang terms
and expressions may quickly evolve or become out-
dated (Légaudaité, 2010; Keidar et al., 2022). For
instance, if we take the slang term (i.e. ‘carried a
torch’) as general words in the top box of Figure 1,
we could not capture the real sense the speaker said
(i.e., ‘sustained admiration or passion for someone
or something’). Secondly, to translate it, one re-
quires not only conveying the literal meaning of
the words but also capturing the tone, connotation,
and implied meaning that is often embedded in
slang expressions (Mattiello, 2009). Even for pro-
fessional human translators, they sometimes fail
to convey the intended meaning in practice. As
shown in the example of Figure 1, directly translate
the slang term can not show the subtle meaning the
sentence reflects. And with the help of the slang
detection and cross-lingual slang explanation, the
translation will express the original intention and
become satisfactory. All of the above call for a such
data resource that can encourage further research
in slang understanding and translation.

In this work, we propose a new task named
Interpretative Slang Translation (SlangDIT), with
the goal to produce more accurate translations by
taking the detected slang and the corresponding
cross-lingual slang explanation. To this end, we
firstly construct a SlangDIT dataset. Specifically,
based on the large-scale movie subtitles?, about
28M English-Chinese sentence pairs (Liang et al.,
2022), (1) we use advanced LLMs (e.g., Qwen2.5-
72b (Qwen Team, 2024)) to judge whether the En-
glish sentence contains a slang. (2) for the sentence
with a slang (~776k), we further utilize Qwen2.5-
72b and Llama3.3-70b to extract the slang terms.
To ensure the data quality, we only maintain the sen-
tence where both of Qwen2.5-72b and Llama3.3-
70b predict the same slang term and GPT-40 agrees
that it is a slang. (3) We further utilize Qwen?2.5-
72b produce the Chinese explanation. (4) To ex-
plore the context impact on the slang term, we
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utilize GPT-40 to annotate whether each slang term

is polysemous. Consequently, we obtain over 25k

English-Chinese sentences with 13,580 genenal

slang terms and 7,818 polysemous slang terms.

Based on the constructed SlangDIT dataset, we
propose a deep thinking model (SlangOWL) that
simulates cognitive process of humans. Specifi-
cally, the model firstly identifies whether the sen-
tence contains a slang, and then judges whether
the slang is polysemous and analyze its possible
meaning. Further, it provides the best cross-lingual
explanation of the slang term targeting on the cur-
rent context. Finally, according to the thought, the
model offers a suitable translation. To achieve this
goal, we need the long thought samples to train our
models. In view of promising reasoning ability in
existing ol-like LLMs, we decide to provide the
four key elements (slang term, polysemy, cross-
lingual explanation and translation) to DeepSeek-
R1-Distill-Qwen-32B (DeepSeek-Al et al., 2025),
and collect the thought process.

Experiments on three LLM-based sys-
tems (Qwen Team, 2024; Dubey et al., 2024), i.e.,
Qwen2.5-7B-Instruct, Llama-3.1-8B-Instruct and
Qwen2.5-14B-Instruct, show the effectiveness of
deep thinking on translation. It significantly out-
performs the vanilla models and simply supervised
fine-tuned models in terms of BLEU (Papineni
et al., 2002), CometKivi (Rei et al., 2022),
Comet (Rei et al.,, 2020) and evaluators via
GPT-4o.

In summary, our main contributions are:

* We propose a new task: interpretative slang trans-
lation named SlangDIT, consisting of three sub-
tasks, to advance slang understanding and trans-
lation research.

* We are the first that contributes the SlangDIT
dataset, which contains 25k <English sentence,
Chinese sentence, slang terms, cross-lingual
slang explanation> quadruplets. Particularly, it
offers 7,818 polysemous slang terms.

* We propose a SlangOWL model that achieves the
best performance with the help of deep thinking
during translation. We also show that the slang
detection and cross-lingual explanation play a
key role in translating the sentence with a slang
term.

2 SlangDIT Task

In this section, we firstly clarify the symbol defi-
nition, and then define the proposed Interpretative
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Type #Sentences #Slang Type | Sk #AvgEn #AvgZh #AvgExp

No w/ NPST w/PST NPST PST
Train 39,980 13,580 26400 13,580 6,653 39,980  7.89 1247  74.06
Stangprr V21 1,815 1,815 0 1,815 0 1815 793 1271 76.65
Test 1,863 1,863 0 1863 0 1863 788 1277 7712
Hard Test 0 0 1,165 01,165 1,165  7.86 1257  75.54

Table 1: Detailed Statistics of our SlangDIT dataset. ‘NPST’ and ‘PST’ means non-polysemous slang terms and
polysemous slang terms; “XLSE’ means cross-lingual slang explanation; #: number of the corresponding item, i.e.,
AvgEn: Average length of each utterance in English (word level); AvgZh/AvgExp: Average length of each sentence

in Chinese (character level).

Slang Translation task.

Given an input sentence in the source language
X = Xl, XQ, Xg, ceey Sl, SQ, ceey Sp, ceey Xm where
the X; is the token and the .5; is the token belongs to
a slang, the goal of the SlangDIT task is to identify
the slang term S = Y, Y5, V5, ..., Y7, and then
generate its explanation in a target language E' =
Y&, Yy, YS,, .., Y, and finally output its transla-
tion in a target language Y = Y|, Y, Y4, ... Y\,

Formally, the probability distribution of the tar-
get output S, E/|Y are defined as follows:

R
P(S, B, Y|X) = [[ (VY5 X), (D
r=1

{s,e,t} and Y., =
JY,_1}and R=p+ k + m.

where % S
{}/17 }/271/})7

3 SlangDIT Dataset

In this section, we mainly introduce our SlangDIT
dataset in five aspects: Data Source § 3.1, Annota-
tion Procedure § 3.2, Annotation Quality Assess-
ment § 3.3, Dataset Statistics § 3.4, and the intro-
duction of Related Datasets § 3.5.

3.1 Data Source

Because movie subtitles contain utterances that
better reflect natural conversations which usu-
ally involve slang terms (Sun et al., 2024; Chen
et al., 2024), we thus choose the movie subtitle
as our data source, e.g., the large-scale movie sub-
titles (Liang et al., 2022) and OpenSubtitles (Li-
son and Tiedemann, 2016)°. Due to the dataset
of Liang et al. (2022) offers the corresponding Chi-
nese translation, we take this dataset as our choice.
However, the lack of associated slang annotation
and cross-lingual slang explanation makes it im-
possible for directly conducting research on inter-
pretative slang translation. Therefore, we further
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annotate slang term and the corresponding slang
term explanation.

3.2 Annotation Procedure

Since the full data are large (~28M), the an-
notation procedure is automatic to build the
SlangDIT dataset via advanced LLMs (Qwen2.5-
72b, Llama3.3-70b and GPT-40), which includes
four steps: slang judging, slang extraction, expla-
nation generation and polysemy annotation .
Slang Judging. Before judging, we firstly filter the
offensive and dirty sentences. Then, to improve the
annotation efficiency, we utilize Qwen2.5-72b to
judge whether each utterance contains any slang
terms. After that, we filter the sentences that con-
tains repetitive slang terms and we obtain ~776k
out of 28M (2.8%) sentences with the slang term.
Slang Extraction. To ensure the data quality and
avoid model bias, we separately utilize Qwen2.5-
72b and Llama3.3-70b to extract the slang term. If
both Qwen2.5-72b and Llama3.3-70b predict the
same slang term and GPT-4o0 also approves that it
is a slang term, we maintain such sentences (25k).
Explanation Generation. With the advance Chi-
nese ability of Qwen2.5-72b, we use it to generate
Chinese explanation for each slang term.
Polysemy Annotation. To fully investigate the im-
pact of context on the slang term, we use GPT-40 to
judge whether each slang term is polysemous. Con-
sequently, we obtain 7,818 clear polysemous slang
terms, and 17,258 non polysemous slang terms.
Besides, for constructing the hard testset, we ran-
domly sample 15% instances (i.e., 1,165) from the
polysemous slang terms. For the remaining 85%
(e.g., 6,653) polysemous slang terms, we use GPT-
4o to generate possible meaning for each slang
term. Finally, for each meaning, we further use

*The prompt used in this process are presented in Figure 7
~ 11 of Appendix.
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#Slang Terms

Datasets SD XLSE Translation Polysemy

Train Valid Test
Urban Dictionary (Ni and Wang, 2017) v/ X X X 371,028 50,000
OSD (Sun et al., 2022) v X X X 1,635 - 299
GDoS (Adams, 2012) v X X X . . -
CLIX (Gluck et al., 2025) XV (English—Spanish/German) X X 278 150 200
OpenSubtitles-Slang (Sun et al., 2024) v X (English—English) v (English—German/French) X 836 - -
‘SlangDIT (Ours) s v V(English>Chinese) v (English—Chinese) v 20233 1815 3,028

Table 2: Comparison of previous slang detection dataset: Urban Dictionary, OSD, GDoS, and OpenSubtitles-Slang;
(2) cross-lingual slang explanation datasets: CLIX and OpenSubtitles-Slang, and (3) our SlangDIT. ‘SD’ means
slang detection and ‘polysemy’ means polysemous labeling.

GPT-40 to produce corresponding translation pairs
that contains the same slang term but convey dif-
ferent sense. After this process, we obtain 26,400
sentence pairs for training.

3.3 Anneotation Quality Assessment

To evaluate the quality of slang detection and cross-
lingual slang explanation, we employ three anno-
tators to judge whether the slang term is real and
whether its explanation is correct targeting on the
context over 200 randomly sampled data. Then, we
measure the inter-annotator agreement. The inter-
annotator agreements calculated by Fleiss’ kappa
are 0.685 and 0.915 for slang detection and expla-
nation, which indicates “Substantial Agreement”
and “Almost Perfect Agreement” between three an-
notators, respectively. The level is consistent with
previous work (Liang et al., 2022) which can be
considered as reliable.

3.4 Dataset Statistics

As shown in Table 1, the SlangDIT contains totally
44,823 English-Chinese utterance pairs with slang
term, where each slang term has been annotated
with explanation. According to slang terms, we
split the dataset into 39,980 for training, 1,815 for
validation, and 1,863 for testing>. To keep roughly
the same distribution of the utterance pair and avoid
the model bias, we sample 39,980/1,815/1,863 ut-
terance pairs from the original subtitles where both
Qwen2.5-72b and Llama3.3-70b judge no slang
terms for training/validation/testing, respectively.

Based on the statistics in Table 1, the average
numbers of tokens per utterance are about 7.8, 12.7,
and 75.8 for English utterances (word level), Chi-
nese translations (character level), and explanation
(character level), respectively.

Note that there is no overlap of the slang term among
training, validation and testing set.

3.5 Comparison with Related Datasets

The related datasets mainly involve three research
fields: slang detection, cross-lingual slang explana-
tion, and slang translation.

In slang detection, there exist some dictionary-
based dataset. For example, Ni and Wang (2017)
construct a Urban Dictionary, which is large-scale
but the quality is poor. Sun et al. (2022) manu-
ally annotate a small subset of 102 sentences from
the Online Slang Dictionary (OSD). The Green’s
Dictionary of Slang (GDoS) (Adams, 2012) cannot
be publically distributed due to copyright restric-
tions. Besides, OpenSubtitles-Slang (Sun et al.,
2024) only provides the slang definition without
context. Most of these dataset only offer the slang
term and its definition, which cannot be applied to
SlangDIT due to the lack of polysemous labeling,
diverse context and translation.

In cross-lingual slang explanation, Noraset
et al. (2017) propose the definition generation task.
As time goes on, Zhang et al. (2023) introduce
cross-lingual definitions of (general) words in En-
glish, Chinese, and French using prompt learn-
ing. Recently, Gluck et al. (2025) propose the task
of cross-lingual explanations for idiomatic expres-
sions. Sun et al. (2022) formulate the slang inter-
pretation as the translation task, i.e., the slang term
and its interpretation (both in English) are fed into
a translation model.

In slang translation, closely related to our
work is Sun et al. (2022) that show the slang
interpretation in the same language can result
in improved translation of slang in target lan-
guage. In this work, they conduct experiment in
English-German/French directions with a small-
scale machine-translated dataset, which is not pub-
licly available and not target on the study of poly-
semous slang terms.

The resources mentioned above are extensively



Input: Please analyze the following sentence to judge if it contains slang. If so, please analyze the source and meaning, and transl ate the sentence
into Chinese and Note that: \nHe always seems to have an axe to grind when he talks about the new policy, as if he's trying to push his own agenda.

Deep Thinking Thoutht: <think>I need to first check if there are any slang terms inside, and if so, analyze their origins and meanings before
translating them into Chinese. Step 1:

Identifying

Firstly, | noticed the phrase "axe to grind' in the sentence. It sounds a bit familiar, maybe it's a slang term. Step 2:

Judging
| remember learning some English slang before, but I'm not sure about its specific meaning. Let me think carefully. The literal meaning of 'axe to
grind' is' grinding an axe ', which is not very common in daily life, so it is likely a metaphor. It may refer to someone having a hidden purpose or
motive. For example, if a person always shows a particular interest in discussing a certain topic, they may have their own plans. Next, | checked
the source of this phrase. | heard it comes from a story, possibly a fable or folk tale. In the story, a person always carries an axe to grind, but in
reality he may be looking for other opportunities, such as chopping trees or doing other things. So, 'axe to grind' is 11ead ta decrrihe those who have
their own hidden agenda. Step 3: Explanation

within current sentence
Returning to the sentence now, this person always appears to have "axe to grind" when talking about new policies, which means they have ulterior
motives. It seems that he is not just discussing policies, but also trying to push his own agenda, possibly with his own interests involved.

When translating, | need to find a suitable Chinese expression to convey this meaning. The phrase 'with ulterior motives' is very appropriate
because it directly expresses the meaning of having hidden motives. So, the entire sentence can be translated as: "He always appears to have
ulterior motives when discussing new policies, as if pushing his own agenda.” Step 4:

Translating
To summarize, this sentence does contain the slang "axe to grind," which is not a polysemous wora but specifically refers to having personal

</think>
The final answers are: \n Slang Term: axe to grind

Chinese Translation:

motives. The translation accurately conveyed the original meaning with the phrase 'with ulterior motives’

Slang Explanation: 5l .0 - i35, 838 AR NMBIHLECE [f, @528 7 H O MF 6.
B TE RV HT BOR I S R AF 0 F O, DR EHER) A .

Final
Answers

Figure 2: The generated deep thinking thought (training example) by DeepSeek-R1-Distill-Qwen-32B.

used in corresponding fields of research and they
even cover some sub-tasks in SlangDIT. However,
our SlangDIT is different from them in terms of
complexity and diversity.

It is obvious that conducting three sub-tasks is
more challenging due to the more complex scene.
Furthermore, most of the above single dataset can-
not be available and fails to conduct SlangDIT task.
What’s important, the slang term of above dataset is
non-polysemous while ours is polysemous in differ-
ent context which could be more difficult to inter-
pret. Table 2 provides information on the number
of available modality, state of publicly accessible,
and their constituent slang terms for all the datasets.
Besides, compared with two existing slang dataset,
SlangDIT’s quantity of English is ten-times of the
annotated utterances in most of dataset (except for
Urban Dictionary, whose quality is limited). More
importantly, the utterance of our SlangDIT comes
from movie subtitles, which is natural and diverse
than existing data. Particularly, SlangDIT provides
an explanation in a cross-lingual language.

4 SlangOWL Model

Backbone. We mainly utilize three LLMs as the
backbones of our SlangOWL model: (1) Llama-
3.1-8B-Instruct (Dubey et al., 2024); (2) Qwen2.5-
7B-Instruct and (3) Qwen2.5-14B-Instruct (Yang
et al., 2024).

Thought Data. To simulate cognitive process

of humans in translation, we need the deep
thinking thought samples to train our SlangOWL
model. Given the promising reasoning abil-
ity of in existing ol like models, we decide
to use the advance DeepSeek-R1-Distill-Qwen-
32B (DeepSeek-Al et al., 2025) model. Specifi-
cally, we provide four key elements: slang term,
polysemy, cross-lingual explanation and translation
to the DeepSeek-R1-Distill-Qwen-32B model and
prompt it to generate the deep thinking thought
for each training instance. The reasoning process
roughly includes four steps: 1) identifies whether
the sentence contains a slang, and then 2) judges
whether the slang is polysemous and analyze its
possible meaning. Further, 3) provides the best
cross-lingual explanation of the slang term target-
ing on the current context. Finally, 4) according to
the thought, the model offers a suitable translation.
We list the generated thought example in Figure 2
and list the prompt in Figure 6 of Appendix.

S Experiments

5.1 Experimental Setups

Comparison Models. We include three types of
baselines: 1) Vanilla instructed models; 2) Vanilla
reasoning models; and 3) supervised fine-tuned
models without chain-of-thought (SFT w/o cot).
Please refer to Appendix B for details. For more
training details and inference details, please refer



Slang Detection XLSE Translation
Types Models

P R FI R-1 R-2 R-L BLEUComet GRB CometK GRF

Llama-3.1-8B-Instruct 9.44 12.96 10.61 17.43 278 11.79 12.69 65.17 5424 59.96 70.02
Qwen2.5-7B-Instruct 74.72 52.04 56.94 2500 721 17.82 16.98 7241 66.54 70.52 72.66
Qwen2.5-14B-Instruct 66.77 75.60 70.46 3548 10.31 25.63 17.66 73.82 68.57 7236 75.58

DRT0I-8B 00 00 00 500 349 315 1243 3921 5410 3933 5824

DRT-01-7B 472 894 612 1588 1.13 13.01 1494 67.62 5031 66.47 69.54

Vanilla LLMs DRT-01-14B 63.95 4431 5071 2475 5.82 17.04 1845 7025 6524 68.10 73.89
DS-R1-D-Llama-8B  61.57 66.12 63.28 27.33 5.3 19.04 1576 71.52 58.01 70.82 64.59
DS-RI-D-Qwen-7B  33.67 43.06 37.79 22.21 4.13 1555 12.89 64.61 49.17 61.65 42.05
DS-RI-D-Qwen-14B 68.41 71.41 69.35 30.85 7.16 21.82 18.46 73.18 64.77 72.56 73.37
DS-R1-D-Qwen-32B 60.90 6333 61.19 33.04 828 2321 19.12 73.69 63.40 7247 73.39
QwQ-32B-preview  38.92 5545 4542 27.07 634 19.63 14.07 72.87 6798 70.72 76.84

SFT-8B 85.84 61.22 67.03 28.88 17.85 25.48 2291 73.17 6639 72.50 71.35

SFT w/o cot ~ SFT-7B 84.19 70.67 7474 2893 17.87 2553 23.65 73.70 6698 71.12 7271
SFT-14B 86.74 74.15 7821 2998 18.78 2626 24.51 73.62 69.91 7129 76.00
SlangOWL-8B 84.35 87.301" 85.3311 547711 34.16'1 51.281 23.471 73.891 68.4011 70.72 75.08'"

Deep Thinking SlangOWL-7B 82.59 86.491T 84.021 58.501T 33.1671 52.5171 24.10" 74.04 68.3811 71.607 74.6411
SlangOWL-14B 85.17 88.781" 86.4711 59.85'" 34.3111 537211 24.94 74.20" 71.5211 71.38 77.521"

Table 3: Experimental results (%) on general test set. ‘XLSE’ denotes cross-lingual slang explanation. ‘DS-R1-D’
denotes ‘DeepSeek-R1-Distill’. “T”> and “!T denote that statistically significant better than the best result of the
counterpart (e.g., SlangOWL-14B vs. SFT-14B) with t-test p < 0.05 and p < 0.01 hereinafter, respectively. The best
and second best results are bold and underlined, respectively.

to Appendix A.

Metrics. For slang detection, we adopt P, R, and F1
as the metric following previous work (Sun et al.,
2024). For cross-lingual slang explanation, we use
ROUGE-1, ROUGE-2, ROUGE-L, where ROUGE-
L evaluate n-grams overlap between the generated
explanation and corresponding references (Gluck
et al., 2025). We refer ROUGE-* as R-* in the
Table for simplicity. For translation, we report
reference-based and reference-free scores to eval-
uate the model translations. In reference-based
metrics, we use BLEU (Papineni et al., 2002), and
Comet (Rei et al., 2020). In reference-free met-
rics, we use CometKiwi (refered as CometK (Rei
et al., 2022)). Here, BLEU is to evaluate n-grams
overlap between the generated explanation and cor-
responding references, and CometScore evaluate
the semantic similarity of translations against ref-
erences. The CometK uses a language model to
judge whether a translation conveys the seman-
tics of the source sentence. Besides, following
recent studies (Kocmi and Federmann, 2023; Wang
et al., 2023, 2024) that show the strong ability of
LLMs in NLP evaluation, we also use GPT-40 as
evaluators in reference-based and reference-free
manner, which we refer to as GRB and GRF, re-
spectively. For calculation details and evaluation
prompts, please refer to Appendix C.

5.2 Main Results

Table 3 shows the main results on the general
testset where each instance contains either a non-
polysemous slang term or no slang term. Table 4
presents additional results on the hard testset where
each instance contains a polysemous slang term.

5.2.1 Results on the General Testset

Results on Slang Detection. Under the vanilla
setting in Table 3, the reasoning models signif-
icantly surpasses the instructed models with the
same model scale in terms of F1 score. The big-
ger models also show better performance than
smaller ones, proving that larger models owns
better memory capacity. There is no doubt that
the SFT w/o cot consistently outperforms their
counterpart, e.g., the SFT-14B beats Qwen2.5-
14B-Instruct, DeepSeek-R1-Distill-Qwen-14B and
DRT-01-14B, even showing better performance
than QwQ-32B-preview and DeepSeek-R1-Distill-
Qwen-32B. However, the best F1 score (78.21%
with SFT-14B) of these models is still substantially
lower than the series model of SlangOWL. It shows
that the slang term is not just a simple memory
task and needs deep thinking to judge whether it
is a real slang term. Although o1-like models can
conduct reasoning, they fail to identify the correct
slang terms. Our proposed SlangOWL models have
deep reasoning ability, which analyze the novel and



Slang Detection XLSE Translation
Models

P R FI R-1 R-2 R-L BLEU Comet GRB CometK GRF
Qwen2.5-14B-Instruct ¢ 49.61 5536 51.39 39.01 10.66 27.76 1244 67.14 67.19 63.67 75.72
DRT-01-14B 39.25 40.86 39.65 3698 8.71 2561 13.76 57.75 68.32 54.02 79.16
DeepSeek-R1-Distill-Qwen-14B 56.88 6421 59.15 38.73 9.31 27.90 14.02 65.42 63.42 63.84 73.28
DeepSeek-R1-Distill-Qwen-32B 34.62 45.01 38.02 39.57 10.37 28.33 14.91 64.37 63.51 64.02 73.25
QwQ-32B-preview 1844 19.55 1875 3255 7.65 2377 1026 66.72 62.19 62.44 71.92
SFT-14B 78.09 83.94 80.05 57.68 36.99 50.66 19.18 68.26 69.62 64.56 79.64
SlangOWL-14B 88.86' 91.501 89.601" 60.3911 391811 53.55' 21.411 68.49 70.02 64.49 82.35'

Table 4: Experimental results (%) on the hard test set.

possible slang terms, their background and sense.
Therefore, SlangOWL models set a state-of-the-art
F1 score (86.47%).

Results on Cross-lingual Slang Explanation.
Although the instructed and reasoning models
achieved good F1 score on slang detection, they
cannot generate good slang explanation in Chi-
nese. As shown in Table 3, the ROUGE scores
are much lower than supervised fine-tuned models,
which shows that they only ‘know which phrase
is slang term, but not know why it is’. Further-
more, the ROUGE scores of SFT w/o cot are re-
markably worse than SlangOWL models. This
demonstrates that the SFT w/o cot also cannot truly
master the meaning of the slang term since the real
sense of slang term always goes beyond its original
meaning and shows extended meaning. In con-
trast, slangOWL models consistently outperform
the comparison methods, achieving significantly
better ROUGE scores. It shows that the proposed
deep thinking model not only know its original
meaning but also get its deeper implications. There-
fore, the proposed slangOWL models offer correct
cross-lingual slang explanation.

Results on Translation. In terms of reference-
based scores (i.e., BLEU, ComentScore, and GRB),
interestingly, although the vanilla models fails to
achieve good results of slang detection and cross-
lingual slang explanation, some models still ob-
tain good translation results (e.g., Qwen2.5-14B-
Instruct and QwQ-32B-preview). Obviously, the
SFT w/o cot and SlangOWL consistently surpass
their counterparts with the help of good results of
slang detection and cross-lingual slang explanation.
Armed with the deep thinking, the SlangOWL ob-
tains the highest scores.

In terms of reference-free scores (i.e., CometKivi
and GRF), we can observe similar findings on

reference-based scores. However, we find that
the DS-R1-D-Qwen-14B model, a deep reason-
ing model, achieves the best results in CometK
score while greatly underperforms in other met-
rics. The reason may be that this model gen-
erates some words that highly fitting the source
words. Except that, the SlangOWL consistently
outperforms all previous models once again (includ-
ing QwQ-32B-preview and DeepSeek-R1-Distill-
Qwen-32B), showing its superior performance.

Overall Results. Overall, with better results of
slang detection and cross-lingual slang explana-
tion, the model can achieve better translation re-
sults (SlangOWL vs. SFT w/o cot; SFT-based vs.
vanilla). It shows that correct understanding of
slang terms plays a key role in translate sentence
with slang terms. What’s important, the ability of
slangDIT indeed can decides whether the LLMs
can go beyond superficial meaning of slang term
and thus prove the value of slangDIT benchmark.

5.2.2 Results on the Hard Testset

Table 4 shows the results on the hard testset where
each instance includes a polysemous slang term.
We can find that the instructed model and reasoning
model performs worse in terms of all three tasks,
showing that they all struggle to judge whether it is
a slang term, and have a difficulty in understanding
its real sense targeting on the current context and
thus leading to unsatisfactory translation results.
Meanwhile, we observe that different learning man-
ners of simple fine-tuning and deep thinking reflect
great difference on effects. It shows that there is
much room for further improvement using other
more advanced learning methods.

Compared with the results in Table 4, we find
that our SlangOWL-14B performs much better on
the hard testset (89.6% vs. 86.47%), which shows
that it has higher ability to correctly understanding



SFT-14b GoodT BadT

CSU: 76.31 75.34 24.66
WSU: 23.69 27.54 72.46

SlangOWL GoodT BadT

CSU: 82.15 88.41 11.59
WSU: 17.85 18.63 81.37

Table 5: Results (%) of investigation whether the correct
slang understanding helps on the hard testset.

the polysemous slang term in different contexts and
thus translate the sentence well.

5.3 Analysis

Is the Correct Slang Understanding helpful to
Translation? Before investigating whether the cor-
rect slang understanding works, we define some
metrics: 1) the correct slang understanding means
the model not only correctly predict the slang term
and the ROUGE-L score is greater than 0.4, we
denote it as CSU, otherwise we denote is as WSU
(wrong slang understanding); 2) good translation
means both the GRB and GRF are greater than 70
and 80, respectively, we denote it as GoodT, other-
wise we denote it BadT (bad translation). Based on
the definition, we calculate these metric for SFT-
14B and SlangOWL-14B models.

The results are shown in Table 5. We observe
that in CSU, the GoodT score is significantly
better than BadT score with both SFI-14B and
SlangOWL-14B models while under WSU, the
BadT score significantly wins. It shows that the
correct slang understanding indeed helps for better
translation and also reflects that the deep thinking
has a positive impact on the SlangDIT task.
Compared with Models Translating only. Since
the vanilla models do not optimized for slang under-
standing, they performs worse on slang detection
and explanation that further result in bad translation.
In this section, we prompt these vanilla models for
translation only to protect them from suffering un-
derstanding the slang term. Besides, we also train a
model with translation pair only based on Qwen2.5-
14B-Instruct, denoted as SFT-Trans-14B.

The results are listed in Table 6. We conclude
the following findings: 1) The vanilla models (in-
cluding DeepSeek-R1-Distill-Qwen-32 and QwQ-
32B-preview models) performs translation worse
on the sentence with a polysemous slang term,
showing that the ability of SlangDIT indeed de-
cides whether the LLMs can go beyond superfi-
cial meaning. 2) The SlangOWL-14B significantly
outperforms the SFT-Trans-14B model, showing
that our SlangOWL model have the ability of deep

Models

Qwen2.5-14B-Instruct
QwQ-32B-preview

BLEU / Comet / GRB / CometK / GRF

13.54/67.52/71.05/66.67 /79.68
10.91/65.85/62.20/66.52/71.92
DS-R1-D-Qwen-32B 16.42/67.89/70.23/67.62/78.73
DS-R1-D-Qwen-14B 15.04/66.26 / 65.95/67.17/74.62
DRT-01-14B 11.83/67.02/68.32/68.13/79.17

SlangOWL-14B 21.41/68.49/70.02/ 64.49 / 82.35

Table 6: Translation results on the hard testset.

thinking, i.e., first identifying the slang term, then
understanding its background and usage targeting
on the current context, and finally providing suit-
able and satisfactory translations.

Case Study. We present one case study in Ap-
pendix E to intuitively show how the deep thinking
helps to translate polysemous slang terms well.

6 Related Work

We have introduce some task-related work in § 3.5
including slang detection, cross-lingual slang ex-
planation, and translation. Next, we present some
work in reasoning.

With the emergency of OpenAl O1 (OpenAl,
2024) model, some studies have been devoted to
the reasoning tasks (e.g., math and coding) (Zhang
et al., 2024; Huang et al., 2024; Qin et al., 2024;
DeepSeek-Al et al., 2025). In the context of trans-
lation, Zhao et al. (2024) proposes Marco-o1 for
open-ended text generation and show the poten-
tiality of the long thought reasoning for transla-
tion. More recently, (Wang et al., 2024) introduces
long Chain-of-Thought for literature translation
and achieves good results. Different from them,
we mainly focus on benchmarking interpretative
slang translation task, which is more complex since
we need conduct three tasks jointly and ensure the
first results are valid to the translation. Besides,
we propose a deep thinking model according to the
task characteristic of SlangDIT.

7 Conclusion

In this paper, we introduce a new interpretative
slang translation task that consists of three sub-
tasks: slang detection, cross-lingual slang explana-
tion, and translation. Then, we construct a inter-
pretative slang translation dataset named SlangDIT.
Finally, we propose a deep thinking model named
SlangOWL and demonstrate the importance of
slang detection and explanation for SlangDIT task.



Limitation

While we introduce a SlangDIT dataset and pro-
pose a deep thinking model named SlangOWL,
there are some limitations worth considering to
study in future work: (1) In this study, we only
provide the slang term in English, and future work
could extend our dataset to more language pairs,
e.g., English to French, Chinese to English; (2)
This work does not conduct experiments on more
large models due to limited resources, where future
work could verify our method on larger models; (3)
This work does not conduct pipline experiments
that firstly optimize for slang detection and then of-
fer the results to translation model since our work
mainly focuses on introducing a new SlangDIT
task that simultaneously conducts three subtasks.
In this process, we hope the correct understanding
of slang term can help translation.

Ethical Considerations

In this section, we discuss the main ethical con-
siderations of SlangDIT: (1) Intellectual property
protection. The English utterance of SlangDIT is
from MSCTD dataset (Liang et al., 2022). For our
slang terms and cross-lingual explanations, its per-
missions are granted to copy, distribute and modify
the contents under the terms of the Creative Com-
mons AttributionShareAlike 3.0 Unported License
and Creative Commons CC0 License, respectively.
(2) Privacy. The data source are publicly available
movies. Its collection and slang/explanation anno-
tation procedure is designed for interpretative slang
translation purpose, and does not involve privacy
issues. (3) Compensation. During the slang or
explanation annotation, we use publicly available
Qwen2.5-72b and Llama3.3-70b models. For poly-
semy annotation, we use GPT-40 and we have paid
for them according to the official price. (4) Poten-
tial problems. While principled measures are taken
to ensure the quality of the dataset, there might still
be potential problems with the dataset quality due
to the uncontrollability of models, which may lead
to incorrect translations in applications. However,
moderate noise is common in large-scale modern
translators, even for human translated sentences,
which should not cause serious issues.
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A Backbones and Other Details

Backbones. We mainly utilize the following
three LLMs as the backbones for SlangDIT task:
(1) Llama-3.1-8B-Instruct (Dubey et al., 2024)%;
(2) Qwen?2.5-7B-Instruct’ and (3) Qwen2.5-14B-
Instruct (Yang et al., 2024)8.

Implementation Details. During training, Llama-
Factory (Zheng et al., 2024) is used to instruct-tune
LLMs. Following Wang et al. (2024), all LLMs
are tuned on two 8 xNVIDIA A100 GPUs (40G)
with le-5 learning rate. We set gradient accumu-
lation to 16 and batch size to 1, which gives us
2*8*16*1 batch in total. We use the DeepSpeed
optimization (Rasley et al., 2020), and set ZeRO-3
optimization. Following Qin et al. (2024), we set
the number of training epochs to 3, and the training
process costs about 48, 43 and 90 GPU hours for
8b, 7B and 14B models, respectively.

Inference Details. During inference, we use
vLLM toolkit (Kwon et al., 2023)° to accelerate
the model generation for all models. We use the
sampling decoding strategy with 0.1 temperature,
and set the repetition penalty to 1.05.

B Comparison Models

We include three types of baselines: 1) Vanilla
instructed models; 2) Vanilla reasoning models'?;
and 3) supervised fine-tuned models. Please refer
to Appendix B for details.

Vanilla Instructed Models. We use three back-
bones as the comparison model: Llama-3.1-8B-
Instruct, Qwen2.5-7B-Instruct and Qwen2.5-14B-
Instruct.

Vanilla Reasoning Models. Recently, o1-like mod-
els have achieved significant results on reasoning
tasks. Therefore, we include some models to com-
pare with our deep thinking method. These models
are QwQ-32B-preview (Team, 2024), DeepSeek-
R1-Distill-Llama-8B, DeepSeek-R1-Distill-Qwen-
7B, DeepSeek-R1-Distill-Qwen-14B, DeepSeek-
R1-Distill-Qwen-32B (DeepSeek-Al et al., 2025),
DRT-01-7B, DRT-01-8B and DRT-01-14B (Wang

6https://huggingface.co/meta—llama/Llama—3.
1-8B-Instruct

"https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

8https://huggingface.co/Qwen/QwenZ.
5-14B-Instruct

‘https://github.com/vllm-project/v1llm

During inference of vanilla instructed models and vanilla
reasoning models, we prompt them to directly conduct three
tasks and use two-shot prompting to enhance their perfor-
mance.
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etal., 2024). We refer ‘DeepSeek-R1-Distill-Qwen’
as ‘DeepSeek-R1-D-Llama’ in Table 3.
Supervised Fine-tuned Models without Chain-
of-Thought (SFT w/o cot). For a fair compari-
son, we train three models based on Llama-3.1-
8B-Instruct, Qwen2.5-7B-Instruct and Qwen2.5-
14B-Instruct with the same training data as our
SlangOWL model without deep thinking process
(denoted as SFT w/o cot).

C Details of Metric Calculation and
GPT-40 Evaluator

We use the sacrebleu toolkit!! to calculate the
corpus-level BLEU. To calculate Comet and
CometK, we leverage the official codes'? and
the official models'®. For calculating GRB and
GREF, we randomly select 400 samples from the
(hard) testing set since they need API costs. The
prompts of reference-based (GRB) and reference-
free (GRF) metric are listed in Figure 3. Both
prompts are borrow from Kocmi and Federmann
(2023) with some adaptions to slang translation
scene.

D Prompts used in Prompting Vanilla
Models

When prompting vanilla instructed models and
vanilla reasoning models in Table 3 and Table 4,
we use the prompt in Figure 4 to ask these models
to generate their answers following the format.
During prompting vanilla instructed models and
vanilla reasoning models in Table 6, we ues the
prompt: ‘Translate the sentence into Chinese and
output only the translation:
n[sentence]’. Note that for DRT-01-14B model, we
strictly follow their prompts in the official reposi-
tory'4.

E Case Study

We list translation results of the models in Table 6,
where vanilla models are not struggle to the under-
standing of slang term.

11https://github.com/mjpost/sacrebleu
Phttps://github.com/Unbabel/COMET
13https://huggingface.co/Unbabel/
wmt22-cometkiwi-da and https://huggingface.co/
Unbabel/wmt22-comet-da
Yhttps://github.com/krystalan/DRT-o1


https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/meta-llama/Llama-3.1-8B-Instruct
https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
https://huggingface.co/Qwen/Qwen2.5-14B-Instruct
https://huggingface.co/Qwen/Qwen2.5-14B-Instruct
https://github.com/vllm-project/vllm
https://github.com/mjpost/sacrebleu
https://github.com/Unbabel/COMET
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-cometkiwi-da
https://huggingface.co/Unbabel/wmt22-comet-da
https://huggingface.co/Unbabel/wmt22-comet-da
https://github.com/krystalan/DRT-o1

prompt = Please score the following translation from English to Chinese with respect to the human reference on a continuous scale
from 0 to 100, where score of zero means "no meaning preserved" and score of one hundred means "perfect preservation of
meaning, with faithfulness, expressiveness, elegance, and also capturing the tone, connotation, and implied meaning that is often
embedded in slang expressions (maybe). Note that you need output the score only."

English source: [src]
Chinese human reference: [ref]
Chinese translation: [hyp]

Score:

prompt = Please score the following translation from English to Chinese on a continuous scale from 0 to 100, where score of zero
means "no meaning preserved" and score of one hundred means "perfect preservation of meaning, with faithfulness,
expressiveness, elegance, and also capturing the tone, connotation, and implied meaning that is often embedded in slang
expressions (maybe). Note that you need output the score only."

English source: [src]
Chinese translation: [hyp]

Score:

Figure 3: Two prompts used in GRB and GRF during evaluation via GPT-40 where “[src]”,“[ref]” and “[hyp]” mean
the source sentence, human translation and model translation, respectively.

Models BLEU / Comet / GRB / CometK / GRF

Google 21.08/67.93/70.97/ 67.53/ 77.21

Llama3.3-70B 18.23/65.14/68.78 / 65.21 / 78.45
Qwen2.5-70B 20.12/67.247169.47/67.51/79.24
GPT-40 21.08/68.93 /70.58 / 69.58 / 82.78
SlangOWL-14B 21.41/68.49/70.02/64.49 / 82.35

Table 7: Compared to stronger models on the hard test-
set.

In the case, ‘Annie Oakley’ is polysemous phrase
which denotes a name or ‘slang term’. In all con-
trast models, they all take it as a name during trans-
lation. Although the QwQ-32B-preview realizes
that it may convey extended meaning, it fails to and
only translates it as ‘playing the role of Annie Oak-
ley’. However, if people do not know who Annie
Oakley is, it is hard for them to understand such
translation. That is, such translation still not convey
intended meaning the speaker said. In contrast, the
SlangOWL-14B model can convey the ideas well,
showing the effectiveness of the proposed model
which can list its thought step-by-step.

F Compared to Stronger Models

In this section, we compared with some stronger
models (e.g., commercial system: Google Trans-
lator and other much advanced large-scale LLM
models: Llama3.3-70B, Qwen2.5-72B, and GPT-
40). The results are shown in 7, which demonstrate
the effectiveness of the proposed method.
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prompt = ""Your task is to analyze the given sentence to determine whether it contains any slang. Follow the steps below to provide your answer.

1. Identify Slang:
- Examine the sentence to determine if it contains any slang terms or expressions.
- If slang is present, identify the specific slang term(s).

2. Provide Explanation:
- For each identified slang term, provide a brief explanation of its meaning and usage in Chinese.

3. Translate the Sentence:
- Translate the entire sentence into the target language, ensuring that the meaning of the slang is accurately conveyed in the translation.

4. Output the Results:
- If slang is present, output the identified slang term(s), their explanation(s), and the translated sentence.
- If no slang is present, output "No slang™ and the translated sentence.

Examples:
- Input Sentence: "She's always spilling the tea about her coworkers."
Output: \n - Slang: "Spilling the tea"
- Explanation: iX /™ 75 () & B 4 52 )\ EP sl it R R
- Translation: "4 & J&3% 5% 5¢ T[] 51 )\ b ™
- Input Sentence: "He went to the store to buy some milk."
Output:\n - No slang
- Translation: "fib 25 F§ 5 3% 17— L& 25,

Please analyze the following sentence:\n[sentence]™

Figure 4: The prompt used in prompting vanilla models where “[sentence]” means the source sentence.

Source sentence: Well, she's not here to be Annie Oakley.

Reference sentence: i 4 ix A< A JE B 1 44 Ao

OWen2I5=14BRINSHRUEE: %1 th A< 2 5 i3 1L 24 22 2 - W o il .
QWQ32BPrEVBWE 1l K 35 LA 2 B4 i 22 i - B B IR (1471 €
DeepSeek-RI-DistIEQWEN=32BE 2., ki AL A T 242 - B i .
DeepSeek-RI-Distill-Qen=14B1 /711, /S A o 24 220 - B 5 F )
DRTSOIS14B: /718, bk i HUAS &9 7 24 2e g - 5

SETtrans=14Bs ik ix A& 2 4 /17

BETEEBE 1 A< 23K 24 2208 - B3 Rl o

SIangOWIETABT /it S A5k 4 vt 7110

_: <think>\n Well, she's not here to be Annie Oakley. "First, | need to make sure there's no slang in it. Annie
Oakley sounds like a human name, possibly a celebrity or fictional character. \n | remember Annie Oakley was a famous female shooter in the
western United States, right? She became very famous in the late 19th century and often demonstrated her shooting skills in acrobatic
performances. So, when someone says' be Annie Oakley ', they may be referring to someone who has shown bravery or masculinity, especially
when it comes to taking risks or solving problems. \n Next, | need to determine if this usage is slang. According to the provided information
'‘Annie Oakley" is used as slang here to refer to a very capable and brave woman. So, this sentence does indeed contain slang. \Now, | need to
analyze the specific meaning of this slang. In this context, the speaker means that she did not come here to play a brave or capable role. That
means she doesn't need to solve problems or take risks like Annie Oakley. \n When translating, | need to convey this meaning. Direct translation
may lose the meaning of slang, so choosing free translation would be more appropriate. For example, 'She's not here to be a sharpshooter." This
preserves the original meaning and makes it easy for Chinese readers to understand. \n To summarize, 'Annie Oakley" in this sentence is a non
polysemous slang used to describe brave and capable women. When translating, I chose free translation to ensure accurate and natural
expression in Chinese. \n</think>

The final answers are: \n Slang Term: Annie Oakley

Cross-lingual Explanation: "Annie Oakley" /& — MGG, $RIE —NAEFRET . BE L. ERXANETFA, ERRIATEB
Annie Oakley AR FE R (5L 5 8. Annie Oakley f&—1v 3% 44 (1938 [ LAt T,  DAILTE I 4 0 (10 S o B 051 17 44 o

Chinese Translation: it A& K 40k F 11

Figure 5: Case Study.
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Prompt: Please deeply consider and analyze the following content: English sentences&slang or no slang&whether slang is a
polysemous&cross-lingual explanation&Chinese translation. Please provide reasons for translation into the given Chinese based on different
situations:

English sentence: [SENTENCE]"

Slang: [SLANG]"

Does it have multiple meanings [POLY]"
Explanation: [EXP]"

Translation: [Translation]"

There are two situations when analyzing:

1. No slang or non slang usage: If there is no slang in the sentence, or if it contains slang but is not slang in the current context, please
explain why the English is translated into the above Chinese.

2. Contains slang: (analyzed in the following two situations)

-Non polysemous slang: If the slang contained in the sentence is not a polysemous word, please analyze the source and purpose of the slang,
and explain its specific meaning in the current sentence. Then, based on the above analysis, provide reasons for translating the sentence into
the Chinese version mentioned above.

- Polysemous slang: If the slang contained in the sentence is a polysemous word, please analyze the origin of the slang and explain its possible
multiple meanings in different contexts. Next, analyze the specific meaning of the slang in the current context. Finally, based on the above
analysis, explain the reasons for translating the sentence into Chinese.

Finally, please provide your reasoning logic and detailed thought process:

Figure 6: The prompt used in generating deep thinking thought by DeepSeek-R1-Distill-Qwen-32B.

SYSTEM_PROMPT = ""You are Emily "Em" Carter and have the following feature. In particular, you are very knowledgeable to culture and
slang, making you an ideal resource for anyone looking to learn more about informal language, slang, and its cultural context.

**Background**:

Emily Carter, affectionately known as "Em" by her friends, is a 32-year-old cultural anthropologist specializing in contemporary English
language and culture. Born and raised in London, Emily has always been fascinated by the dynamic nature of language and how it reflects
societal changes.

**Education**:
Emily holds a Master's degree in Linguistics from the University of Oxford, where she focused her thesis on the evolution of British slang over
the past century. Her academic background provides her with a deep understanding of both historical and modern linguistic tre nds.

**Career* *:

Emily works as a consultant for media companies, helping them accurately portray British culture and language in films and te levision shows.
She also writes a popular blog where she explores the origins and meanings of various slang terms, offering insights into their cultural
significance.

**Personality**:
Emily is curious, open-minded, and has a knack for storytelling. She enjoys engaging with people from diverse backgrounds and often hosts
informal workshops on language and culture. Her approachable nature makes her a favorite among students and colleagues alike.

**Expertise in Slang**:

Emily's expertise in slang is unparalleled. She has an extensive collection of slang dictionaries and regularly updates her knowledge by
immersing herself in different social settings, from bustling city pubs to online gaming communities. Her ability to decode and explain slang
makes her a sought-after speaker at linguistic conferences.

**Hobbies**:

In har fran timmn Cmilis aniauns attandina livia miinia avinnte avnlarvina atrant ark and narvtininatina in laaal thantar neadiinti ane Thana antivitiae

Figure 7: The system prompt used in the section of Annotation Procedure.
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PROMPT of slang judging ="' Your task is to analyze the given English sentence and determine whether it contains any slang.
1. Analyze the Sentence: Read the sentence carefully to identify any informal or non-standard language.

2. Identify Slang: Determine if any word or phrase in the sentence qualifies as slang. Slang is typically informal language that may not be found in standard
dictionaries and is often used in casual conversation.

3. Example:
Sentence: "That party was lit!"
Answer: Yes

Please analyze the following sentence and note that you should only output 'no" if no slang identified, or ‘yes’ with slang term.
[sentence] ™

PROMPT of slang extraction =" Your task is to analyze the given English sentence and determine whether it contains any slang.
1. Analyze the Sentence: Read the sentence carefully to identify any informal or non-standard language.

2. Identify Slang: Determine if any word or phrase in the sentence qualifies as slang. Slang is typically informal language that may not be found in standard
dictionaries and is often used in casual conversation.

3. Example:
Sentence: "That party was lit!"
Slang: "Lit”

Please analyze the following sentence and note that you should only output 'no slang' if no slang identified, or the identified slang term.
[sentence] ™

Figure 8: The prompt used in the section of Annotation Procedure.

PROMPT of annotating polysemy="" Please analyze the following English word for polysemy and categorize its meanings. Determine if the word exhibits one of the
following conditions:

- Clear Polysemy: The word has distinct meanings that are commonly recognized and have significant differences in context.
- Slight Polysemy: The word has multiple meanings, but the differences between them are subtle or not very pronounced.
- No Polysemy: The word does not exhibit multiple meanings and has a single, clear definition.

The word to analyze is: [SlangTerm].

Please return your judgment result and directly output “"Clear Polysemy", "Slight Polysemy" or “No Polysemy". "

Figure 9: The prompt used in the section of Annotation Procedure.

SYSTEM_PROMPT of generating polysemous slang meaning = " /& — /N N LEIEL 5, AEFHKEITE 1 2 LIRS, JCHR M, IUE R 20004 Fid
VBRI, A L RSO FRE S, i — PR E AT AR R R

NSO B9 SC AT REAL — AN S A B, N 2 B R AT REAEAE AR
ﬁll*l& MTE ELIPE ) PSR ST U D EIR AT SN EYN IR AE L
- BHRRIAE— A SO R, — s BN SE 1 SE SR
- XPEEASRE SCRARR S I L

BLT AR il

[user]:

be a dog & —1a £ SCiAl i, AU SLAEAN A LR SCR AT g SCli
[assistant]:

18—

2. MR
3R - 5 HIE

[user]:
Fuckin' f&—iii 2 SCilif, w00 HEAR A B SCOR I A g Seliig
[assistant]:

1Ay - i, TR
2. B - {115, ﬁff;’ﬁvd ForAl

N
W, T MsRiE<, RoRsmEA R REEE .

[user]:

beat the devil out of it /& —ii £ i if, WA HAEAH BRSO AT g b SO

[assistant]:

1 AE I B - A, R A R A ARSI, 8 T R R AR )

2. RARMAT - (RiE, JR BT R XA L F TR 5 O S AT A R AT Ak

PROMPT = "[SlangTerm] & —iil & SCialif, 145 Kol 50 Hh HAE AR LR SR o mrfe h scif i

Figure 10: The prompt used in the section of Annotation Procedure.
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SYSTEM_PROMPT of generating translation for each meaning = "ff/&— % N LIS 5K, AER KAy —in 2 SGa L sl d], BULE & IR nZin (g —Fh
AR — S X AR R L, AR PR RN R X

- BRI AR T, e BERIGS E R E E SOER R R

DU — LR 1)

[user]:

Number two 7EANE]_E R SCR AR &S, AR E RS — A B BRI, SEE A 7 AL 241 Number two 8% Number two [ 487% ] :
I s 1519 G =7 /115 2 Al A A

2. BIF - 51 HE X, RIS EOGR T B S A .

3 AT - AR, e ESCEE I ER A, AT, BHORR G R . X ANRALEF EARE RS A, B HREARR M EX TR .
[assistant]:

1. She finished the race in Number two position.\n 4175t 283545 145 4.

2. As the CEO's Number two, he has a lot of responsibilities.\n {f: 31 U7 5 (181 F, A 1RE F1T.

3. He said he needed to go Number two before the long trip.\n th i 78 K38 i 47 Hirfts 75 22 1l iy

[user]:

dropped an a-bomb 7EANH] B RSCHRE MR &S, WERRERE SRR AN SRR R AR, G55 A) e R LS 24 i01A dropped an a-bomb X dropped an a-
bomb (¥4I 1]«

LBFIRF - I, $5K R 8] B AR X k.

2. L - (95, JRIERR 1A N EE KTE B

[assistant]:

1. The United States dropped an a-bomb on Hiroshima in 1945, causing massive destruction.\n 32 [E/E19454 )~ B~ T MR F4, i

BT ERIIBOR .

2. During the interview, the celebrity dropped an a-bomb by announcing her unexpected retirement.\n 7515, X744 ARV E A 1
FHAEARIRRBEE . ™

PROMPT = "[SlangTerm] ZE [ b 30 iFA U1 & 30, 5 NRE—Fh & U Nl agxt, 3856 Frh #5808 2481 [SlangTerm] Bk [SlangTerm] 1)
il
[SlangExplanation]™

Figure 11: The prompt used in the section of Annotation Procedure.
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