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Abstract

This paper investigates infinite-horizon average reward Constrained Markov De-
cision Processes (CMDPs) under general parametrized policies with smooth and
bounded policy gradients. We propose a Primal-Dual Natural Actor-Critic algo-
rithm that adeptly manages constraints while ensuring a high convergence rate. In
particular, our algorithm achieves global convergence and constraint violation rates
of Õ(1/

√
T ) over a horizon of length T when the mixing time, τmix, is known

to the learner. In absence of knowledge of τmix, the achievable rates change to
Õ(1/T 0.5−ϵ) provided that T ≥ Õ

(
τ

2/ϵ
mix

)
. Our results match the theoretical

lower bound for Markov Decision Processes and establish a new benchmark in the
theoretical exploration of average reward CMDPs.

1 Introduction

Reinforcement Learning (RL) is a paradigm where an agent learns to maximize its average reward in
an unknown environment through repeated interactions. RL finds applications in diverse domains
such as transportation, communication networks, robotics, and epidemic control [5, 28, 32, 14, 29].
Among various RL settings, the infinite horizon average reward setup is of particular significance
for modeling long-term objectives in practical scenarios. This setting is critical as it aligns with
real-world applications requiring persistent and consistent performance over time.

In many applications, agents must operate under certain constraints. For instance, in transportation
networks, delivery times must adhere to specified windows; in communication networks, resource
allocations must stay within budget limits. Constrained Markov Decision Processes (CMDPs)
effectively incorporate these constraints by introducing a cost function alongside the reward function.
In average reward CMDPs, agents aim to maximize the average reward while ensuring that the
average cost does not exceed a predefined threshold, making them crucial for scenarios where safety,
budget, or resource constraints are paramount.

Finding optimal policies for average reward CMDPs is challenging, especially if the environment is
unknown. The efficiency of a solution to the CMDP is measured by the rate at which the average
global optimality error and the constraint violation diminish as a function of the length of the horizon
T . Although many existing works focus on the tabular policies [24, 3, 2, 15], these solutions do not
apply to real-life scenarios where the state space is large or infinite.

∗Equal contribution.
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Algorithm Global Convergence Violation Mixing Time Unknown Model-free Setting

Algorithm 1 in [15] Õ
(

1/
√

T

)
Õ
(

1/
√

T

)
No No Tabular

Algorithm 3 in [15] Õ
(

1/T 1/3
)

Õ
(

1/T 1/3
)

Yes No Tabular

UC-CURL and PS-CURL [2] Õ
(

1/
√

T

)
0 Yes No Tabular

Algorithm 2 in [27] Õ
(

1/T 1/4
)

Õ
(

1/T 1/4
)

Yes - Linear MDP

Algorithm 3 in [27] Õ
(

1/
√

T

)
Õ
(

1/
√

T

)
No - Linear MDP

Triple-QA [42] Õ
(

1/T 1/6
)

0 Yes Yes Tabular

Algorithm 1 in [10] Õ
(

1/T 1/5
)

Õ
(

1/T 1/5
)

No Yes General Parameterization

This paper (Theorem 4.9) Õ
(

1/
√

T

)
Õ
(

1/
√

T

)
No Yes General Parameterization

This paper (Theorem 4.10) Õ
(

1/T 0.5−ϵ

)
Õ
(

1/T 0.5−ϵ

)
Yes 2 Yes General Parameterization

Lower bound [6] Ω
(

1/
√

T

)
N/A N/A N/A N/A

Table 1: This table summarizes the different model-based and model-free state-of-the-art algorithms
available in the literature for average reward CMDPs and their results for global convergence rate
and average constraint violation. The bounds of global convergence describe convergence to the
best performance permitted by the chosen features and policy class; the residual approximation floor
is fixed (independent of T ), and the listed rates govern how fast the statistical gap decays toward
that floor. General parameterization refers to parameterizations whose policy score ∇θ log πθ(a|s) is
uniformly bounded and Lipschitz in θ, together with a Fisher non-degeneracy condition.

General parametrization offers a useful approach for dealing with such scenarios. It indexes policies
via finite-dimensional parameters, which makes them suitable for large state space CMDPs. However,
as exhibited in Table 1, the current state-of-the-art algorithms for average reward CMDPs with general
parametrization achieve a convergence rate of Õ(1/T 1/5) [10], which is far from the theoretical
lower bound of Ω(1/

√
T ). This significant gap highlights the need for improved algorithms that can

achieve theoretical optimality.

Challenges and contributions: In this paper, we propose a primal-dual-based natural actor-critic
algorithm that achieves global convergence and constraint violation rates of Õ(1/

√
T ) over a horizon

of length T if the mixing time, τmix, is known. On the other hand, in the absence of knowledge of
τmix, the achievable rates change to Õ(1/T 0.5−ϵ), provided that the horizon length T ≥ Õ(τ2/ϵ

mix).
Therefore, even with unknown τmix, the achieved rates can be driven arbitrarily close to the optimal
one by choosing small enough ϵ, albeit at the cost of a large T . Both results significantly improve
upon the state-of-the-art convergence rate of Õ(1/T 1/5) in [10] for general policy parametrization
and match the theoretical lower bound.

Since CMDP does not have strong convexity in the policy parameters with general parametrization,
directly applying the primal-dual approach does not lead to optimal guarantees. The lack of strong
convexity prevents the convergence result for the dual problem from automatically translating to the
primal problem. This issue is reflected in the current state of art convergence rate in average reward
CMDPs in [10], which is Õ(1/T 1/5) using a primal-dual approach, whereas the unconstrained
counterpart in [11] on which the above is built upon achieves a convergence rate of Õ(1/T 1/4). Thus,
the previous literature for CMDP in general parametrized setups shows a gap in the results of the
unconstrained and constrained setups.

It is evident that directly adding a primal-dual structure to an existing actor-critic algorithm, such
as in [23], does not result in Õ(1/

√
T ) convergence rate for CMDP with general parametrization.

This is specifically due to the existence of dual learning rate β, which eventually becomes one of the
dominant terms in the convergence rate of the Lagrange function. If the dual learning rate is too low,
the constraint violation converges very slowly. However, if β is too high, the primal updates may

2The convergence result holds under the condition that T ≥ Õ
(

τ
2/ϵ
mix

)
, where τmix is the mixing time.
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exhibit high variance, slowing down convergence to the optimal policy. To navigate this tradeoff, it is
crucial to carefully tune the problem parameters.

Our algorithm has a nested loop structure where the outer loop of length K updates the primal-dual
parameters, and the inner loops of length H run the natural policy gradient (NPG) and optimal critic
parameter finding subroutines. We show that, to achieve the optimal rates, the parameter H should be
nearly constant while K should be Θ̃(T ). This adjustment makes our algorithm resemble a single-
timescale algorithm. In contrast, for unconstrained MDPs, K and H are typically set to Θ(

√
T ) [23].

Achieving O(1/
√

T ) convergence in our setting requires ensuring that the bias remains sufficiently
small despite a significantly low value of H . Achieving this challenging goal is made possible due
to the use of Multi-level Monte Carlo (MLMC)-based estimates in the inner loop subroutines and
a sharper analysis of these updates. One benefit of using MLMC-based estimates is that it allows
us to design an algorithm that achieves near-optimal global convergence and constraint violation
rates without knowledge of the mixing time. Related unconstrained average-reward results have also
used MLMC to avoid mixing-time oracles [38, 34, 23]; here we apply this idea to CMDPs via a
primal–dual natural actor–critic approach and provide global-rate and average-violation guarantees.
We would like to emphasize that our work is the first in the general parameterized CMDP literature to
achieve this feat.

2 Formulation

Consider an infinite-horizon average reward constrained Markov Decision Process (CMDP) denoted
asM = (S,A, r, c, P, ρ) where S is the state space, A is the action space of size A, r : S × A →
[0, 1] represents the reward function, c : S × A → [−1, 1] denotes the constraint cost function,
P : S ×A → ∆(S) is the state transition function where ∆(S) denotes the probability simplex over
S, and ρ ∈ ∆(S) indicates the initial distribution of states. A policy π : S → ∆(A) maps a state to
an action distribution. The average reward and average constraint cost of a policy, π, denoted as Jπ

r
and Jπ

c respectively, are defined as

Jπ
g ≜ lim

T →∞

1
T
Eπ

[
T −1∑
t=0

g(st, at)
∣∣∣∣s0 ∼ ρ

]
, g ∈ {r, c} (1)

The expectations computed are over the distribution of all π-induced trajectories {(st, at)}∞
t=0 where

at ∼ π(st), and st+1 ∼ P (st, at), ∀t ∈ {0, 1, · · · }. For simplifying the notation, we drop the
dependence on ρ when there is no confusion. We aim to maximize the average reward while ensuring
that the average cost exceeds a given threshold. Without loss of generality, we can formulate this as:

max
π

Jπ
r s.t. Jπ

c ≥ 0 (2)

When the underlying state space, S is large, the above problem becomes difficult to solve because the
search space of the policy, π, increases exponentially with |S ×A|. We, therefore, consider a class of
parametrized policies, {πθ|θ ∈ Θ} that indexes the policies by a d-dimensional parameter, θ ∈ Rd

where d≪ |S||A|. The original problem in (2) can then be reformulated as follows.

max
θ∈Θ

Jπθ
r s.t. Jπθ

c ≥ 0 (3)

In the remaining article, we use Jπθ
g = Jg(θ) for g ∈ {r, c} for simplifying the notation. We assume

the optimization problem in (3) obeys the Slater condition, which ensures the existence of an interior
point solution. This assumption is commonly used in model-free average-reward CMDPs [42, 10].
Assumption 2.1 (Slater condition). There exists a δ ∈ (0, 1) and θ̄ ∈ Θ such that Jc(θ̄) ≥ δ.

We now make the following assumption on the CMDP.
Assumption 2.2. The CMDPM is ergodic, i.e., the Markov chain, {st}t≥0, induced under every
policy π, is irreducible and aperiodic.

Note that most works on average reward MDPs and CMDPs with general parameterizations, to the
best of our knowledge, assume ergodicity [10, 22, 11]. If CMDPM is ergodic, then ∀θ ∈ Θ, there
exists a ρ-independent unique stationary distribution dπθ ∈ ∆(S), that obeys P πθ dπθ = dπθ where
P πθ (s, s′) =

∑
a∈A πθ(a|s)P (s′|s, a), ∀s, s′ ∈ S. Since ∀π, Jπ

g =
∑

s,a g(s, a)π(a|s)dπ(s), the
assumption of ergodicity also ensures that Jπ

g is independent of ρ, ∀g ∈ {r, c}. Next, we define the
mixing time of an ergodic CMDP.
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Definition 2.3. The mixing time of a CMDPM with respect to a policy parameter θ is defined as,

τθ
mix := min

{
t ≥ 1

∣∣∣∣∥(P πθ )t(s, ·)− dπθ∥ ≤ 1
4 ,∀s ∈ S

}
. We also define τmix := supθ∈Θ τθ

mix as

the overall mixing time. In this paper, τmix is finite due to ergodicity.

The mixing time of an MDP measures how fast the MDP reaches its stationary distribution when
executing a fixed policy. We use a primal-dual actor-critic approach to solve (3). Before proceeding
further, we define a few terms. The action-value function corresponding to a policy πθ is given as

Qπθ
g (s, a) = Eπ

[
∞∑

t=0

{
g(st, at) − Jg(θ)

}∣∣∣∣s0 = s, a0 = a

]
(4)

where g ∈ {r, c} and (s, a) ∈ S ×A. We further write their corresponding state value function as

V πθ
g (s) = Ea∼πθ(s)[Qπθ

g (s, a)] (5)

The Bellman’s equation can be expressed as follows [35] ∀(s, a) ∈ S ×A, and g ∈ {r, c}.

Qπθ
g (s, a) = g(s, a)− Jg(θ) + Es′∼P (s,a)

[
V πθ

g (s′)
]

, (6)

Algorithm 1 Primal-Dual Natural Actor-Critic
(PDNAC)

1: Input: Initial parameters θ0, ω0 = 0, ξ0 = 0,
λ0 = 0, policy update stepsize α, dual update
stepsize β, NPG update stepsize γω , critic up-
date stepsize γξ, initial state s0 ∼ ρ(·), outer
loop size K, inner loop size H , Tmax

2: for k = 0, · · · , K − 1 do
3: ωk

g,0 ← ω0, ξk
g,0 ← ξ0 ∀g ∈ {r, c};

4: /* Critic Subroutine */
5: for h = 0, · · · , H − 1 do
6: s0

kh ← s0, P k
h ∼ Geom(1/2)

7: lkh ← (2P k
h − 1)1(2P k

h ≤ Tmax) + 1
8: for t = 0, . . . , lkh − 1 do
9: Take action at

kh ∼ πθk
(·|st

kh)
10: Observe st+1

kh ∼ P (·|st
kh, at

kh)
11: Observe g(st

kh, at
kh), g ∈ {r, c}

12: end for
13: s0 ← slkh

kh

14: Update ξk
g,h using (18) and (20).

15: end for
16: /* Actor Subroutine */
17: for h = 0, · · · , H − 1 do
18: s0

kh ← s0, Qk
h ∼ Geom(1/2)

19: lkh ← (2Qk
h − 1)1(2Qk

h ≤ Tmax) + 1
20: for t = 0, . . . , lkh − 1 do
21: Take action at

kh ∼ πθk
(·|st

kh)
22: Observe st+1

kh ∼ P (·|st
kh, at

kh)
23: Observe g(st

kh, at
kh), g ∈ {r, c}

24: end for
25: s0 ← slkh

kh

26: Update ωk
g,h using (21) and (23)

27: end for
28: ξk

g ← ξk
g,H , ωk

g ← ωk
g,H , g ∈ {r, c}

29: ωk ← ωk
r + λkωk

c
30: Update (θk, λk) using (12)
31: end for

We define the advantage term for the reward
and cost functions as follows Aπθ

g (s, a) ≜
Qπθ

g (s, a)− V πθ
g (s) where g ∈ {r, c}, (s, a) ∈

S×A. With the above notations, we now present
the commonly-used policy gradient theorem es-
tablished by [39] for g ∈ {r, c}.

∇θJg(θ)=E s∼dπθ

a∼πθ(·|s)

[
Aπθ

g (s, a)∇θ log πθ(a|s)
]

(7)

The above term is useful in policy gradient-type
algorithms where the learning direction of the
parameter θ is given by {∇θJg(θ)}g∈{r,c}. In
this paper, however, we will be interested in the
Natural Policy Gradients {ω∗

g,θ}g∈{r,c} defined
as follows.

ω∗
g,θ ≜ F (θ)−1∇θJg(θ), (8)

where F (θ) ∈ Rd×d is the Fisher information
matrix, which is formally defined as: F (θ) =
E(s,a)∼νπθ [∇θ log πθ(a|s)⊗∇θ log πθ(a|s)]
where νπθ (s, a) ≜ dπθ (s)πθ(a|s), ∀(s, a), and
⊗ defines the outer product. Note that NPG is
similar to PG except modulated by the Fisher
matrix, which accounts for the rate of change
of policies with θ. The NPG direction ω∗

g,θ can
also be expressed as a solution to the following
strongly convex optimization problem.

min
ω∈Rd

fg(θ, ω) := 1
2ω⊤F (θ)ω − ω⊤∇θJg(θ)

(9)

The above formulation allows one to calculate
the NPG in a gradient-based iterative procedure.
In particular, the gradient of fg(θ, ·) is obtained
as∇ωfg(θ, ω) = F (θ)ω −∇θJg(θ).
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3 Algorithm

We solve (3) via a primal-dual algorithm based on the following saddle point optimization.

max
θ∈Θ

min
λ≥0
L(θ, λ) ≜ Jr(θ) + λJc(θ) (10)

The term L(·, ·) is defined as the Lagrange function, and λ is the Lagrange multiplier. Our algorithm
aims updating (θ, λ) by the policy gradient iteration ∀k ∈ {0, · · · , K − 1} as shown below from an
arbitrary initial point (θ0, λ0 = 0).

θk+1 = θk + αF (θk)−1∇θL(θk, λk), λk+1 = P[0, 2
δ ] [λk − βJc(θk)] (11)

where α and β denote primal and dual learning rates respectively, and δ indicates the Slater parameter
introduced in Assumption 2.1. Moreover, for any Λ ⊂ R, PΛ indicates the projection onto Λ. Since
∇θL(θk, λk), F (θk), and Jc(θk) are not exactly computable due to lack of knowledge of the exact
transition kernel, P , and thus, that of the occupancy measure, νπθk , in most RL scenarios, we use the
following approximate updates.

θk+1 = θk + αωk, λk+1 = P[0, 2
δ ][λk − βηk

c ] (12)

where ωk is the estimate of the NPG F (θk)−1∇θL(θk, λk), while ηk
c estimates Jc(θk). Below, we

discuss the detailed procedure to compute these estimates.

3.1 Estimation Procedure

We formally characterize our detailed algorithm in Algorithm 1, which utilizes a Multi-Level Monte
Carlo (MLMC)-based Actor-Critic algorithm to compute the estimates stated above. For the exposi-
tion of our algorithm, it is beneficial to first discuss the critic estimation procedure, where the goal is
to estimate the value functions and the average reward and cost functions. These estimates are then
further used to obtain the NPG estimates, which are, in turn, used to update the policy parameter. The
algorithm runs in K epochs (also called outer loops). At the start of kth epoch, the primal and dual
parameters are denoted as θk, λk respectively.

3.1.1 Critic Estimation

At the kth epoch, one of the tasks in critic estimation is to obtain an estimate of Jg(θk), g ∈ {r, c}.
Note that Jg(θk) can be written as a solution to the following optimization.

min
η∈R

Rg(θk, η) := 1
2
∑
s∈S

∑
a∈A

ν
πθk
g (s, a) {η − g(s, a)}2 (13)

The second task is to estimate the value function V
πθk

g . To facilitate this objective, it is assumed that,
∀g ∈ {r, c}, the value function V

πθk
g (·) is well-approximated by a linear critic function V̂g(ζθk

g , ·) :=
⟨ϕg(·), ζθk

g ⟩ where ϕg : S → Rm is a feature mapping with the property that ∥ϕg(s)∥ ≤ 1, ∀s ∈ S,
and ζθk

g ∈ Rm is a solution of the following optimization.

min
ζ∈Rm

Eg(θk, ζ) := 1
2
∑
s∈S

dπθk (s)(V πθk
g (s)− V̂g(ζ, s))2 (14)

Note that the gradients of the functions Rg(θk, ·), Eg(θk, ·) can be obtained as follows.

∇ηRg(θk, η) =
∑
s∈S

∑
a∈A

ν
πθk
g (s, a) {η − g(s, a)} , ∀η ∈ R,

∇ζEg(θk, ζ) =
∑
s∈S

∑
a∈A

ν
πθk
g (s, a)

(
ζ⊤ϕg(s)−Q

πθk
g (s, a)

)
ϕg(s), ∀ζ ∈ Rm

(a)=
∑
s∈S

∑
a∈A

ν
πθk
g (s, a)

(
ζ⊤ϕg(s)− g(s, a) + Jg(θk)− Es′∼P (s,a)[V

πθk
g (s′)]

)
ϕg(s)

(15)

(16)
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where (a) results from Bellman’s equation (6). Since the above gradients cannot be exactly obtained
due to lack of knowledge of the transition model P , and thus that of ν

πθk
g , we execute the following

H inner loop steps to compute approximations of Jg(θk) and ζθk
g from ηk

g,0 = 0 and ζk
g,0 = 0.

ηk
g,h+1 = ηk

g,h − cγγξ∇̂ηRg(θk, ηk
g,h), ζk

g,h+1 = ζk
g,h − γξ∇̂ζEg(θk, ξk

g,h) (17)

where cγ is a constant, γξ defines a learning parameter, and h ∈ {0, · · · , H − 1}. Moreover, the
terms ∇̂ηRg(θk, ηk

g,h) and ∇̂ζEg(θk, ξk
g,h) indicate estimates of∇ηRg(θk, ηk

g,h) and∇ζEg(θk, ζk
g,h)

respectively where ξk
g,h ≜ [ηk

g,h, (ζk
g,h)⊤]⊤. Because the expression of ∇ζEg(θk, ζk

g,h) comprises
ζk

g,h and Jg(θk) (refer (16)), its estimate is a function of ηk
g,h and ζk

g,h. At the end of inner loop
iterations, we obtain ηk

g,H and ζk
g,H which are estimates of Jg(θk) and ζθk

g respectively. It remains to
see how the gradient estimates used in (17) can be obtained. Note that (17) can be compactly written
as

ξk
g,h+1 = ξk

g,h − γξvg(θk, ξk
g,h), vg(θk, ξk

g,h) ≜ [cγ∇̂ηRg(θk, ηk
g,h), (∇̂ζEg(θk, ξk

g,h))⊤]⊤ (18)

For a given pair (k, h), let Tkh = {(st
kh, at

kh, st+1
kh )}lkh−1

t=0 indicate a πθk
-induced trajectory of length

lkh = 2Qk
h where Qk

h ∼ Geom(1/2). Following (15) and (16), an estimate of vg(θk, ξk
g,h) based on

a single state transition sample zj
kh = (sj

kh, aj
kh, sj+1

kh ) can be obtained as

vg(θk, ξk
g,h; zj

kh)

=
(

cγ 0
ϕg(sj

kh) ϕg(sj
kh(ϕg(sj

kh)− ϕg(sj+1
kh ))⊤

)
︸ ︷︷ ︸

≜ Ag(θk;zj
kh

)

ξk
g,h −

(
cγg(sj

kh, aj
kh)

g(sj
kh, aj

kh)ϕg(sj
kh)

)
︸ ︷︷ ︸

≜ bg(θk;zj
kh

)

(19)

Applying MLMC-based estimation, the term vg(θk, ξk
g,h) is finally computed as

vg(θk, ξk
g,h) = v0

g,kh +
{

2Qk
h(vQk

h

g,kh − vQk
h−1

g,kh ), if 2Qk
h ≤ Tmax

0, otherwise
(20)

where Tmax is a constant, vj
g,kh = 2−j

∑2j−1
t=0 vg(θk, ξk

g,h; zt
kh), j ∈ {0, Qk

h− 1, Qk
h}. Note that the

maximum number of state transition samples utilized in the MLMC estimate is Tmax. Moreover, it
can be demonstrated that the samples used on average is Õ(log Tmax). The advantage of the MLMC
estimator is that it achieves the same bias as averaging Tmax samples, but requires only Õ(log Tmax)
samples. In addition, since drawing from a geometric distribution does not require knowledge of
the mixing time, we can eliminate the mixing time knowledge assumption used in previous works
[11, 22, 10]. Furthermore, these previous works utilize policy gradient methods and require saving
the trajectories of length H for gradient estimations, while our approach does not. Therefore, our
algorithm reduces the memory complexity by a factor of H , which is significant since the choice of
H in these works scales with mixing and hitting times of the MDP.

3.1.2 Natural Policy Gradient (NPG) Estimator

Recall that the outcome of the critic estimation at the kth epoch is ξk
g,H = [ηk

g,H , (ζk
g,H)⊤]⊤ where

ηk
g,H , ζk

g,H estimate Jg(θk) and the critic parameter ζθk
g respectively. For simplicity, we will denote

ξk
g,H as ξk

g = [ηk
g , (ζk

g )⊤]⊤. We estimate the NPG ω∗
g,θk

(refer to the definition (8)) using a H step
inner loop as stated below ∀h ∈ {0, · · · , H − 1} starting from ωk

g,0 = 0.

ωk
g,h+1 = ωk

g,h − γω∇̂ωfg(θk, ωk
g,h, ξk

g ) (21)

where ∇̂ωfg(θk, ωk
g,h, ξk

g ) is an MLMC-based estimate of∇ωfg(θk, ωk
g,h) where fg is given in (9).

To obtain this estimate, a πθk
-induced trajectory Tkh = {(st

kh, at
kh, st+1

kh )}lkh−1
t=0 of length lkh = 2P k

h

is considered where P k
h ∼ Geom(1/2). For a certain transition zj

kh = (sj
kh, aj

kh, sj+1
kh ), define the

6



following estimate.

∇̂ωfg(θk, ωk
g,h, ξk

g ; zj
kh) = F̂ (θk; zj

kh)ωk
g,h − ∇̂θJg(θk, ξk

g ; zj
kh) where

F̂ (θk; zj
kh) = ∇θ log πθk

(aj
kh|s

j
kh)⊗∇θ log πθk

(aj
kh|s

j
kh)

∇̂θJg(θk, ξk
g ; zj

kh) = Â
πθk
g (ξk

g ; zj
kh)∇θ log πθk

(aj
kh|s

j
kh)

(a)=
[
g(sj

kh, aj
kh)− ηk

g + ζk
g

(
ϕg(sj+1

kh )− ϕg(sj
kh)
)]
∇θ log πθk

(aj
kh|s

j
kh)

(22)

where the advantage estimate used in (a) is essentially a temporal difference (TD) error. Notice that
the estimate of the policy gradient ∇θJg(θk) depends on ξk

g obtained in the critic estimation process.
The MLMC-based estimate, therefore, can be obtained as follows.

∇̂ωfg(θk, ωk
g,h, ξk

g ) = u0
g,kh +

{
2P k

h (uP k
h

g,kh − uP k
h −1

g,kh ), if 2P k
h ≤ Tmax

0, otherwise
(23)

where uj
g,kh = 2−j

∑2j−1
t=0 ∇̂ωfg(θk, ωk

g,h, ξk
g ; zt

kh), j ∈ {0, P k
h − 1, P k

h }. The above estimate is
applied in (21), which finally yields the NPG estimate ωk

g,H . For simplicity, we denote ωk
g,H as ωk

g .

3.2 Primal and Dual Updates

The estimates ωk
g , g ∈ {r, c} obtained in section 3.1.2 can be combined to compute ωk = ωk

r + λkωk
c .

Moreover, section 3.1.1 provides ηk
c which is an estimate of Jc(θk). At the kth epoch, these estimates

can be used to update the policy parameter θk and the dual parameter λk following (12).

4 Global Convergence Analysis

We first state some assumptions that we will be using before proceeding to the main results. Define
Ag(θ) = EθAg(θ; z) where the expectation is over the distribution of z = (s, a, s′) where (s, a) ∼
νπθ

g , s′ ∼ P (s, a), and the term Ag(θ; z) is defined in (19). Similarly, bg(θ) ≜ Eθ [bg(θ; z)]. Let
ξ∗

g(θ) = [Ag(θ)]−1bg(θ) = [η∗
g(θ), ζ∗

g (θ)]. With these notations, we are ready to state the following
assumptions regarding critic approximations.
Assumption 4.1. For g ∈ {r, c}, we define the worst-case critic approximation error to be ϵapp

g =
supθ Es∼dπθ

[
(ζ∗

g (θ))⊤ϕg(s)− V πθ
g (s)

]2
. We assume ϵapp ≜ max{ϵapp

r , ϵapp
c } to be finite.

Assumption 4.2. There exists λ > 0 such that Eθ[ϕg(s) (ϕg(s)− ϕg(s′))] − λI is positive semi-
definite ∀θ ∈ Θ and g ∈ {r, c}.

Both Assumptions 4.1 and 4.2 are frequently used in analyzing actor-critic methods [13, 47, 37, 44,
38]. Assumption 4.1 intuitively relates to the quality of the feature mapping where ϵapp serves as a
measure of this quality: well-crafted features result in small ϵapp, whereas poorly designed features
lead to a larger worst-case error. On the other hand, Assumption 4.2, is essential for ensuring the
convergence of the critic updates. It can be shown that Assumption 4.2 ensures that the matrix Ag(θ)
is invertible for sufficiently large cγ (details in the appendix).

Assumption 4.3. Define the following function for θ, ω ∈ Rd, λ ≥ 0, and ν ∈ ∆(S ×A).

Lν(ω, θ, λ) = E(s,a)∼ν

[(
∇θ log πθ(a|s) · ω −Aπθ

r (s, a)− λAπθ
c (s, a)

)2]
(24)

Let ω∗
θ,λ = arg minω∈Rd Lνπθ (ω, θ, λ). It is assumed that Lνπ∗ (ω∗

θ,λ, θ, λ) ≤ ϵbias for θ ∈ Θ and
λ ∈ [0, 2/δ] where π∗ is the solution to the optimization (2), and ϵbias is a positive constant. The
LHS of the above inequality is called the transferred compatible function approximation error. Note
that it can be easily verified that ω∗

θ,λ is the NPG update direction ω∗
θ,λ = F (θ)−1∇θL(θ, λ).

Assumption 4.4. For all θ, θ1, θ2 ∈ Θ and (s, a) ∈ S ×A, the following holds for some G1, G2 > 0.

(a)∥∇θ log πθ(a|s)∥ ≤ G1

(b)∥∇θ log πθ1(a|s)−∇θ log πθ2(a|s)∥ ≤ G2∥θ1 − θ2∥.
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Assumption 4.5 (Fisher non-degenerate policy). There exists a constant µ > 0 such that F (θ)− µId

is positive semidefinite, where Id denotes an identity matrix of dimension d.

Comments on Assumptions 4.3-4.5: We emphasize that these assumptions are commonly applied
in the policy gradient (PG) literature [30, 1, 33, 43, 19]. The term ϵbias reflects the parametrization
capacity of πθ. For πθ using the softmax parametrization, we directly have ϵbias = 0 [1]. However,
when πθ employs a restricted parametrization that does not encompass all stochastic policies, ϵbias is
greater than zero. It is known that ϵbias remains very small when utilizing rich neural parametrizations
[40]. Assumption 4.4 requires that the score function is both bounded and Lipschitz continuous, which
is a condition frequently assumed in the analysis of PG-based methods [30, 1, 33, 43, 19]. Assumption
4.5 ensures that the function fg(θ, ·) is µ-strongly convex by mandating that the eigenvalues of the
Fisher information matrix are bounded from below. This is also a standard assumption for deriving
global complexity bounds for PG based algorithms [30, 46, 7, 19]. Recent studies have shown
that Assumptions 4.4-4.5 hold true in various examples, including Gaussian policies with linearly
parameterized means and certain neural parametrizations [30, 19].

Before proving results for the convergence rate, we first provide the following lemma to associate the
global convergence rate of the Lagrange function to the convergence of the actor and critic parameters.
Similar ideas have been explored in [23, 10].
Lemma 4.6. If the policy parameters, {(θk, λk)}K

k=1 are updated via (12) and assumptions 4.3-4.5
hold, then the following inequality is satisfied

1
K

E
K−1∑
k=0

(
L(π∗, λk)− L(θk, λk)

)
≤
√

ϵbias + G1

K

K−1∑
k=0

E∥(Ek [ωk]− ω∗
k)∥

+ αG2

2K

K−1∑
k=0

E∥ωk∥2 + 1
αK

Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))],

(25)

where KL(·∥·) is the Kullback-Leibler divergence, π∗ is the optimal policy for (2) and ω∗
k := ω∗

θk,λk

is the exact NPG direction F (θk)−1∇θL(θk, λk). Finally, Ek denotes conditional expectation given
history up to the kth iteration.

Observe the presence of ϵbias in (25). It dictates that due to the incompleteness of the policy class,
the global convergence bound cannot be driven to zero. Note that the last term in (25) is O(1/(αK))
because the term Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))] is a constant. The term related to E∥ωk∥2 can be
further decomposed as follows.

α

K

K−1∑
k=0

E∥ωk∥2 ≤ α

K

K−1∑
k=0

E∥ωk − ω∗
k∥2 + α

K

K−1∑
k=0

E∥ω∗
k∥2

(a)
≤ α

K

K−1∑
k=0

E∥ωk − ω∗
k∥2 + αµ−2

K

K−1∑
k=0

E∥∇θL(θk, λk)∥2

(26)

where (a) follows from Assumption 4.5 and the definition that ω∗
k = F (θk)−1∇θL(θk, λk). We can

obtain a global convergence bound by bounding the terms E∥ωk − ω∗
k∥2, E∥(E [ωk|θk]− ω∗

k)∥ and
E∥∇θL(θk, λk)∥2. The first two terms are the variance and bias of the NPG estimator, ωk, and the
third term indicates the local convergence rate. Further, E∥∇θL(θk, λk)∥2 can be upper bounded by
a constant (Lemma G.2 in the appendix). We now provide the convergence result for the actor and
critic parameters. For brevity, we use ≲ to denote ≤ Õ(·).
Theorem 4.7. Consider Algorithm 1 and let Assumptions 2.2-4.5 hold. If Jg is L-smooth, g ∈ {r, c},
γω = 2 log T

µH is such that γω ≤ µ
4(6G4

1τmix log Tmax+2G2
1τ2

mix log Tmax) , and Tmax obeys Tmax ≥ 8G4
1τmix
µ

where µ is defined in Assumption 4.5, the following inequalities hold ∀k ∈ {0, · · · , K − 1}.∥∥Ek[ωk
g ]− ω∗

g,k

∥∥2
≲ ϵapp + τ2

mix
T 2

+ τ2
mix

Tmax

{
Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ τ2

mix

}
+
∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2
,

Ek

[
∥ωk

g − ω∗
g,k∥2] ≲ ϵapp +

(
1

T 2 + τmix

H
+ τmix

Tmax

)
τ2

mix + Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]

(27)

(28)
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where ω∗
g,k is the NPG direction F (θk)−1∇θJg(θk), ξ∗

g(θk) is defined in section 4, and Ek denotes
conditional expectation given history up to the kth iteration.

Theorem 4.7 bounds the NPG bias ∥Ek[ωk
g ]− ω∗

g,k∥ and the second-order error Ek[∥ωk
g − ω∗

g,k∥2] in
terms of the critic approximation error ϵapp, and the bias ∥Ek[ξk

g ]− ξ∗
g(θk)∥ and the second-order

error Ek[∥ξk
g − ξ∗

g(θk)∥2] in the critic parameter estimation. The following theorem provides bounds
on these latter quantities.
Theorem 4.8. Consider Algorithm 1 and let Assumptions 2.2-4.5 hold and g ∈ {r, c}. If we choose

γξ = 2 log T
λH such that γξ ≤ λ

24c2
γ τmix log Tmax

while Tmax obeys Tmax ≥
8c2

γ τmix
λ where λ is defined

in Assumption 4.2, the following inequalities hold ∀k ∈ {0, · · · , K − 1}.∥∥Ek[ξk
g ]− ξ∗

g(θk)
∥∥2

≲
1

T 2 + τ2
mix

Tmax
,

Ek[∥ξk
g − ξ∗

g(θk)∥2] ≲ 1
T 2 + τmix

H
+ τmix

Tmax

(29)

(30)

where ξ∗
g(θk) is defined in section 4 and Ek denotes conditional expectation given history up to the

kth iteration.

Invoking the bounds provided by Theorem 4.7 and 4.8 into Lemma 4.6, we can obtain a convergence
rate of the Lagrange function. Our next goal is to segregate the objective convergence and constraint
violation rates from this Lagrange error. This is achieved by the following theorems. Depending on
whether we have access to the mixing time, two similar but slightly different results can be obtained.
Theorem 4.9. Consider the same setup and parameters as in Theorem 4.8 and Theorem 4.7 and set
α = T −1/2, β = T −1/2. If τmix is known, set H = Θ̃(τ2

mix) with K = T/H . We have:

1
K

K−1∑
k=0

E[Jπ∗

r − Jr(θk)] ≲
√

ϵbias +√ϵapp + 1√
T

,

1
K

K−1∑
k=0

E[−Jc(θk)] ≲
√

ϵbias +√ϵapp + 1√
T

(31)

(32)

Theorem 4.10. Consider the same setup and parameters as in Theorem 4.8 and Theorem 4.7 and set
α = T −1/2, β = T −1/2, H = T ϵ and K = T 1−ϵ. With T ϵ ≥ Θ̃(τ2

mix), we have:

1
K

K−1∑
k=0

E[Jπ∗

r − Jr(θk)] ≲
√

ϵbias +√ϵapp + 1
T (0.5−ϵ) ,

1
K

K−1∑
k=0

E[−Jc(θk)] ≲
√

ϵbias +√ϵapp + 1
T (0.5−ϵ)

(33)

(34)

Theorem 4.9 dictates that one can achieve both the objective convergence and the constraint violation
rates as Õ(T −1/2) up to some additive factors of ϵbias and ϵapp where T is the length of the horizon.
However, knowledge of the mixing time, τmix, is needed in this case to set some parameters. On the
other hand, Theorem 4.10 states that, if knowledge of τmix is unavailable, one can achieve objective
convergence and constraint violation rates as Õ(T −1/2+ϵ) as long as the horizon T exceeds Θ̃(τ2/ϵ

mix).
Note that one can get arbitrarily close to the optimal rate of Õ(T −1/2) by choosing arbitrarily small
ϵ. The caveat is that the smaller the ϵ, the larger the horizon length needed to reach the desired rates.

In the setting of Theorem 4.10, for small ϵ, the horizon requirement becomes T ≳ Õ
(

τ
2/ε
mix

)
, which

can be large for slowly mixing problems. In such a scenario, one can switch to the parameter setting of
Theorem 4.9, which does not impose any such restriction on T . However, since this setup requires the
knowledge of τmix, one can treat τmix as one of the unknown hyperparameters of the algorithm, and
fine-tune it during the training phase. This is in line with other RL algorithms in the literature that also
require fine-tuning of several unknown hyperparameters, such as the Lipschitz constant or hitting time
[11]. Despite these practical solutions, we acknowledge that a systematic theoretical investigation is
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needed to improve the requirement of the horizon length, T (in the absence of knowledge of τmix),
which is left as one of the future works.

It is also worth highlighting that due to the presence of ϵbias and ϵapp, the average objective error
and constraint violation cannot be guaranteed to be zero, even for large T . However, for rich policy
parameterization and good critic approximation, the effects of these quantities are negligibly small.

5 Conclusion

In this paper, we investigate the infinite-horizon average reward Constrained Markov Decision
Processes (CMDPs) with general policy parametrization. We propose a novel algorithm, the “Primal-
dual natural actor-critic," which efficiently manages constraints while achieving a global convergence
rate of Õ(1/

√
T ), aligning with the theoretical lower bound for Markov Decision Processes (MDPs).

We also extend our analysis to the setting with unknown mixing time. Future directions include
narrowing the performance gap in this setting, parameterizing the critic using neural networks as in
[25, 21], and relaxing the ergodicity assumption following [20].
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is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the full set of assumptions and complete proof for each theoretical
result.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [NA]
Justification: Our paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: Our paper does not include experiments.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/

public/guides/CodeSubmissionPolicy) for more details.
• While we encourage the release of code and data, we understand that this might not be

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: Our paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: Our paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: Our paper does not include experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our paper conforms, in every respect, with the NeurIPS code of ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no potential societal impact of our work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: Our paper does not use existing assets.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]

Justification: Our paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our paper involves neither crowdsourcing nor human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our paper neither involves crowdsourcing nor human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: We do not use LLM in our paper.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Works

The constrained reinforcement learning problem has been widely explored for both infinite horizon
discounted reward and episodic MDPs. Recent studies have examined discounted reward CMDPs in
various contexts, including the tabular setting [8], with softmax parameterization [16, 45], and with
general policy parameterization setting [16, 45, 9, 31]. Additionally, episodic CMDPs have been
explored in the tabular setting by [18, 36, 26]. Recent research has also focused on infinite horizon
average reward CMDPs, examining various approaches including model-based setups [15, 3, 2],
tabular model-free settings [42], linear CMDP setting [27] and general policy parametrization setting
[10]. In model-based CMDP setups, [2] introduced algorithms leveraging posterior sampling and the
optimism principle, achieving a convergence rate of Õ(1/

√
T ) with zero constraint violations. For

tabular model-free approach, [42] attains a convergence rate of Õ(T −1/6) with zero constraint viola-
tions. In linear CMDP, [27] obtains Õ(T −1/2) convergence rate with zero constraint violation. Note
that linear CMDP assumes a linear structure in the transition probability based on a known feature
map, which is not realistic. Finally, [10] studied the infinite horizon average reward CMDPs with
general parametrization and achieved a global convergence rate of Õ(1/T 1/5). Table 1 summarizes
all relevant works on average reward CMDPs.

In unconstrained average reward MDPs, both model-based and model-free tabular setups have been
widely studied. For instance, the model-based algorithms by [4, 6] obtain the optimal convergence rate
of Õ(1/

√
T ). Similarly, the model-free algorithm proposed by [41] achieves Õ(1/

√
T ) convergence

rate for tabular MDP. Average reward MDP with general parametrization has been recently studied
in [23, 22], where global convergence rates of Õ(1/

√
T ) are achieved. In particular, [23] leverages

Actor-Critic methods and achieves global convergence without knowledge of mixing time.

B Preliminary Results for Global Convergence Analysis

To prove Theorem 4.8 and 4.7, we first discuss a more general case of linear recursion with biased
estimators.
Theorem B.1. Consider the stochastic linear recursion that aims to approximate x∗ = P −1q.

xh+1 = xh − β̄(P̂hxh − q̂h) (35)

where P̂h, q̂h are estimates of the matrices P ∈ Rn×n, q ∈ Rn respectively, and h ∈ {0, · · · , H−1}.
Assume that the following bounds hold ∀h.

Eh

[∥∥∥P̂h − P
∥∥∥2
]
≤ σ2

P ,
∥∥∥Eh

[
P̂h

]
− P

∥∥∥2
≤ δ2

P ,

Eh

[
∥q̂h − q∥2

]
≤ σ2

q , ∥Eh [q̂h]− q∥2 ≤ δ2
q , and ∥E [q̂h]− q∥2 ≤ δ̄2

q

(36)

where Eh denotes conditional expectation given history up to step h. Since E[q̂h] = E[Eh[q̂h]], we
have δ̄2

q ≤ δ2
q . Additionally, assume that

0 < λP ≤ ∥P∥ ≤ ΛP and ∥q∥ ≤ Λq (37)

The condition that λP > 0 implies that P is invertible. The goal of recursion (35) is to approximate
the term x∗ = P −1q. If δP ≤ λP /8, and β̄ ≤ λP /[4(6σ2

P + 2Λ2
P )], the following relation holds.

E
[
∥xH − x∗∥2] ≤ exp

(
−Hβ̄λP

)
E∥x0 − x∗∥2 + Õ

(
β̄R0 + R1

)
(38)

where R0 = λ−3
P Λ2

qσ2
P + λ−1

P σ2
q , R1 = λ−2

P

[
δ2

P λ−2
P Λ2

q + δ2
q

]
, and Õ(·) hides logarithmic factors of

H . Moreover,

∥E[xH ]− x∗∥2 ≤ exp
(
−Hβ̄λP

)
∥E[x0]− x∗∥2

+ 6
λP

(
β̄ + 1

λP

)[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ R̄1

]
(39)

where R̄1 = δ2
P λ−2

P Λ2
q + δ̄2

q .
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Proof. Let gh = P̂hxh − q̂h. To prove the first statement, observe the following relations.

∥xh+1 − x∗∥2 = ∥xh − β̄gh − x∗∥2

= ∥xh − x∗∥2 − 2β̄⟨xh − x∗, gh⟩+ β̄2∥gh∥2

= ∥xh − x∗∥2 − 2β̄⟨xh − x∗, P (xh − x∗)⟩ − 2β̄⟨xh − x∗, gh − P (xh − x∗)⟩+ β̄2∥gh∥2

(a)
≤ ∥xh − x∗∥2 − 2β̄λP ∥xh − x∗∥2 − 2β̄⟨xh − x∗, gh − P (xh − x∗)⟩

+ 2β̄2∥gh − P (xh − x∗)∥2 + 2β̄2∥P (xh − x∗)∥2

(b)
≤ ∥xh − x∗∥2 − 2β̄λP ∥xh − x∗∥2 − 2β̄⟨xh − x∗, gh − P (xh − x∗)⟩

+ 2β̄2∥gh − P (xh − x∗)∥2 + 2Λ2
P β̄2∥xh − x∗∥2

where (a), (b) follow from λP ≤ ∥P∥ ≤ ΛP . Taking the conditional expectation Eh on both sides,

Eh

[
∥xh+1 − x∗∥2

]
≤ (1− 2β̄λP + 2Λ2

P β̄2)∥xh − x∗∥2

− 2β̄⟨xh − x∗,Eh [gh − P (xh − x∗)]⟩+ 2β̄2Eh ∥gh − P (xh − x∗)∥2 (40)

Observe that the third term in (40) can be bounded as follows.

∥gh − P (xh − x∗)∥2 = ∥(P̂h − P )(xh − x∗) + (P̂h − P )x∗ + (q − q̂h)∥2

≤ 3∥P̂h − P∥2∥xh − x∗∥2 + 3∥P̂h − P∥2∥x∗∥2 + 3∥q − q̂h∥2

≤ 3∥P̂h − P∥2∥xh − x∗∥2 + 3λ−2
P Λ2

q∥P̂h − P∥2 + 3∥q − q̂h∥2

where the last inequality follows from ∥x∗∥2 =
∥∥P −1q

∥∥2 ≤ λ−2
P Λ2

q . Taking the expectation yields

Eh∥gh − P (xh − x∗)∥2

≤ 3Eh∥P̂h − P∥2∥xh − x∗∥2 + 3λ−2
P Λ2

qEh∥P̂h − P∥2 + 3Eh∥q̂h − q∥2

≤ 3σ2
P ∥xh − x∗∥2 + 3λ−2

P Λ2
qσ2

P + 3σ2
q (41)

The second term in (40) can be bounded as

−⟨xh − x∗,Eh [gh − P (xh − x∗)]⟩ ≤ λP

4 ∥xh − x∗∥2 + 1
λP
∥Eh[gh − P (xh − x∗)]∥2

≤ λP

4 ∥xh − x∗∥2 + 1
λP

∥∥∥∥{Eh[P̂h]− P
}

xh +
{

q − Eh [q̂h]
}∥∥∥∥2

≤ λP

4 ∥xh − x∗∥2 +
2δ2

P ∥xh∥2 + 2δ2
q

λP

≤ λP

4 ∥xh − x∗∥2 +
4δ2

P ∥xh − x∗∥2 + 4δ2
P λ−2

P Λ2
q + 2δ2

q

λP
(42)

where the last inequality follows from ∥x∗∥2 =
∥∥P −1q

∥∥2 ≤ λ−2
P Λ2

q . Substituting the above bounds
in (40), we arrive at the following.

Eh

[
∥xh+1 − x∗∥2] ≤ (1− 3β̄λP

2 + 8β̄δ2
P

λP
+ 6β̄2σ2

P + 2β̄2Λ2
P

)
∥xh − x∗∥2

+ 4β̄

λP

[
2δ2

P λ−2
P Λ2

q + δ2
q

]
+ 6β̄2 [λ−2

P Λ2
qσ2

P + σ2
q

]
For δP ≤ λP /8, and β̄ ≤ λP /[4(6σ2

P + 2Λ2
P )], we can modify the above inequality to the following.

Eh[∥xh+1 − x∗∥2] ≤
(
1− β̄λP

)
∥xh − x∗∥2 + 4β̄

λP

[
2δ2

P λ−2
P Λ2

q + δ2
q

]
+ 6β̄2 [λ−2

P Λ2
qσ2

P + σ2
q

]
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Taking the expectation on both sides and unrolling the recursion yields

E[∥xH − x∗∥2] ≤
(
1− β̄λP

)H E∥x0 − x∗∥2

+
H−1∑
h=0

(
1− β̄λP

)h
{

4β̄

λP

[
2δ2

P λ−2
P Λ2

q + δ2
q

]
+ 6β̄2 [λ−2

P Λ2
qσ2

P + σ2
q

]}

≤ exp
(
−Hβ̄λP

)
E∥x0 − x∗∥2 + 1

β̄λP

{
4β̄

λP

[
2δ2

P λ−2
P Λ2

q + δ2
q

]
+ 6β̄2 [λ−2

P Λ2
qσ2

P + σ2
q

]}
= exp

(
−Hβ̄λP

)
E∥x0 − x∗∥2 +

{
4λ−2

P

[
2δ2

P λ−2
P Λ2

q + δ2
q

]
+ 6β̄λ−1

P

[
λ−2

P Λ2
qσ2

P + σ2
q

]}
To prove the second statement, observe that we have the following recursion.

∥E[xh+1]− x∗∥2 = ∥E[xh]− β̄E[gh]− x∗∥2

= ∥E[xh]− x∗∥2 − 2β̄⟨E[xh]− x∗,E[gh]⟩+ β̄2∥E[gh]∥2

= ∥E[xh]− x∗∥2 − 2β̄⟨E[xh]− x∗, P (E[xh]− x∗)⟩
− 2β̄⟨E[xh]− x∗,E[gh]− P (E[xh]− x∗)⟩+ β̄2∥E[gh]∥2

(a)
≤ ∥E[xh]− x∗∥2 − 2β̄λP ∥E[xh]− x∗∥2 − 2β̄⟨E[xh]− x∗,E[gh]− P (E[xh]− x∗)⟩

+ 2β̄2∥E[gh]− P (E[xh]− x∗)∥2 + 2β̄2∥P (E[xh]− x∗)∥2

(b)
≤ ∥E[xh]− x∗∥2 − 2β̄λP ∥E[xh]− x∗∥2 − 2β̄⟨E[xh]− x∗,E[gh]− P (E[xh]− x∗)⟩

+ 2β̄2∥E[gh]− P (E[xh]− x∗)∥2 + 2Λ2
P β̄2∥E[xh]− x∗∥2

≤ (1− 2β̄λP + 2Λ2
P β̄2)∥E[xh]− x∗∥2 − 2β̄⟨E[xh]− x∗,E[gh]− P (E[xh]− x∗)⟩

+ 2β̄2 ∥E[gh]− P (E[xh]− x∗)∥2 (43)
where (a) and (b) are consequences of λP ≤ ∥P∥ ≤ ΛP . The third term in the last line of (43) can
be bounded as follows.

∥E[gh]− P (E[xh]− x∗)∥2 =
∥∥∥E [(P̂h − P )(xh − x∗)

]
+ (E[P̂h]− P )x∗ + (q − E[q̂h])

∥∥∥2

≤ 3E
[
∥Eh[P̂h]− P∥2∥xh − x∗∥2

]
+ 3E

[
∥Eh[P̂h]− P∥2

]
∥x∗∥2 + 3 ∥q − E[q̂h]∥2

≤ 3δ2
PE
[
∥xh − x∗∥2]+ 3λ−2

P Λ2
qδ2

P + 3δ̄2
q

(a)
≤ 3δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ 3λ−2

P Λ2
qδ2

P + 3δ̄2
q

where (a) follows from (38). The second term in the last line of (43) can be bounded as follows.
−⟨E[xh]− x∗,Eh [E[gh]− P (E[xh]− x∗)]⟩

≤ λP

4 ∥E[xh]− x∗∥2 + 1
λP
∥E[gh]− P (E[xh]− x∗)∥2

≤ λP

4 ∥E[xh]− x∗∥2 + 3
λP

[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ λ−2

P Λ2
qδ2

P + δ̄2
q

]
Substituting the above bounds in (43), we obtain the following recursion.

∥E[xh+1]− x∗∥2 ≤
(

1− 3β̄λP

2 + 2Λ2
P β̄2

)
∥E[xh]− x∗∥2

+ 6β̄

(
β̄ + 1

λP

)[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ λ−2

P Λ2
qδ2

P + δ̄2
q

]
If β̄ < λP /(4Λ2

P ), the above bound implies the following.

∥E[xh+1]− x∗∥2 ≤
(
1− β̄λP

)
∥E[xh]− x∗∥2

+ 6β̄

(
β̄ + 1

λP

)[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ λ−2

P Λ2
qδ2

P + δ̄2
q

]
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Unrolling the above recursion, we obtain

∥E[xH ]− x∗∥2 ≤
(
1− β̄λP

)H ∥E[x0]− x∗∥2

+
H−1∑
h=0

6
(
1− β̄λP

)h
β̄

(
β̄ + 1

λP

)[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ λ−2

P Λ2
qδ2

P + δ̄2
q

]
≤ exp

(
−Hβ̄λP

)
∥E[x0]− x∗∥2

+ 6
λP

(
β̄ + 1

λP

)[
δ2

P

{
E
[
∥x0 − x∗∥2]+O

(
β̄R0 + R1

)}
+ R̄1

]
where R̄1 = δ2

P λ−2
P Λ2

q + δ̄2
q . This concludes the result.

We now provide some bounds on MLMC estimates.
Lemma B.2. Consider a time-homogeneous, ergodic Markov chain (Zt)t≥0 with a unique invariant
distribution dZ and a mixing time τmix. Assume that∇F (x, Z) is an estimate of the gradient∇F (x).
Let ∥EdZ

[∇F (x, Z)] −∇F (x)∥2 ≤ δ2 and ∥∇F (x, Zt) − EdZ
[∇F (x, Z)] ∥2 ≤ σ2 for all t ≥ 0.

If Q ∼ Geom(1/2), then the following MLMC estimator

gMLMC = g0 +
{

2Q
(
gQ − gQ−1) , if 2Q ≤ Tmax

0, otherwise
where gj = 2−j

∑2j−1

t=0
∇F (x, Zt) (44)

satisfies the inequalities stated below.

(a) E[gMLMC] = E[g⌊log Tmax⌋]

(b) E[∥∇F (x)− gMLMC∥2] ≤ O
(
σ2τmix log2 Tmax + δ2)

(c) ∥∇F (x)− E[gMLMC]∥2 ≤ O
(
σ2τmixT −1

max + δ2)
Before proceeding to the proof, we state a useful lemma.
Lemma B.3 (Lemma 1, [12]). Consider the same setup as in Lemma B.2. The following holds.

E

∥∥∥∥∥ 1
N

N−1∑
t=0
∇F (x, Zt)− EdZ

[∇F (x, Z)]

∥∥∥∥∥
2 ≤ C1tmix

N
σ2, (45)

where N is a constant, C1 = 16(1 + 1
ln2 4 ), and the expectation is over the distribution of {Zt}N−1

t=0
emanating from any arbitrary initial distribution.

Proof of Lemma B.2. The statement (a) can be proven as follows.

E[gMLMC] = E[g0] +
⌊log2 Tmax⌋∑

j=1
Pr{Q = j} · 2jE[gj − gj−1]

= E[g0] +
⌊log2 Tmax⌋∑

j=1
E[gj − gj−1] = E[g⌊log2 Tmax⌋],

For the proof of (b), notice that

E
[
∥EdZ

[∇F (x, Z)]− gMLMC∥2
]
≤ 2E

[∥∥EdZ
[∇F (xt)]− g0∥∥2

]
+ 2E

[∥∥gMLMC − g0∥∥2
]

= 2E
[∥∥EdZ

[∇F (xt)]− g0∥∥2
]

+ 2
∑⌊log2 Tmax⌋

j=1
Pr{Q = j} · 4jE

[∥∥gj − gj−1∥∥2]
= 2E

[∥∥EdZ
[∇F (xt)]− g0∥∥2

]
+ 2

∑⌊log2 Tmax⌋

j=1
2jE

[∥∥gj − gj−1∥∥2]
≤ 2E

[∥∥EdZ
[∇F (xt)]− g0∥∥2

]
+ 4

∑⌊log2 Tmax⌋

j=1
2j
(
E
[∥∥Edz [∇F (x, Z)]− gj−1∥∥2]+ E

[∥∥gj − EdZ
[∇F (x, Z)]

∥∥2])
(a)
≤ C1tmixσ2

[
2 + 4

∑⌊log2 Tmax⌋

j=1
2j

(
1

2j−1 + 1
2j

)]
= O

(
σ2tmix log2 Tmax

)
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where (a) follows from Lemma B.3. Using this result, we obtain the following.

E
[
∥∇F (x)− gMLMC∥2

]
≤ 2E

[
∥∇F (x)− Edz

[∇F (x, Z)]∥2
]

+ 2E
[
∥Edz

[∇F (x, Z)]− gMLMC∥2
]

≤ O
(
σ2tmix log2 Tmax + δ2)

This completes the proof of statement (b). For part (c), we have

∥∇F (x)− E [gMLMC]∥2

≤ 2 ∥∇F (x)− EdZ
[∇F (x, Z)]∥2 + 2 ∥EdZ

[∇F (x, Z)]− E [gMLMC]∥2

≤ 2δ2 + 2
∥∥∥EdZ

[∇F (x, Z)]− E[g⌊log2 Tmax⌋]
∥∥∥2 (a)
≤ 2δ2 + 2C1tmix

Tmax
σ2

(46)

where (a) follows from Lemma B.3. This concludes the proof of Lemma B.2.

C Proof of Lemma 4.6

We begin by stating a useful lemma:

Lemma C.1 (Lemma 4, [11]). The performance difference between two policies πθ, πθ′ is bounded
as follows where g ∈ {r, c}.

J(θ)− J(θ′) = Es∼dπθ Ea∼πθ(·|s)
[
Aπθ′ (s, a)

]
. (47)

Continuing with the proof of Lemma 4.6, we start with the definition of KL divergence. For notational
simplicity, we shall use A

πθk

r+λkc to denote A
πθk
r + λkA

πθk
c .

Es∼dπ∗ [KL(π∗(·|s)∥πθk
(·|s))−KL(π∗(·|s)∥πθk+1(·|s))] = E(s,a)∼νπ∗

[
log

πθk+1(a|s)
πθk

(a|s)

]
(a)
≥ E(s,a)∼νπ∗ [∇θ log πθk

(a|s) · (θk+1 − θk)]− G2

2 ∥θk+1 − θk∥2

= αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · ωk]− G2α2

2 ∥ωk∥2

= αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · ω∗

k] + αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · (ωk − ω∗

k)]− G2α2

2 ∥ωk∥2

= α[L(π∗, λk)− L(θk, λk)] + αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · ω∗

k]

− α[L(π∗, λk)− L(θk, λk)] + αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · (ωk − ω∗

k)]− G2α2

2 ∥ωk∥2

(b)= α[L(π∗, λk)− L(θk, λk)] + αE(s,a)∼νπ∗

[
∇θ log πθk

(a|s) · ω∗
k −A

πθk

r+λkc(s, a)
]

+ αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · (ωk − ω∗

k)]− G2α2

2 ∥ωk∥2

(c)
≥ α[L(π∗, λk)− L(θk, λk)]− α

√
E(s,a)∼νπ∗

[(
∇θ log πθk

(a|s) · ω∗
k −A

πθk

r+λkc(s, a)
)2]

+ αE(s,a)∼νπ∗ [∇θ log πθk
(a|s) · (ωk − ω∗

k)]− G2α2

2 ∥ωk∥2

(d)
≥ α[L(π∗, λk)− L(θk, λk)]− α

√
ϵbias + αE(s,a)∼νπ∗ [∇θ log πθk

(a|s) · (ωk − ω∗
k)]− G2α2

2 ∥ωk∥2

where L(π∗, λk) := Jπ∗

r + λkJπ∗

c , the relations (a), (b) result from Assumption 4.4(b) and Lemma
C.1, respectively. Inequality (c) arises from the convexity of the function f(x) = x2. Lastly, (d) is a
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consequence of Assumption 4.3. By taking expectations on both sides, we derive:

E
[
Es∼dπ∗

[
KL(π∗(·|s)∥πθk

(·|s))−KL(π∗(·|s)∥πθk+1(·|s))
]]

≥ α[L(π∗, λk)− E[L(θk, λk)]]− α
√

ϵbias

+ αE
[
Es∼dπ∗Ea∼π∗(·|s)[∇θ log πθk

(a|s) · (E[ωk|θk]− ω∗
k)]
]
− G2α2

2 E
[
∥ωk∥2]

≥ α[L(π∗, λk)− E[L(θk, λk)]]− α
√

ϵbias

− αE
[
E(s,a)∼νπ∗ [∥∇θ log πθk

(a|s)∥∥E[ωk|θk]− ω∗
k∥]
]
− G2α2

2 E
[
∥ωk∥2]

(a)
≥ α[L(π∗, λk)− E[L(θk, λk)]]− α

√
ϵbias

− αG1E∥(E[ωk|θk]− ω∗
k)∥ − G2α2

2 E
[
∥ωk∥2]

(48)

where (a) follows from Assumption 4.4(a). Rearranging the terms, we get,

L(π∗, λk)−E[L(θk, λk)] ≤
√

ϵbias + G1E∥(E[ωk|θk]− ω∗
k)∥+ G2α

2 E∥ωk∥2

+ 1
α
E
[
Es∼dπ∗ [KL(π∗(·|s)∥πθk

(·|s))−KL(π∗(·|s)∥πθk+1(·|s))]
] (49)

Adding the above inequality from k = 0 to K − 1, using the non-negativity of KL divergence and
dividing the resulting expression by K, we obtain the final result.

D Proof of Theorem 4.8

Recall that Ag(θ) = Eθ[Ag(θ; z)], bg(θ) = Eθ[bg(θ; z)], and ξ∗
g(θ) = (Ag(θ))−1bg(θ) where Eθ

denotes the expectation over the distribution of z = (s, a, s′) where (s, a) ∼ νπθ , s′ ∼ P (s, a) (refer
to section 4).
Lemma D.1. For large cγ , Assumption 4.2 implies that Ag(θk)− (λ/2)I is positive semi-definite for
both g ∈ {r, c} and for all k where I is an identity matrix, i.e., ξ⊤Ag(θk)ξ ≥ λ/2 · ∥ξ∥2, for all ξ.

Proof of Lemma D.1. Note that for any ξ = [η, ζ], we have

ξ⊤Ag(θk)ξ = cγη2 + ηζ⊤Eθk
[ϕg(s)] + ζ⊤Eθk

[
ϕg(s) [ϕg(s)− ϕg(s′)]⊤

]
ζ

(a)
≥ cγη2 − |η| ∥ζ∥+ λ ∥ζ∥2

≥ ∥ξ∥2
{

min
u∈[0,1]

cγu−
√

u(1− u) + λ(1− u)
}

(b)
≥ (λ/2) ∥ξ∥2

(50)

where (a) is a consequence of Assumption 4.2 and the fact that ∥ϕg(s)∥ ≤ 1, ∀s ∈ S. Finally, (b)
holds when cγ ≥ λ +

√
1

λ2 − 1. This completes the proof.

Let AMLMC
g,kh and bMLMC

g,kh be the MLMC estimators of {Ag(θk; zt
kh)}lkh−1

t=0 and {bg(θk; zt
kh)}lkh−1

t=0
respectively (see (19)) i.e.

AMLMC
g,kh = A0

g,kh +
{

2P k
h (AQk

h

g,kh −AQk
h−1

g,kh ), if 2Qk
h ≤ Tmax

0, otherwise
(51)

where Aj
g,kh = 1

2j

∑2j−1
t=0 Ag(θk; zt

kh) and

bMLMC
g,kh = b0

g,kh +
{

2P k
h (bQk

h

g,kh − bQk
h−1

g,kh ), if 2Qk
h ≤ Tmax

0, otherwise
(52)

where bj
g,kh = 1

2j

∑2j−1
t=0 bg(θk; zt

kh).

We can bound the bias and variance of AMLMC
g,kh and bMLMC

g,kh as follows.

26



Lemma D.2. Consider Algorithm 1 with a policy parameter θk and assume assumptions 2.2-4.5
hold. The MLMC estimators AMLMC

g,kh and bMLMC
g,kh obey the following bounds.

(a) ∥Ek,h[AMLMC
g,kh ]−Ag(θk)∥2 ≤ O

(
c2

γτmixT −1
max
)

(b) ∥Ek,h[bMLMC
g,kh ]− bg(θk)∥2 ≤ O

(
c2

γτmixT −1
max
)

(c) Ek,h

[
∥AMLMC

g,kh −Ag(θk)∥2] ≤ O (c2
γτmix log Tmax

)
(d) Ek,h

[
∥bMLMC

g,kh − bg(θk)∥2] ≤ O (c2
γτmix log Tmax

)
where h ∈ {0, · · · , H − 1} and Ek,h defines the conditional expectation given the history up to the
inner loop step h of the critic within the kth outer loop instant.

Proof. Recall from (19) the definitions of Ag(θ; z) and b(θk; z) for any z = (s, a, s′) ∈ S ×A×S .
We have the following inequalities.

∥Ag(θk; z)∥ ≤ |cγ |+ ∥ϕg(s)∥+
∥∥ϕg(s)(ϕg(s)− ϕg(s′))⊤∥∥ (a)

≤ cγ + 3 = O(cγ),

∥bg(θk; z)∥ ≤ |cγg(s, a)|+ ∥g(s, a)ϕg(s)∥
(b)
≤ cγ + 1 = O(cγ)

(53)

(54)

where (a), (b) hold since |g(s, a)| ≤ 1 and ∥ϕg(s)∥ ≤ 1, ∀(s, a) ∈ S ×A, ∀g ∈ {r, c}. Hence, for
any zj

kh ∈ S ×A× S , we have the inequalities stated below.∥∥∥Ag(θk; zj
kh)−Ag(θk)

∥∥∥2
≤ O(c2

γ), and
∥∥∥bg(θk; zj

kh)− bg(θk)
∥∥∥2
≤ O(c2

γ)

Combining the above results with Lemma B.2, and using the definitions that Ag(θ) = Eθ[Ag(θ; z)],
bg(θ) = Eθ[bg(θ; z)], we establish the result.

Combining Lemma D.1 with (53), (54), we obtain the following for any θk with cγ ≥ λ +
√

1
λ2 − 1.

λ

2 ≤ ∥Ag(θk)∥ ≤ O(cγ), and ∥bg(θk)∥ ≤ O(cγ) (55)

Combining the above results with Lemma D.1 along with Theorem B.1, we then obtain the following

inequalities given that Tmax ≥
8c2

γ τmix
λ and γξ ≤ λ

24c2
γ τmix log Tmax

.

Ek

[∥∥ξk
g,H − ξ∗

g(θk)
∥∥2] ≤ exp (−Hγξλ)

∥∥ξ0 − ξ∗
g(θk)

∥∥2 + Õ (γξR0 + R1) ,

Ek

[∥∥Ek[ξk
g,H ]− ξ∗

g(θk)
∥∥2] ≤ exp (−Hγξλ)

∥∥ξ0 − ξ∗
g(θk)

∥∥2

+ λγξ + 1
λ2

[
O(T −1

maxc2
γτmix)

{∥∥ξ0 − ξ∗
g(θk)

∥∥2 +O (γξR0 + R1)
}

+ R̄1

]
where the terms R0, R1, R̄1 are defined as follows.

R0 = Õ
(
λ−3c4

γτmix + λ−1c2
γτmix

)
= Õ

(
λ−3c4

γτmix
)

,

R1 = O
(
T −1

maxλ−4c4
γτmix + T −1

maxλ−2c2
γτmix

)
= O

(
T −1

maxλ−4c4
γτmix

)
R̄1 = O

(
T −1

maxλ−2c4
γtmix + T −1

maxc2
γtmix

)
= O

(
T −1

maxλ−2c4
γτmix

)
If we further set γξ = 2 log T

λH while ensuring 2 log T
λH ≤ λ

24c2
γ τmix log Tmax

, we have the following results.

Ek

[∥∥ξk
g,H − ξ∗

g(θk)
∥∥2] ≤ 1

T 2

∥∥ξ0 − ξ∗
g(θk)

∥∥2 + Õ
(

λ−4c4
γτmix

(
1
H

+ 1
Tmax

))
,

∥∥Ek[ξk
g,H ]− ξ∗

g(θk)
∥∥2 ≤ Õ

((
1

T 2 +
c2

γτmix

λ2Tmax

)∥∥ξ0 − ξ∗
g(θk)

∥∥2
)

+ Õ
(

c6
γτ2

mix

λ6Tmax

)
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We used the fact that H−1 + T −1
max = O(1) in the last inequality. Utilizing ξk

g,H = ξk
g , ξ0 = 0, and

∥ξ∗
g(θk)∥ = ∥[Ag(θk)]−1bg(θk)∥ = O(λ−2c2

γ) (via (55)), we conclude:

Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2] ≤ c2

γ

λ2T 2 + Õ
(

λ−4c4
γτmix

(
1
H

+ 1
Tmax

))
,

∥∥Ek[ξk
g ]− ξ∗

g(θk)
∥∥2 ≤ Õ

((
1

T 2 +
c2

γτmix

λ2Tmax

)
c2

γ

λ2 +
c6

γτ2
mix

λ6Tmax

)
= Õ

(
c2

γ

λ2T 2 +
c6

γτ2
mix

λ6Tmax

) (56)

(57)

This completes the proof.

E Proof of Theorem 4.7

To prove Theorem 4.7, we follow a proof structure similar to that of Theorem 4.8. Let F MLMC
kh and

∇MLMC
θ Jg,kh denote the MLMC estimators defined as follows.

F MLMC
kh = F 0

kh +
{

2Qk
h(F Qk

h

kh − F
Qk

h−1
kh ), if 2Qk

h ≤ Tmax
0, otherwise

(58)

with F j
kh = 1

2j

∑2j−1
t=0 F (θk; zt

kh) (see (22)) and

∇MLMC
θ Jg,kh = ∇0

θJ0
g,kh +

{
2Qk

h(∇Qk
h

θ Jg,kh −∇
Qk

h−1
θ Jg,kh), if 2Qk

h ≤ Tmax
0, otherwise

(59)

where ∇j
θJg,kh = 2−j

∑2j−1
t=0 ∇̂θJg(θk, ξk

g ; zt
kh) (see (22)).

Using the above inequalities, we can bound the bias and variance of the MLMC estimators as follows.
Lemma E.1. Consider Algorithm 1 with given policy parameter θk. Under the assumptions 2.2-4.5,
the following statements hold.

(a) ∥Ek,h[F MLMC
kh ]− F (θk)∥2 ≤ O

(
G4

1τmixT −1
max
)

(b) ∥Ek,h[∇MLMC
θ Jg,kh]−∇θJg(θk)∥2 ≤ O

(
σ2

k,gτmixT −1
max + δ2

k,g

)
(c) Ek,h

[
∥F MLMC

kh − F (θk)∥2] ≤ O (G4
1τmix log Tmax

)
(d) Ek,h

[
∥∇MLMC

θ Jg,kh −∇θJg(θk)∥2] ≤ O (σ2
k,gτmix log Tmax + δ2

k,g

)
.

(e) ∥Ek[∇MLMC
θ Jg,kh]−∇θJg(θk)∥2 ≤ O

(
σ̄2

k,gτmixT −1
max + δ̄2

k,g

)
where Ek,h defines the conditional expectation given the history up to the inner loop step h of the
actor within the kth outer loop instant, while Ek is the conditional expectation given the history up to
the kth outer loop instant. Moreover,

σ2
k,g = O

(
G2

1
∥∥ξk

g

∥∥2)
,

σ̄2
k,g = O

(
G2

1Ek

[ ∥∥ξk
g

∥∥2 ])
,

δ2
k,g = O

(
G2

1
∥∥ξk

g − ξ∗
g(θk)

∥∥2 + G2
1ϵapp

)
,

δ̄2
k,g = O

(
G2

1
∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2 + G2
1ϵapp

)
for h ∈ {0, 1, · · · , H − 1}.

Proof of Lemma E.1. Fix an outer loop instant k and an inner loop instant h ∈ {0, · · · , H − 1} of
the actor subroutine. Recall the definition of F (θk; ·) from (22). The following inequalities hold for
any θk and zj

kh ∈ S ×A× S .

Eθk
[F (θk; z)] (a)= F (θk), and

∥∥∥F (θk; zj
kh)− Eθk

[F (θk; z)]
∥∥∥2 (b)
≤ 2G4

1
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where Eθk
denotes the expectation over the distribution z = (s, a, s′) where (s, a) ∼ νπθk , s′ ∼

P (·|s, a). The equality (a) follows from the definition of the Fisher matrix, and (b) is a consequence
of assumption 4.4. Statements (a) and (c), therefore, directly follow from Lemma B.2.

To prove the other statements, recall the definition of ∇̂θJg(θk, ξk
g ; ·) from (22). Note the following

relations for arbitrary θk, ξk
g = [ηk

g , ζk
g ].

Eθk

[
∇̂θJg(θk, ξk

g ; z)
]
−∇θJg(θk)

= Eθk

[{
g(s, a)− ηk

g + ⟨ϕg(s′)− ϕg(s), ζk
g ⟩
}
∇θ log πθk

(a|s)
]
−∇θJg(θk)

(a)= Eθk

[{
η∗

g(θk)− ηk
g + ⟨ϕg(s′)− ϕg(s), ζk

g − ζ∗
g (θk)⟩

}
∇θ log πθk

(a|s)
]

︸ ︷︷ ︸
T0

+ Eθk

[{
V

πθk
g (s)− ⟨ϕg(s), ζ∗

g (θk)⟩+ ⟨ϕg(s′), ζ∗
g (θk)⟩ − V

πθk
g (s′)

}
∇θ log πθk

(a|s)
]

︸ ︷︷ ︸
T1

+ Eθk

[{
V

πθk
g (s′)− η∗

g(θk) + g(s, a)− V
πθk

g (s)
}
∇θ log πθk

(a|s)
]
−∇θJg(θk)︸ ︷︷ ︸

T2

We will use the notation that ξ∗
g(θk) = [η∗

g(θk), ζ∗
g (θk)]⊤. Observe that

∥T0∥2 (a)= O
(

G2
1
∥∥ξk

g − ξ∗
g(θk)

∥∥2)
, ∥T1∥2 (b)= O

(
G2

1ϵapp
)

, and T2
(c)= 0 (60)

where (a) follows from Assumption 4.4 and the boundedness of the feature map, ϕ while (b) is a
consequence of Assumption 4.4 and 4.1. Finally, (c) is an application of Bellman’s equation and the
fact that η∗

g(θk) = J
πθk
g , which can be easily verified. We get,∥∥∥Eθk

[
∇̂θJg(θk; z)

]
−∇θJg(θk)

∥∥∥2
≤ δ2

k,g = O
(

G2
1
∥∥ξk

g − ξ∗
g(θk)

∥∥2 + G2
1ϵapp

)
(61)

Moreover, observe that, for arbitrary zj
kh ∈ S ×A× S∥∥∥∇̂θJg(θk, ξk

g ; zj
kh)− Eθk

[
∇̂θJg(θk, ξk

g ; z)
]∥∥∥2 (a)
≤ σ2

k,g = O
(

G2
1
∥∥ξk

g

∥∥2)
(62)

where (a) results from Assumption 4.4 and the boundedness of ϕ. We can, thus, conclude statements
(c) and (d) by applying (61) and (62) in Lemma B.2. To prove the statement (e), note that

Eθk

[
Ek

[
∇̂θJg(θk, ξk

g ; z)
]]
−∇θJg(θk)

= Eθk

[{
g(s, a)− Ek[ηk

g ] + ⟨ϕg(s′)− ϕg(s),Ek[ζk
g ]⟩
}
∇θ log πθk

(a|s)
]
−∇θJg(θk)

(a)= Eθk

[{
η∗

g(θk)− Ek[ηk
g ] + ⟨ϕg(s′)− ϕg(s),Ek[ζk

g ]− ζ∗
g (θk)⟩

}
∇θ log πθk

(a|s)
]

︸ ︷︷ ︸
T0

+

+ Eθk

[{
V

πθk
g (s)− ⟨ϕg(s), ζ∗

g (θk)⟩+ ⟨ϕg(s′), ζ∗
g (θk)⟩ − V

πθk
g (s′)

}
∇θ log πθk

(a|s)
]

︸ ︷︷ ︸
T1

+ Eθk

[{
V

πθk
g (s′)− η∗

g(θk) + g(s, a)− V
πθk

g (s)
}
∇θ log πθk

(a|s)
]
−∇θJg(θk)︸ ︷︷ ︸

T2

Observe the following bounds.

∥T0∥2 (a)= O
(

G2
1
∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2)
, ∥T1∥2 (b)= O

(
G2

1ϵapp
)

, and T2
(c)= 0 (63)
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where (a) follows from Assumption 4.4 and the boundedness of the feature map, ϕ while (b) is a
consequence of Assumption 4.4 and 4.1. Finally, (c) is an application of Bellman’s equation. We get,∥∥∥Eθk

[
Ek

[
∇̂θJg(θk, ξk

g ; z)
]]
−∇θJg(θk)

∥∥∥2
≤ δ̄2

k,g = O
(

G2
1
∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2 + G2
1ϵapp

)
(64)

Using the above bound, we deduce the following.∥∥Ek

[
∇θJMLMC

g,kh

]
−∇θJg(θk)

∥∥2

≤ 2
∥∥∥Ek

[
∇MLMC

θ Jg,kh

]
− Eθk

[
Ek

[
∇̂θJg(θk, ξk

g ; z)
]]∥∥∥2

+ 2
∥∥∥Eθk

[
Ek

[
∇̂θJg(θk, ξk

g ; z)
]]
−∇θJg(θk)

∥∥∥2

(a)
≤ 2Ek

∥∥∥Ek,h

[
∇MLMC

θ Jg,kh

]
− Eθk

[
∇̂θJg(θk, ξk

g ; z)
]∥∥∥2

+O
(
δ̄2

k,g

)
(b)
≤ O

(
τmixT −1

maxσ̄2
k,g + δ̄2

k,g

)
where (a) follows from (64), (b) follows from Lemma B.2(a), B.3, and the definition of σ̄2

k,g .

Combining Lemma G.1 with Assumptions 4.4 and 4.5, we obtain the following for a given policy
parameter θ and ∀g ∈ {r, c},

µ ≤ ∥F (θ)∥ ≤ G2
1, and ∥∇θJg(θ)∥ ≤ O (G1τmix) (65)

Combining the above results with Lemma E.1 and invoking Theorem B.1, we then obtain given that
Tmax ≥ 8G4

1τmix
µ and γω ≤ µ

4(6G4
1τmix log Tmax+2G2

1τ2
mix log Tmax) .

Ek

[∥∥ωk
g − ω∗

g,k

∥∥2] ≤ exp (−Hγωµ)
∥∥ω0 − ω∗

g,k

∥∥2 + Õ (γωR0 + R1) ,∥∥Ek[ωk
g ]− ω∗

g,k

∥∥2 ≤ exp (−Hγωµ)
∥∥ω0 − ω∗

g,k

∥∥2

+ µγω + 1
µ2

[
O(T −1

maxG4
1τmix)

{∥∥ω0 − ω∗
g,k

∥∥2 +O (γωR0 + R1)
}

+ R̄1

]
where the terms R0, R1, R̄1 are defined as follows.

R0 = Õ
(

µ−3G6
1τ3

mix + µ−1G2
1τmixEk

[∥∥ξk
g

∥∥2]+ µ−1G2
1Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ µ−1G2

1ϵapp

)
,

R1 = µ−2G2
1O

(
T −1

maxµ−2G4
1τ3

mix + T −1
maxτmixEk

[∥∥ξk
g

∥∥2]+ Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ ϵapp

)
,

R̄1 = O
(

T −1
maxµ−2G6

1τ3
mix + T −1

maxG2
1τmixEk

[∥∥ξk
g

∥∥2]+ G2
1
∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2 + G2
1ϵapp

)
Moreover, note that

Ek

[∥∥ξk
g

∥∥2] ≤ 2Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ 2Ek

[∥∥ξ∗
g(θk)

∥∥2
] (a)
≤ O

(
Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ λ−2c2

γ

)
where (a) uses (55) for sufficiently large cγ and the definition that ξ∗

g(θk) = [Ag(θk)]−1bg(θk). If
we set γω = 2 log T

µH ≤ µ
4(6G4

1τmix log Tmax+2G2
1τ2

mix log Tmax) , we get

Ek

[∥∥ωk
g − ω∗

g,k

∥∥2] ≤ Õ(( 1
H

+ 1
Tmax

){
µ−4G6

1τ3
mix + µ−2λ−2G2

1c2
γτmix

})
+ 1

T 2

∥∥ω0 − ω∗
g,k

∥∥2 + Õ
(

µ−2G2
1

{
Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ ϵapp

})
,

∥∥Ek[ωk
g ]− ω∗

g,k

∥∥2 ≤ µ−2G2
1Õ
(∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2 + ϵapp

)
+
(

1
T 2 + G4

1τmix

µ2Tmax

)∥∥ω0 − ω∗
g,k

∥∥2

+ Õ
(

G4
1τmix

µ2Tmax

{
µ−2G2

1τmixEk

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ µ−4G6

1τ3
mix + µ−2λ−2G2

1c2
γτmix

})
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Substituting ω0 = 0, ∥ω∗
g,k∥ = ∥[F (θk)]−1∇θJg(θk)∥ = O(µ−1G1τmix) (follows from Lemma

G.1, and assumptions 4.4and 4.5), we can simplify the above bounds as follows.

Ek

[∥∥ωk
g − ω∗

g,k

∥∥2] ≤ Õ(( 1
H

+ 1
Tmax

)
µ−4λ−2G6

1c2
γτ3

mix

)
+ G2

1τ2
mix

µ2T 2

+ Õ
(

G2
1

µ2

{
Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ ϵapp

})
,

∥∥Ek[ωk
g ]− ω∗

g,k

∥∥2 ≤ G2
1

µ2 Õ
(∥∥Ek[ξk

g ]− ξ∗
g(θk)

∥∥2 + ϵapp

)
+
(

1
T 2 + G4

1τmix

µ2Tmax

)
G2

1τ2
mix

µ2

+ Õ
(

G6
1τ2

mix
µ4Tmax

{
Ek

[∥∥ξk
g − ξ∗

g(θk)
∥∥2]+ µ−2λ−2G4

1c2
γτ2

mix

})
(66)

(67)

This completes the proof of Theorem 4.7.

F Proof of Main Theorems (Theorem 4.9 and Theorem 4.10)

F.0.1 Rate of Convergence of the Objective

Combining (56), (57) and (66) and (67), we obtain the following results.

Ek

[∥∥ωk
g − ω∗

g,k

∥∥2] ≤ Õ(G6
1c2

γτ3
mix

µ4λ2 + G2
1τ2

mix
µ2T 2

)
+ Õ

(
G2

1
µ2

{
c2

γ

λ2T 2 +
c4

γτmix

λ4 + ϵapp

})

= Õ
(

G2
1

µ2 ϵapp +
G6

1c4
γτ3

mix

µ4λ4

)
,

∥∥Ek[ωk
g ]− ω∗

g,k

∥∥2 ≤ G2
1

µ2 Õ

(
c2

γ

λ2T 2 +
c6

γτ2
mix

λ6Tmax
+ ϵapp

)
+
(

1
T 2 + G4

1τmix

µ2Tmax

)
G2

1τ2
mix

µ2

+ Õ
(

G6
1τ2

mix
µ4Tmax

{
c2

γ

λ2T 2 +
c4

γτmix

λ4 +
G4

1c2
γτ2

mix

µ2λ2

})

= Õ
(

G2
1

µ2 ϵapp +
G2

1c2
γτ2

mix

µ2λ2T 2 +
G10

1 c6
γτ4

mix

µ6λ6Tmax

)

(68)

(69)

We can decompose E∥(Ek [ωk]− ω∗
k)∥ and E∥ωk − ω∗

k∥2 using the definition that ωk = ωk
r + λkωk

c .
Using (68) and (69), and the fact that λk ∈ [0, 2/δ], we obtain

E∥(Ek [ωk]− ω∗
k)∥ ≤

(
1 + 2

δ

)
Õ

(
G1

µ

√
ϵapp + G1cγτmix

µλT
+

G5
1c3

γτ2
mix

µ3λ3
√

Tmax

)

E∥ωk − ω∗
k∥2 ≤

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

) (70)

(71)

Setting Tmax = T in (70) and (71), and using Lemma G.2 and (26) in (25) would obtain

1
K

E
K−1∑
k=0

(
L(π∗, λk)− L(θk, λk)

)
≤
√

ϵbias + 1
αK

Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))]

+
(

1 + 2
δ

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

1 + 4
δ2

)
G2

1τ2
mix

µ2

)
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Using the definition of the Lagrange function, the above inequality can be equivalently written as

1
K

E
K−1∑
k=0

(
Jπ∗

r − Jr(θk)
)
≤
√

ϵbias + 1
αK

Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))]

+
(

1 + 2
δ

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

1 + 4
δ2

)
G2

1τ2
mix

µ2

)
− 1

K

K−1∑
k=0

E
[
λk

(
Jπ∗

c − Jc(θk)
)]

(72)

We will now extract the objective convergence rate from the convergence rate of the Lagrange function
stated above. Note that,

0 ≤ (λK)2 ≤
K−1∑
k=0

(
(λk+1)2 − (λk)2

)

=
K−1∑
k=0

(
P[0, 2

δ ]
[
λk − βηk

c

]2 − (λk)2
)

≤
K−1∑
k=0

([
λk − βηk

c

]2 − (λk)2
)

= −2β

K−1∑
k=0

λkηk
c + β2

K−1∑
k=0

(ηk
c )2

(a)
≤ 2β

K−1∑
k=0

λk(Jπ∗

c − ηk
c ) + 2β2

K−1∑
k=0

(ηk
c )2

= 2β

K−1∑
k=0

λk(Jπ∗

c − Jc(θk)) + 2β

K−1∑
k=0

λk(Jc(θk)− ηk
c ) + 2β2

K−1∑
k=0

(ηk
c )2

(73)

Inequality (a) holds because θ∗ is a feasible solution to the constrained optimization problem.
Rearranging items and taking the expectation, we have

− 1
K

K−1∑
k=0

E
[
λk(Jπ∗

c − Jc(θk))
]
≤ 1

K

K−1∑
k=0

E
[
λk(Jc(θk)− ηk

c )
]

+ β

K

K−1∑
k=0

E[ηk
c ]2 (74)

Note that, unlike the discounted reward case, the average reward estimate ηk
c is no longer unbiased.

However, by Theorem 4.8 and the facts that |c(s, a)| ≤ 1,∀(s, a) ∈ S × A, and η∗
c (θk) = Jc(θk),

we get the following inequality.

− 1
K

K−1∑
k=0

E
[
λk(Jπ∗

c − Jc(θk))
]
≤ 1

K

K−1∑
k=0

E
[
λk

(
η∗

c (θk)− Ek[ηk
c ]
)]

+ β

≤ 1
K

K−1∑
k=0

E
[
|λk|

∣∣∣∣η∗
c (θk)− Ek[ηk

c ]
∣∣∣∣]+ β

≤ Õ

(
c3

γτmix

λ3δ
√

T
+ β

) (75)
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where the last inequality utilizes (57), the fact that λk ∈ [0, 2/δ], and Tmax = T . Combining with
(72), we arrive at the following result.

1
K

E
K−1∑
k=0

(
Jπ∗

r − Jr(θk)
)
≤
√

ϵbias + 1
αK

Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))]

+
(

1 + 2
δ

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

1 + 4
δ2

)
G2

1τ2
mix

µ2

)
+ Õ

(
c3

γτmix

λ3δ
√

T
+ β

)

≤ Õ
(
√

ϵbias +√ϵapp + α + β + τ2
mix√
T

+ 1
αK

)
(76)

F.0.2 Rate of Constraint Violation

Given the dual update in algorithm 1, we have∣∣∣∣λk+1 −
2
δ

∣∣∣∣2 (a)
≤
∣∣∣∣λk − βJc(θk)− 2

δ

∣∣∣∣2
=
∣∣∣∣λk −

2
δ

∣∣∣∣2 − 2βJc(θk)
(

λk −
2
δ

)
+ β2Jc(θk)2

≤
∣∣∣∣λk −

2
δ

∣∣∣∣2 − 2βJc(θk)
(

λk −
2
δ

)
+ β2

(77)

where (a) is because of the non-expansiveness of projection PΛ. Averaging the above inequality over
k = 0, . . . , K − 1 yields

0 ≤ 1
K

∣∣∣∣λK −
2
δ

∣∣∣∣2 ≤ 1
K

∣∣∣∣λ0 −
2
δ

∣∣∣∣2 − 2β

K

K−1∑
k=0

Jc(θk)
(

λk −
2
δ

)
+ β2 (78)

Taking expectations on both sides,

1
K

K−1∑
k=0

E
[
Jc(θk)

(
λk −

2
δ

)]
≤ 1

2βK

∣∣∣∣λ0 −
2
δ

∣∣∣∣2 + β

2 ≤
2

δ2βK
+ β

2 (79)

where the last inequality utilizes λ0 = 0. Notice that λkJπ∗

c ≥ 0, ∀k. Using the above inequality to
(72), we therefore have,

1
K

K−1∑
k=0

E
(

Jπ∗

r − Jr(θk)
)

+ 2
δ

K−1∑
k=0

1
K

E
[
− Jc(θk)

]
≤
√

ϵbias + 2
δ2βK

+ β

2

+
(

1 + 2
δ

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

1 + 4
δ2

)
G2

1τ2
mix

µ2

)
+ 1

αK
Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))] (80)

We define a new policy π̄ which uniformly chooses the policy πθk
for k ∈ [K]. By the occupancy

measure method, Jg(θk) is linear in terms of an occupancy measure induced by policy πθk
. Thus,

1
K

K−1∑
k=0

Jg(θk) = J π̄
g , g ∈ {r, c} (81)
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Injecting the above relation to (80), we have

E
[
Jπ∗

r − J π̄
r

]
+ 2

δ
E
[
− J π̄

c

]
≤
√

ϵbias + 2
δ2βK

+ β

2

+
(

1 + 2
δ

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
1 + 4

δ2

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

1 + 4
δ2

)
G2

1τ2
mix

µ2

)
+ 1

αK
Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))]

By Lemma G.6, we arrive at,

E
[
− J π̄

c

]
≤ δ
√

ϵbias + 1
δβK

+ δβ

2

+
(

1 + δ

2

)
Õ

(
G2

1
µ

√
ϵapp +

G6
1c3

γτ2
mix

µ3λ3
√

T

)
+ αG2

(
δ

2 + 2
δ

)
Õ

(
G2

1
µ2 ϵapp +

G6
1c4

γτ3
mix

µ4λ4

)

+ αO
((

δ

2 + 2
δ

)
G2

1τ2
mix

µ2

)
+ δ

2αK
Es∼dπ∗ [KL(π∗(·|s)∥πθ0(·|s))]

= Õ
(
√

ϵbias +√ϵapp + α + β + 1
αK

+ 1
βK

+ τ2
mix√
T

)
(82)

F.0.3 Optimal Choice of α, β, K, and H

If τmix is unknown, we can take α = T −a, β = T −b for some a, b ∈ (0, 1), and H = T ϵ, K = T 1−ϵ

for ϵ ∈ (0, 1) then following (76) and (82), we can write,

1
K

K−1∑
k=0

E
(

Jπ∗

r − Jr(θk)
)
≤ Õ

(√
ϵbias +√ϵapp + T −a + T −b + T −0.5 + T −1+ϵ+a

)
,

E
[

1
K

K−1∑
k=0
−Jc(θk)

]
≤ Õ

(√
ϵbias +√ϵapp + T −a + T −b + T −0.5 + T −1+ϵ+a + T −1+ϵ+b

)
Clearly, the optimal values of a and b can be obtained by solving the following optimization.

max(a,b)∈(0,1)2 min {a, b, 1− ϵ− a, 1− ϵ− b} (83)

By choosing (a, b) = (1/2, 1/2), this would obtain the solution of the above optimization problem.
Thus, the convergence rate and constraint violation would both become:

1
K

K−1∑
k=0

E
(

Jπ∗

r − Jr(θk)
)
≤ Õ

(
√

ϵbias +√ϵapp + 1
T (0.5−ϵ)

)

E
[

1
K

K−1∑
k=0
−Jc(θk)

]
≤ Õ

(
√

ϵbias +√ϵapp + 1
T (0.5−ϵ)

)
(84)

(85)

Recall that the above result holds when the conditions for Theorem 4.8 and Theorem 4.7 are satisfied.

2 log T

H
≤ λ2

24c2
γτmix log Tmax

= Θ
(

1
τmix log T

)
2 log T

H
≤ µ2

4(6G4
1τmix log Tmax + 2G2

1τ2
mix log Tmax) = Θ

(
1

τ2
mix log T

) (86)

(87)

In light of the above conditions, (84) and (85) hold if H = T ϵ ≥ Θ̃(τ2
mix). If τmix is known, we can

set H = Θ̃(τ2
mix) that satisfies (86) and (87). Moreover, we can take K = O(T ). Thus, by following
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the same analysis as above, we can obtain:

1
K

K−1∑
k=0

E
(

Jπ∗

r − Jr(θk)
)
≤ Õ

(
√

ϵbias +√ϵapp + 1√
T

)

E
[

1
K

K−1∑
k=0
−Jc(θk)

]
≤ Õ

(
√

ϵbias +√ϵapp + 1√
T

)
(88)

(89)

This concludes the proof of Theorem 4.9 and Theorem 4.10.

G Some Auxiliary Lemmas for the Proofs

Lemma G.1. [41, Lemma 14] For any ergodic MDP with mixing time τmix, the following holds
∀(s, a) ∈ S ×A, any policy π and ∀g ∈ {r, c}.

(a)|V π
g (s)| ≤ 5τmix, (b)|Qπ

g (s, a)| ≤ 6τmix, (c)|Aπ
g (s, a)| = O(τmix)

Lemma G.2. For any ergodic MDP with mixing time τmix, the following holds ∀(s, a) ∈ S ×A for
any policy πθk

with θk satisfying Assumption 4.4, the dual parameter λk ∈ [0, 2/δ], and g ∈ {r, c}.

(a)∥∇θJg(θk)∥ ≤ 6τmixG1, (b)∥∇θL(θk, λk)∥ ≤ (6 + 12
δ

)τmixG1

Proof. Using the policy gradient theorem (7), we have the following relation.

∇θJg(θk) = E(s,a)∼ν
πθk

[
Q

πθk
g (s, a)∇θ log πθk

(a|s)
]

(90)

Applying Lemma G.1(b) and Assumption 4.4(a), we get

∥∇θJg(θk)∥ =
∥∥∥∥E(s,a)∼ν

πθk

[
Q

πθk
g (s, a)∇θ log πθk

(a|s)
]∥∥∥∥ ≤ 6τmixG1 (91)

Combining the above result with the definition of the Lagrange function and the bound that λk ≤ 2
δ ,

we arrive at the following result.

∥∇θL(θk, λk)∥ = ∥∇θJr(θk) + λk∇θJc(θk)∥

≤ ∥∇θJr(θk)∥+ λk∥∇θJc(θk)∥ ≤ (6 + 12
δ

)τmixG1 (92)

This concludes the proof of Lemma G.2.

Lemma G.3 (Strong duality). [17, Lemma 3] We restate the problem (2) below for convenience.

max
π∈Π

Jπ
r s.t. Jπ

c ≥ 0 (93)

where Π is the set of all policies. Define π∗ as an optimal solution to the above optimization problem.
Define the associated dual function as

Jλ
D ≜ max

π∈Π
Jπ

r + λJπ
c (94)

and denote λ∗ = arg minλ≥0 Jλ
D. We have the following strong duality property for the unparame-

terized problem.
Jπ∗

r = Jλ∗

D (95)
Lemma G.4 (Lemma 16, [10]). Consider the parameterized problem (3) where Θ is the collection of
all parameters. Under Assumption 2.1, the optimal dual variable, λ∗

Θ = arg minλ≥0 maxθ∈Θ Jπθ
r +

λJπθ
c , for the parameterized problem can be bounded as follows.

0 ≤ λ∗
Θ ≤

Jπ∗

r − Jr(θ̄)
δ

≤ 1
δ

(96)

where π∗ is an optimal solution to the unparameterized problem (93) and θ̄ is a feasible parameter
mentioned in Assumption 2.1.
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Notice that in Eq. (12), the dual update is projected onto the set [0, 2
δ ] because the optimal dual

variable for the parameterized problem is bounded in Lemma G.4. We note that our dual updating
technique remains the same as [10], however we were able to achieve an improvement of global
convergence rate due to the use of natural policy gradient and a more prudent choice of stepsizes
(α, β).
Lemma G.5. Assume that the Assumption 2.1 holds. Define v(τ) = maxπ∈Π{Jπ

r |Jπ
c ≥ τ} where Π

is the set of all policies. The following holds for any τ ∈ R where λ∗ is the optimal dual parameter
for the unparameterized problem as stated in Lemma G.3.

v(0)− τλ∗ ≥ v(τ) (97)

Proof. Using the definition of v(τ), we get v(0) = Jπ∗

r where π∗ is a solution to the unparameterized
problem (93). Denote L(π, λ) = Jπ

r + λJπ
c . By the strong duality stated in Lemma G.3, we have the

following for any π ∈ Π.

L(π, λ∗) ≤ max
π∈Π
L(π, λ∗) Def= Jλ∗

D
(95)= Jπ∗

r = v(0) (98)

Thus, for any π ∈ {π ∈ Π | Jπ
c ≥ τ}, we can deduce the following.

v(0)− τλ∗ ≥ L(π, λ∗)− τλ∗ = Jπ
r + λ∗(Jπ

c − τ) ≥ Jπ
r (99)

Maximizing the right-hand side of this inequality over {π ∈ Π|Jπ
c ≥ τ} yields

v(0)− τλ∗ ≥ v(τ) (100)

This completes the proof of Lemma G.5.

Lemma G.6. Let Assumption 2.1 hold and (π∗, λ∗) be the optimal primal and dual parameters for
the unparameterized problem (93). For any constant C ≥ 2λ∗, if there exist a π ∈ Π and ζ > 0 such
that Jπ∗

r − Jπ
r + C[−Jπ

c ] ≤ ζ, then
−Jπ

c ≤ 2ζ/C (101)

Proof. Let τ = Jπ
c . We have the following inequality following the definition of v(τ) provided in

Lemma G.5.
Jπ

r ≤ v(τ) (102)

Combining Eq. (100) and (102), and using the fact that v(0) = Jπ∗

r , we have the following inequality.

Jπ
r − Jπ∗

r ≤ v(τ)− v(0) ≤ −τλ∗ (103)

Using the condition in the Lemma, we have

(C − λ∗)(−τ) = τλ∗ + C(−τ) ≤ Jπ∗

r − Jπ
r + C(−τ) ≤ ζ (104)

Since C − λ∗ ≥ C/2 > 0, we finally have the following inequality.

(−τ) ≤ ζ

C − λ∗ ≤
2ζ

C
(105)

This completes the proof of Lemma G.6.

36


	Introduction
	Formulation
	Algorithm
	Estimation Procedure
	Critic Estimation
	Natural Policy Gradient (NPG) Estimator

	Primal and Dual Updates

	Global Convergence Analysis
	Conclusion
	Acknowledgment
	Related Works
	Preliminary Results for Global Convergence Analysis
	Proof of Lemma 4.6
	Proof of Theorem 4.8
	Proof of Theorem 4.7
	Proof of Main Theorems (Theorem 4.9 and Theorem 4.10)
	Rate of Convergence of the Objective
	Rate of Constraint Violation
	Optimal Choice of , , K, and H


	Some Auxiliary Lemmas for the Proofs

