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Abstract

Cryptic crosswords are puzzles that rely on gen-001
eral knowledge and the solver’s ability to ma-002
nipulate language on different levels, dealing003
with various types of wordplay. Previous re-004
search suggests that solving such puzzles is a005
challenge even for modern NLP models. How-006
ever, the abilities of large language models007
(LLMs) have not yet been tested on this task. In008
this paper, we establish the benchmark results009
for two popular LLMs: LLaMA3 and ChatGPT,010
showing that their performance on this task011
is still far from that of humans. We also in-012
vestigate why the models struggle to achieve013
superior performance. 1014

1 Introduction015

A cryptic crossword is a type of crossword puz-016

zle that is known for its enigmatic clues (Friedlan-017

der and Fine, 2016). Unlike standard crossword018

puzzles, where clues are straightforward defini-019

tions or synonyms of the answers, cryptic cross-020

words involve wordplay, riddles, and cleverly dis-021

guised hints that make solving them more chal-022

lenging (Moorey, 2018). Figure 1 demonstrates an023

example of a cryptic crossword clue.024

To solve a cryptic clue, one should be able to not025

only apply generic rules in the specific context of026

the clue but also use general and domain-specific027

knowledge to arrive at a reasonable answer. Tack-028

ling cryptic crosswords with modern NLP meth-029

ods, therefore, provides an interesting challenge.030

It has been shown that current NLP models are031

far from human performance: Rozner et al. (2021),032

and Efrat et al. (2021) report accuracy of 7.3%,033

and 8.6% for rule- and transformer-based models034

against 99% achievable by expert human solvers035

(and 74% by self-proclaimed amateurs) (Friedlan-036

der and Fine, 2009, 2020), and there are still no037

official statistics for average human performance.038

1The code will be available online upon acceptance

Language model beheads little

confused Alma (5)

Answer: LLaMa

definition/synonym prefix indicator L

anagram indicator lama

number of letters

Figure 1: An example of a cryptic clue: number 5 at
the end of the clue denotes the number of characters in
the answer and is called enumeration. The definition
part here is language model, with the rest being the
wordplay part. Beheads or similar words point to the
first letters of the next word, while confused (as well
as mixed up, etc.) is likely to indicate an anagram. As
we should look for a language model’s name that starts
with the letter l plus an anagram of Alma and consists
of 5 letters, the answer here is LLaMA.

This identifies a challenging area for current NLP 039

research, while also opening up possibilities for 040

improvement and innovation. 041

Prior work suggests that LLMs can show emer- 042

gent capabilities (Wei et al., 2022), so it can be 043

assumed that they should be able to solve cryptic 044

puzzles if not on a par with human solvers, then 045

at least somewhat successfully. However, to the 046

best of our knowledge, this assumption has not 047

been tested before. In this work, we address this 048

research gap as we believe that trying to solve cryp- 049

tic clues with LLMs might reveal their limitations 050

as well as important aspects of natural language un- 051

derstanding and interpretation captured by LLMs. 052

Typically, a cryptic clue can be split into two 053

parts: the definition and the wordplay. The defini- 054

tion consists of one or more words in the clue that 055

can be used interchangeably with the answer. Defi- 056

nition usually appears either at the beginning or at 057

the end of the clue. The wordplay can take many 058

forms: the most popular ones include anagrams, 059

hidden words, and double definitions, among oth- 060
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ers (see Table 3 for the most popular wordplay061

types and examples for each of them). Previous062

work has explored explicitly splitting the solution063

into these two parts (Deits, 2015; Rozner et al.,064

2021).065

Past approaches applied to solving cryptic clues066

range from rule-based models,2 to traditional ma-067

chine learning models like KNN (Rozner et al.,068

2021), to Transformer models like T5 (Rozner et al.,069

2021; Efrat et al., 2021). However, all these models070

achieve only modest accuracy on the task (§2).071

Our preliminary investigation suggests that a072

zero-shot, naive approach to LLMs evaluation073

yields very low accuracy. In this work, we try to un-074

derstand the shortcomings of LLMs and figure out075

the aspects of the task that cause models to strug-076

gle. We focus on three main areas to analyze the077

model reasoning. First, we explore if the models078

can extract the definition part from the clue. Next,079

we test the models’ ability to extract the wordplay080

type in prompts with different levels of information.081

Finally, we test the models’ internal reasoning by082

prompting them to explain how to reach the clue’s083

answer.084

Our main contributions are as follows: (1) We085

explore the general abilities of LLMs on the chal-086

lenging task of solving cryptic crosswords using087

simple prompting strategies; (2) We investigate088

models’ understanding of the task by addressing 3089

auxiliary tasks; (3) To facilitate reproducibility of090

our results and follow-up experiments, we release091

our data and code.092

2 Related Work093

LLMs’ emergent capabilities LLMs have been094

shown to follow the scaling law (Kaplan et al.,095

2020), which has motivated researchers to explore096

the performance limit by increasing the size of both097

model and data. This has led to the discovery of098

the emergent abilities of LLMs (Wei et al., 2022),099

which occur when training models with similar100

architectures and on the same tasks at different101

scales. As a result, models may exhibit unexpected102

abilities in solving a series of novel tasks: for in-103

stance, a relatively small LLM like GPT-3 (Brown104

et al., 2020) does well on arithmetic tasks, question105

answering or passage summarization just through106

in-context learning (Yousefi et al., 2024).107

Solving puzzles with NLP models Although108

there is prior work on wordplay (Luo et al., 2019;109

2https://github.com/rdeits/cryptics

He et al., 2019; Ermakova et al., 2023) and tradi- 110

tional crosswords (Littman et al., 2002; Zugarini 111

et al., 2023), much less attention has been paid 112

to cryptic crosswords specifically. Deits (2015) 113

achieved 8.6% accuracy on the task with a rule- 114

based solver, which applied hand-crafted proba- 115

bilistic context-free grammar to find the best split. 116

Efrat et al. (2021) introduced Cryptonite, a 117

dataset of 523,114 cryptic clues collected from 118

The Times and The Telegraph. They fine-tuned 119

a T5 (Raffel et al., 2023) model, which helped set 120

the benchmark accuracy for Transformer methods 121

at 7.6%. Rozner et al. (2021) introduced a dataset 122

extracted from The Guardian, and introduced a 123

curriculum approach, which involved training a 124

model on simpler tasks before progressing to more 125

complex compositional clues. This increased the 126

performance to 21.8%. 127

3 Data 128

3.1 The Guardian dataset 129

In our experiments, we primarily use the dataset 130

introduced by Rozner et al. (2021) and extracted 131

from The Guardian. Most models were tested on 132

this dataset, so we chose it as well for comparison 133

purposes. The dataset contains 142,380 clues in 134

total. We evaluate our models on the test subset 135

of 28,476 examples, referred to as "naive random 136

split". Rozner et al. (2021) introduced different 137

splits for the dataset because of the tendency of 138

T5 to remember certain clues/answers during fine- 139

tuning. 140

3.2 Times for the Times dataset 141

To test models’ performance across datasets, we 142

used the dataset collected by George Ho,3 where 143

every clue has a marked definition. The origi- 144

nal dataset contains around 600k clues from many 145

sources, which would result in extremely expensive 146

experimentation with LLMs. For that reason, for 147

our experiments, we sampled 1000 representative 148

examples collected from Times for the Times blog. 149

We made sure that the distribution of these exam- 150

ples with respect to the number of words in the 151

definition and their position in the clue is similar 152

to the full dataset. We rely on the available defini- 153

tions to estimate how well our models understand 154

what the definition is and where it is located in the 155

clue. In addition, this information is helpful for the 156

3https://cryptics.georgeho.org/
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investigation of whether including the definition157

explicitly helps the models solve the clues.158

3.3 Small explanatory dataset159

Unfortunately, there is no large-scale dataset that160

contains information about the wordplay types of161

the clues. To investigate whether our models can162

detect wordplay types, we manually select 25 ex-163

amples from the additional dataset (see §3.2), in-164

cluding 5 examples per each major wordplay type165

(anagram, assemblage, container, hidden word, and166

double definition – see Table 3).167

4 Methodology168

4.1 Zero-shot solving169

Base prompt We begin by defining a simple170

prompt (see Figure 2) that only includes the min-171

imal information required to solve the task. We172

include the line "you are a cryptic crosswords ex-173

pert", as it has been shown that it can help the174

model to act like an expert on a specific task (Xu175

et al., 2023).176

All-inclusive prompt We then try to combine177

general information about cryptic crossword solv-178

ing without expanding it with a few shots or Chain179

of Thoughts (CoT) (see Figure 3). We include infor-180

mation about the parts of a clue and their meaning.181

We also add information about the usual position182

of the definition in the clue. Finally, our prelimi-183

nary experiments suggest that LLMs tend to suffer184

from understanding the constraints of the answer185

length mentioned in the clue, so we explicitly tell186

the model that the number of letters in the answer187

is mentioned inside the parentheses at the end of188

the clue.189

4.2 Dividing solution process into sub-tasks190

Next, we investigate why the models struggle to191

solve the task. To do that, we design a set of ex-192

periments that test the models’ ability to (1) extract193

the definition word(s) in the clue, (2) detect the194

wordplay type in the clue, using different levels of195

information about the wordplay types, (3) explain196

the solution process, given the clue and the answer.197

In addition, we experiment with giving the models198

definition part of the clue.199

5 Experiments and Discussion200

We choose one open-source LLM (LLaMA3) and201

one closed-source model (ChatGPT). For the latter,202

we use gpt3.5-turbo version. All our results are 203

summarized in Table 1. 204

5.1 Zero-shot solving 205

The first 4 rows of Table 1 show the models’ ac- 206

curacy in solving cryptic clues on two different 207

datasets and using two different prompts. From 208

the results, we can see that ChatGPT has far bet- 209

ter results than LLaMA3. Also, we can conclude 210

that providing the model with the definition sig- 211

nificantly improves ChatGPT performance. To put 212

these results into perspective, in Table 2, we com- 213

pare our results with the results obtained by Rozner 214

et al. (2021). We can see that ChatGPT achieves the 215

same results as the naive fine-tuning, despite that 216

they fine-tuned the model vs. zero-shot prompting 217

in our case. On the other hand, Rozner et al. (2021) 218

mentioned that their approach has data memoriza- 219

tion problems. 220

5.2 Understanding different aspects of the 221

task 222

5.2.1 Definition extraction 223

We ask the model to extract the definition part of 224

the clue with the prompt illustrated in Figure 5. We 225

say that the definition should be a synonym for the 226

answer but do not mention that the definition usu- 227

ally comes at the beginning or end of the clue. We 228

see that both models do better with the definition 229

extraction. One reason for that might be that the 230

definition is explicitly included in the clue itself, 231

so the task is to repeat part of the clue, which is 232

arguably easier than inventing new words as an 233

answer. 234

5.2.2 Wordplay 235

Determining the wordplay type We identify 5 236

major types of wordplay listed in Table 3. Then 237

we investigate if our models could identify the 238

wordplay type by the clues. Usually, professional 239

solvers note so-called indicator words that relate 240

the clue to one type or another: for example, con- 241

fused, mixed up, mad usually indicate anagrams. 242

To test the models’ ability to identify the wordplay 243

type, we design three experiments that gradually 244

add information for the models. In the first one, 245

we just give the model the names of the 5 different 246

wordplay types and ask it to predict which word- 247

play type the given clue has (see Figure 6). We 248

notice that LLaMA3 fails to understand the task and 249

just produces one type for all examples, which sug- 250

gests that the model does not pay much attention to 251
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Accuracy
Task No Examples Info / Prompt LLaMA3 ChatGPT

Cryptic Clue Solution 28476 base prompt 2.2* 10.9
Cryptic Clue Solution 28476 all inclusive prompt 2.1* 11.4
Cryptic Clue Solution 1000 all inclusive prompt 3.3* 13.4
Cryptic Clue Solution 1000 all inclusive prompt + definition 3.8* 16.2

Definition Extraction 1000 synonym of the answer 19.3 41.2

Wordplay Type Detection 25 wordplay types 20 36
Wordplay Type Detection 25 + explanations and examples 20 40
Wordplay Type Detection 25 + clue answer 32 40

Table 1: Summarized results for our experiments. * means that changes in accuracy from one prompt to another
(withing the same dataset) are not statistically significant according to the sign test for the difference between model
answers.

the given clue. Next, we experiment by also giving252

the model the explanation of each wordplay type253

and one example for each (Figure 7). Finally, we254

also add the answer for each clue to test whether255

the model can infer information about the wordplay256

from the answer (Figure 8).257

From the results, we can see that adding the def-258

inition for the wordplay and providing the model259

with the answer does not help improve the model’s260

ability to extract the wordplay type much. We are261

aware that the small size of the dataset might not262

fully support such a conclusion, but one impor-263

tant observation is that the models more frequently264

identify some "easy" types like container, while265

"harder" types like assemblage cause the models266

more trouble to extract.267

5.2.3 Explanation268

We ask a model to explain the solution, given the269

clue and the answer. Our analysis of the models’270

answers show that: (1) both models follow some271

kind of structure in their explanations, breaking272

the clue into parts of 1-3 words. (2) LLaMA3 does273

not mention any wordplay operations and works274

only on a synonym level, which is not enough for275

solving. (3) ChatGPT says some word operations276

should be applied and sometimes even gets them277

right. However, it does not properly "understand"278

the procedure: e.g., rearranging the letters of "pan"279

and adding "to cook cheese" results in "parmesan".280

6 Conclusions and Future Work281

We focus on researching the inner workings of282

LLMs rather than trying to improve the perfor-283

mance on this task. We began by evaluating the284

Model Accuracy

LLaMA3 Best 2.2
ChatGPT Best 11.4

Rule-based 7.3

T5 fine-tuned 16.3
T5 fine-tuned + curriculum 21.8

Table 2: Comparison with previous results on naive
random test set.

models under zero-shot settings, and then we tried 285

to gain insight into the models’ understanding of 286

the main task of solving the cryptic clue by us- 287

ing auxiliary tasks. The results suggest that, al- 288

though the ChatGPT model overall outperforms 289

open-source LLMs, in general, cryptic crosswords 290

still present a very challenging task for LLMs, with 291

a large room for improvement. 292

We believe performance can be improved in fu- 293

ture work with several possible research directions. 294

Firstly, a promising avenue for research in this area 295

is chain-of-thought (Wei et al., 2023) and tree-of- 296

thought (Yao et al., 2023) prompting techniques, 297

which can potentially teach models how to arrive 298

at the solution step by step. Secondly, given a 299

considerable increase in performance achieved by 300

using curriculum learning with T5 (Rozner et al., 301

2021), we consider this direction is worth explor- 302

ing with LLMs as well. Finally, such approaches 303

as a mixture of experts (Jacobs et al., 1991; Gale 304

et al., 2022) used to train open-source models like 305

Mixtral (Jiang et al., 2024) can be applied to the 306

task, as they may end up developing expert layers 307

specializing in separate wordplay types. 308
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Limitations309

Limited set of LLMs experimented with Ex-310

periments with an extensive set of state-of-the-art311

LLMs can get quite expensive. Due to limitations312

of time and budget, we have been selective in terms313

of the LLMs that we use in this study. Specifi-314

cally, we chose only a few of the most popular315

open-source and closed-source LLMs. We believe316

that the obtained results shed light on the current317

LLMs’ capabilities on this task, however, we ac-318

knowledge that the set of LLMs we tested here is319

limited, and our results cannot be extrapolated to320

other LLMs. In addition, in many experiments, we321

have observed that certain changes in settings do322

not bring substantial improvement to the results –323

this motivated us to perform only a limited set of324

experiments with some of the models in some of325

the settings as is elaborated in the paper.326

Limitations of the dataset size Some datasets327

that we used don’t have a bigger size in terms of328

the number of examples. The main reason for this329

is the lack of datasets with rich annotation and the330

limitations of the fund, so we had to create the331

dataset ourselves. We are aware that these datasets332

can not give a numerical benchmark, but we used it333

as a theoretical indication of the models’ abilities.334

The main335

Closeness to real-world scenario We focus on336

solving one clue at a time due to simplicity of this337

task. However, in the real-word scenario human338

solvers encounter 20-30 clues in one grid. Solving339

one clue usually reveals letters of the other answers,340

which can be quite helpful in the solution process.341

Dangers of data contamination Finally, we ob-342

serve in our experiments that ChatGPT outperforms343

the open-source model. We admit that we lack the344

information about its training setup, since ChatGPT345

is a proprietary model, and therefore, we cannot346

guarantee that this model’s training data is free347

from contamination.348

Ethics Statement349

We foresee no serious ethical implications from350

this study.351
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A Wordplay types 473

Common wordplay types are listed in the table 3 474

with examples 4 and explanations. We identify 5 475

main types: anagram, assemblage, container, hid- 476

den word and double definition. 477

B Journals Links 478

In the text of the paper we mention several sources 479

of cryptic crosswords: 480

1. The Times5 481

2. Telegraph 6 482

3. The Guardian 7 483

4. Times for the Times blog8 484

We do not parse their data specifically and com- 485

pletely but rather use already prepared for us 486

datasets or sample from them. 487

C Prompts 488

We present all the prompts we used in this section. 489

4Examples are taken from https://crypticshewrote.
wordpress.com/explanations/

5https://www.thetimes.co.uk/puzzleclub/
crosswordclub/home/crossword-cryptic
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Type Example Clue Answer

Anagram: certain words or letters must be
jumbled to form an entirely new term.

Never upset a Sci Fi writer (5) Verne

Assemblage: the answer is broken into its
component parts and the hint makes references
to these in a sequence.

Bitter initially, but extremely enjoyable
refreshment (4)

Beer

Container: the answer is broken down into
different parts, with one part embedded within
another.

The family member put us in the
money (6)

Cousin

Hidden word: the answer will be hidden
within one or multiple words within the pro-
vided phrase.

Confront them in the tobacco store (6) Accost

Double definition: contains two meanings of
the same word.

In which you’d place the photo of the
NZ author (5)

Frame

Table 3: Examples of common wordplay types. The definition part is bolded.

You are a cryptic crossword expert.
The cryptic clue consists of a
definition and a wordplay.
The definition is a synonym of the
answer and usually comes at the
beginning or the end of the clue.
The wordplay gives some instructions
on how to get to the answer in
another (less literal) way.
The number/s in the parentheses at
the end of the clue indicates the
number of letters in the answer.
Extract the definiton and the wordplay
in the clue, and use them to solve the
clue. Finally, output the answer on
this format:
Answer: <answer>,
Clue:
{clue}

Figure 3: All inclusive prompt.

You are a cryptic crossword expert.
The cryptic clue consists of a
definition and a wordplay.
The definition is a synonym of the
answer and usually comes at the
beginning or the end of the clue.
The wordplay gives some instructions
on how to get to the answer in
another (less literal) way.
The number/s in the parentheses at
the end of the clue indicates the
number of letters in the answer.
Use the given definition, and extract
the wordplay in the clue, and use
them to solve the clue. Finally, output
the answer on this format:
Answer: <answer>,
Clue:
{clue}
Definition:
{definition}

Figure 4: All inclusive prompt with included definition.

7



You are a cryptic crossword expert. I
will give you a cryptic clue. Every clue
has two parts: a definition and a
wordplay. The definition is a synonym
of the clue's answer. Extract the
definition word/s from this clue. Only
output the definition.
Clue: {clue}
Definition:

Figure 5: Prompt for the definition extraction.

You are a cryptic crosswords expert. I
will give you a clue. Every clue has
two parts: a definition and wordplay.
Definition is a synonym of the answer.
Wordplay is the rest of the clue.
Please extract the wordplay type for
this clue.
Here is a list of all possible wordplay
types: anagram, hidden word, double
definition, container, assemblage.
Only output the wordplay type.
Clue: {clue}
Output:

Figure 6: Prompt for the wordplay type classification.
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You are a cryptic crosswords expert. I will give you a clue. As you know, every
clue has two parts: a definition and wordplay. Please extract the wordplay type
from this clue.
Here is a list of all possible wordplay types, and their descriptions:
- anagram: An anagram is a word (or words) that, when rearranged, forms a
different word or phrase.
    Example: Ms Reagan is upset by the executives (8)
    The answer: Managers

- hidden word: The answer is found in the clue itself, amongst other words.
    Example: Confront them in the tobacco store (6)          
    The answer: Accost

- double definition:  Clues contain two meanings of the same word.  The words
may be pronounced differently, but must be spelt the same.
    Example: Footwear for pack animals (5)
    The answer: Mules

- container: One word is placed inside another (or outside another) to get the
answer.
    Example: Curse about the Maori jumper (7)
    The answer: Sweater

- assemblage: The answer is broken up into smaller parts and each syllable or
part is given a separate clue.  These separate clues are then put together into
one clue.
    Example:  Brash gets a Prime Minister employment, but it’s drudgery (6,4)  
    The answer: Donkey work
Only output the wordplay type.
Clue: {clue}
Output:

Figure 7: Prompt for the wordplay type classification with examples for each wordplay type.
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You are a cryptic crosswords expert. I will give you a clue. As you know, every
clue has two parts: a definition and wordplay. Please extract the wordplay type
from this clue.
Here is a list of all possible wordplay types, and their descriptions:
- anagram: An anagram is a word (or words) that, when rearranged, forms a
different word or phrase.
    Example: Ms Reagan is upset by the executives (8)
    The answer: Managers

- hidden word: The answer is found in the clue itself, amongst other words.
    Example: Confront them in the tobacco store (6)          
    The answer: Accost

- double definition:  Clues contain two meanings of the same word.  The words
may be pronounced differently, but must be spelt the same.
    Example: Footwear for pack animals (5)
    The answer: Mules

- container: One word is placed inside another (or outside another) to get the
answer.
    Example: Curse about the Maori jumper (7)
    The answer: Sweater

- assemblage: The answer is broken up into smaller parts and each syllable or
part is given a separate clue.  These separate clues are then put together into
one clue.
    Example:  Brash gets a Prime Minister employment, but it’s drudgery (6,4)  
    The answer: Donkey work
Only output the wordplay type.
Clue: {clue}
The answer: {ans}
Output:

Figure 8: Prompt for the wordplay type classification with examples for each wordplay type. Here we also add the
answer for the clue.
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