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Abstract

Long-form question answering (LFQA) poses001
a challenge as it involves generating detailed002
answers in the form of paragraphs, which go003
beyond simple yes/no responses or short factual004
answers. While existing QA models excel in005
questions with concise answers, LFQA requires006
handling multiple topics and their intricate rela-007
tionships, demanding comprehensive explana-008
tions. Previous attempts at LFQA focused on009
generating long-form answers by utilizing rele-010
vant contexts from a corpus, relying solely on011
the question itself. However, they overlooked012
the possibility that the question alone might013
not provide sufficient information to identify014
the relevant contexts. Additionally, generating015
detailed long-form answers often entails aggre-016
gating knowledge from diverse sources. To017
address these limitations, we propose an LFQA018
model with iterative Planning, Retrieval, and019
Generation. This iterative process continues020
until a complete answer is generated for the021
given question. From an extensive experiment022
on both an open domain and a technical domain023
QA dataset, we find that our model outperforms024
the state-of-the-art models on various textual025
and factual metrics for the LFQA task.026

1 Introduction027

Question answering (QA) is a computational task028

that involves providing a relevant and accurate re-029

sponse to a question expressed in natural language.030

A considerable amount of progress has been made031

in open-domain question answering, specifically032

in settings where questions are answerable with033

short phrases and entities. For example, significant034

advancements have been made in factoid question-035

answering (QA) research, which has yielded im-036

pressive results with the creation of comprehensive037

datasets like SQuAD (Rajpurkar et al., 2018) and038

MS MARCO (Nguyen et al., 2016), as well as the039

utilization of transformer-based models such as AL-040

BERT (Lan et al., 2019). In many cases, these mod-041

els have even demonstrated the ability to outper- 042

form human performance. However, while short- 043

form question answering has proven effective for 044

simple factual questions, it often falls short when it 045

comes to complex and nuanced questions requiring 046

more comprehensive and detailed responses. 047

One of the main challenges of LFQA is that 048

there is not much data available for learning this 049

task. One prominent dataset used for this purpose 050

is the ELI5 dataset (Fan et al., 2019). It comprises 051

questions asked on the "Explain Like I’m Five" 052

Reddit forum, along with corresponding answers 053

in paragraph form. However, the questions in ELI5 054

tend to be broad (e.g., "How do animals see differ- 055

ent colors?"), and multiple valid approaches can be 056

taken to answer them. This multiplicity makes it 057

difficult to establish objective criteria for assessing 058

the quality of answers. In a study by (Krishna et al., 059

2021), various hurdles in effectively leveraging this 060

dataset for meaningful advancements in modeling 061

were highlighted, including the absence of reliable 062

evaluation metrics. 063

In addition to the limitation of available datasets, 064

the existing models for LFQA exhibit performance 065

shortcomings. For example, the KILT benchmark, 066

recently introduced by (Petroni et al., 2020), is 067

a framework that evaluates retrieval-augmented 068

models on various knowledge-intensive tasks, such 069

as ELI5. It assesses LFQA models based on the 070

quality of their generated answers (measured using 071

ROUGE-L against reference answers) as well as 072

the relevance of retrieved documents (measured us- 073

ing R-precision against human-annotated relevant 074

documents). However, the utilization of retrieved 075

contexts, such as passages or documents by models 076

on the KILT leaderboard, is found to be minimal, 077

according to the investigation conducted by (Kr- 078

ishna et al., 2021). This lack of utilization poses 079

a challenge for retrieval-augmented models aim- 080

ing to enhance their performance in LFQA tasks. 081

More specifically, the retrieved contexts fail to con- 082
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tribute significantly to acquiring new information083

necessary for generating comprehensive answers,084

impeding the models’ progress.085

One of the main reasons for the above problem086

is that previous models retrieve relevant contexts087

from a provided knowledge source or corpus, rely-088

ing solely on the question itself. They overlooked089

the possibility that the question alone might not090

provide sufficient information to identify the rel-091

evant contexts within the corpus. Additionally,092

generating detailed long-form answers often en-093

tails aggregating knowledge snippets from diverse094

sources to provide a comprehensive explanation.095

To overcome these limitations, we propose a Long-096

Form Question Answering (LFQA) model with it-097

erative planning, retrieve, and generation (IPRG)098

approach. The idea behind our model is that even099

if the question does not have enough information100

for a complete answer generation, we may use that101

as an initial query to construct a plan, retrieve con-102

texts, and generate a preliminary answer. This pre-103

liminary answer can then provide new hints for104

gathering further information by the next step of105

planning and retrieving. Consequently, it will gen-106

erate more detailed answers for the LFQA task.107

To evaluate the performance of the proposed108

models, we conduct both quantitative and qualita-109

tive evaluations on two datasets from two different110

domains. As specified before the limitation of the111

ELI5 dataset, we use two datasets with more defini-112

tive long-form answers from both an open domain113

(i.e., wikiHow) and a specific technical domain114

(i.e., apple exchange dataset).115

2 Methodology116

The proposed IPRG model addresses the task of117

LFQA by taking a question q and a corpus C.118

The corpus can be obtained through methods such119

as web search or by using a static corpus like120

Wikipedia. The model consists of three modules:121

1) A Keyword Plan Generator p(wi|[q; y1:i−1]) that122

generates a keyword plan wi consisting of a set123

of keywords for the next answer sentence given124

the concatenation of the question q and already125

generated answer sentences y1:i−1, 2) A Retriever126

p(Ci|[q;wi]) that retrieves top k passages as con-127

texts Ci from C for supporting the next answer128

sentence generation based on the question q and129

current keyword plan wi, and 3) an Answer Genera-130

tor p(yi|[q; ki;Ci]) that generates the next sentence131

for answer given the question, keyword plan and re-132

trieved passages. In the following subsections, we 133

will describe each of these modules, followed by 134

how they are combined and trained for the LFQA 135

task. The overview of the proposed architecture is 136

shown in Figure 1. 137

2.1 Keyword Plan Generator 138

A long-form answer demands detailed information. 139

However, the conventional text generation models 140

generally can generate short text with informative- 141

ness and coherence and tend to hallucinate or be 142

repetitive if we force them to generate longer texts. 143

One possible solution for this can be iteratively gen- 144

erating short text (i.e., sentence) at each iteration 145

rather than generating the whole output at once. 146

However, it still needs to solve the problem of gen- 147

erating repetitive sentences. To solve this issue, we 148

predict some key points that will be used to guide 149

the generation of the next answer sentence at each 150

iteration. In other words, we plan to generate some 151

future keywords that will be discussed in the next 152

round of answer sentences. These keywords also 153

help find relevant contexts from the given corpus 154

in the subsequent step. 155

To do so, we frame this as a text-to-keyword 156

generation (or prediction) problem, where, given 157

a prompt, it generates a set of keywords. Initially, 158

the prompt is the Question itself. In the subse- 159

quent iterations, the generated answers portions get 160

concatenated with the Question to make the next 161

prompt for generating the next set of keywords. 162

More specifically, the Keyword Plan Generator 163

p(wi|[q; y1:i−1]) generates wi consisting of a set 164

of keywords for the next answer sentence given 165

the concatenation of the Question q and already 166

generated answer sentences y1:i−1. 167

To train the keyword plan generator, we convert 168

each of the QA pairs in the training dataset into 169

some texts to keyword-set pairs. For example, a 170

question: “How to put or move downloaded files 171

in different folders depending on file type?" and 172

the first sentence of the ground truth answer is “I 173

don’t know of any Safari extension doing this but 174

you may use Automator to create a folder action 175

attached to your preferred download folder sort- 176

ing files according to their extension or kind to 177

various folders.” To convert the above pair into a 178

training sample of the keyword plan generator, we 179

first use an existing keyword extraction model to 180

extract important keywords from the first sentence 181

of the ground truth answer, which is, for instance, 182

Keys = [’preferred download folder’, ’safari exten- 183
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Retriever
…………. Sprint interval training "Walk-back sprinting" is one 

example of interval training for runners, in which one sprints 
a short distance ………………………………………….

P2

………..The interval between each workout should be 
a little less than the time of the work bout…………… P1

……………intensity of your workouts, you will burn more calories 
than you would by keeping a steady pace……………………………Pk

Answer Generator (AG)

To improve your running speed and 
endurance………. You should also 
use some interval training to help 
build your stamina. Sprint ……

Output Answer (OA)
To improve your running speed and endurance, 

…………….let your muscles cool down.

You should also use some interval training 
to help build your stamina.

running | stamina | interval 
training | muscles | help

Keyword Plan Generator  (KPG)

Question: How to Improve Your Running Speed and Endurance?

Pretext: To improve your running speed and endurance, …………….let 
your muscles cool down.

Figure 1: IPRG: At i-th iteration, KPG produces a set of keywords from the question and pretext. Then, Retriever
retrieves k passages by using the question, pretext, and plan. Finally, the i-th sentence in the answer paragraph
generated by AG is appended to OA. The OA serves as pretext at the next iteration.

sion’, ’various folders’, ’folder action’, ’use’]. We184

use these extracted Keys as ground truth keywords185

for the Question. So the task in training is, given186

the Question, can we generate the Keys? In other187

words, starting with the Question itself, we gener-188

ate the keywords of the first answer sentence using189

a seq2seq model. Subsequently, we add each sen-190

tence of the answer one after another as input to191

predict the keywords of the next answer sentence.192

We initialized with pretrained BART (Lewis et al.,193

2019) for the text-to-keyword generation task.194

2.2 Retriever195

At each iteration, we construct a query by concate-196

nating the original question, the previously gener-197

ated answer (referred to as the pretext), and the198

generated keywords. This comprehensive query is199

then employed to retrieve relevant contexts, such200

as passages or sentences, from the existing corpus.201

To execute this retrieval process, we leverage an es-202

tablished Dense Passage Retrieval (DPR) model, as203

introduced by (Karpukhin et al., 2020). The goal is204

to extract the top k contexts from the corpus that are205

most pertinent to the query. This method ensures206

that our answer-generation process is enriched with207

relevant information, enhancing the overall coher-208

ence and informativeness of the responses.209

2.3 Answer Generator210

In this module, we combine the question, pre-211

text, generated keywords, and retrieved contexts212

as inputs for our final answer generation model.213

This model is implemented as another sequence-to-214

sequence (seq2seq) architecture, initialized using215

BART (Lewis et al., 2019) as proposed by Lewis 216

et al. (2019). 217

To address a potential issue of generating dis- 218

connected sentences and repetitive content in the 219

answers, we explore an alternative approach. In- 220

stead of generating individual sentences, we opt to 221

generate an entire paragraph in one sequence. This 222

ensures coherence and reduces the likelihood of re- 223

peated information within the generated responses. 224

Specifically, we generate a paragraph length and 225

extract the first new sentence to append it to the 226

final output. 227

During the training phase of this seq2seq model, 228

we adopt a strategy to transform each original 229

question-answer pair into multiple training sam- 230

ples. We initiate the process with only the question 231

and progressively concatenate each subsequent sen- 232

tence from the ground truth answer. 233

3 Experiments 234

WikiHowQA dataset: We prepare a novel long- 235

form question-answering dataset, WikiHowQA, 236

based on the WikiHow knowledge base 1. Each 237

article title is a “How to” question. Field experts 238

have written these articles and provided a coherent 239

paragraph summary for each one. Unlike sum- 240

marization datasets (Cohen et al., 2021; Koupaee 241

and Wang, 2018), we design this dataset for open- 242

domain long-form question answering tasks, where 243

the paragraph summaries of articles serve as the 244

long-form answers to the title questions (as shown 245

in Figure 2), and Wikipedia dump is used as knowl- 246

1https://www.wikihow.com/Main-Page
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Models
WikiHow QA Apple Exchange

Rouge-1 Rouge-L Rouge-1 Rouge-L
Recall F1 Recall F1 Recall F1 Recall F1

GPT2 4.66 8.19 4.41 7.75 0.27 0.47 0.27 0.47
T5 4.02 6.68 3.78 6.26 0.30 0.49 0.30 0.49

Falcon 4.48 3.93 4.16 3.60 4.95 4.97 4.39 4.44
LLAMA2 28.60 21.87 26.21 19.95 27.75 18.57 24.77 16.50

LLAMA2 (w/o context) 33.26 25.38 30.30 22.99 28.34 19.40 25.18 17.19
BART 28.24 32.49 26.40 30.39 11.81 16.23 10.45 14.36

FiD 25.19 31.59 23.72 29.75 6.31 9.48 5.79 8.61
DPR + BART 28.71 32.74 26.78 30.54 12.88 17.22 11.32 15.16

MDR 33.50 33.30 31.01 30.40 22.74 21.50 20.76 19.56
IRG 33.68 3.29 31.30 30.99 23.88 21.78 21.70 19.75

IPRG 35.36 33.65 32.88 31.25 24.73 22.13 23.63 20.42

Table 1: Comparison with baselines (Best and 2nd best
score)

edge corpus to retrieve relevant contexts. More247

details can be found in Appendix A.2.248

Apple Exchange Dataset: To evaluate the pro-249

posed method in a technical domain, we use the Ap-250

ple Exchange dataset adopted from a large COALA251

dataset (Rücklé et al., 2019). The answers to these252

technical questions require deeper technical knowl-253

edge compared to WikiHowQA. Thus, Wikipedia254

dumps are not sufficiently informative to answer255

these questions. We retrieve the top 10 sentences256

relevant to each ground truth answer sentence in257

Google search, excluding sentences from the Stack-258

Exchange website, and compile them into a knowl-259

edge corpus. This corpus can be easily updated260

online. For comparison purposes, we create a static261

corpus by crawling the web search results.262

3.1 Comparison with Baselines263

Baselines: We compare our models with i) pre-264

trained models such as GPT2-XL (Radford et al.,265

2019) and T5-3b (Raffel et al., 2020), LLAMA2266

(Touvron et al., 2023) ii) Sequence-to-Sequence267

BART (Lewis et al., 2019) model, retrieval-268

augmented generation DPR+BART (Petroni et al.,269

2020) model, Fusion in Decoder (FiD) model270

(Izacard and Grave, 2020), MDR (Xiong et al.,271

2021). We fine-tune both BART, DPR+BART, FiD,272

and MDR on each target datasets and report results273

in Table 1. In the case of LLAMA2, we use the274

question and top 5 retrieved-context from DPR as275

a prompt to generate the long-form answer.276

IRG: A variant of IPRG by excluding Keyword277

Plan Generator in which both Retriever and Answer278

Generator do not take any sequence of keywords as279

input. We implemented our model using hugging280

face 2 library functions and trained our models281

using the AdamW optimizer with the learning rate282

2e-5.283

Results: Both IPRG and IRG consistently outper-284

2https://huggingface.co

form all the baselines in all metrics. Specifically, 285

they outperform in recall scores (R-1 & R-L) by 286

a large margin. In LFQA, the answers demand a 287

larger coverage of ground truth information. In 288

other words, the higher recall values imply more 289

detailed answers with accurate information. 290

Planning enhances relevant Contexts Re- 291

trieval resulting in Comprehensive Answers. 292

DPR+BART performs per BART, indicating that 293

question-only retrieved contexts in a single pass 294

have minimal impacts. On the other hand, itera- 295

tive retrieval refines the contexts, resulting in the 296

promising performance of the IRG model. Fur- 297

thermore, the performance of the IPRG model is 298

boosted by the two-fold advantages: i) keyword 299

planning helps the retrieval module to identify and 300

find out important information and the answer gen- 301

erator module to efficiently employ the current re- 302

trieved knowledge into answers at each iteration; ii) 303

the understanding and knowledge about questions 304

are getting enriched and refined by iterative char- 305

acteristics of planning-retrieval-generation process. 306

Thus, the performance improvement is reflected in 307

both Rouge scores and entailment scores. Please 308

refer to Section B.1 in the appendix for a detailed 309

walkthrough of our whole process. 310

In the case of the Apple exchange dataset, we 311

can see that LLAMA2 outperforms our model. The 312

reason is that the quality of the corpus for this 313

dataset is limited compared to that of WikiHow. 314

And the LLAMA2 is not very dependent on the 315

contexts while generating the answer, thus being 316

less affected by the quality of the corpus. A more 317

detailed analysis of our framework is shown in 318

Appendix B. 319

4 Conclusion 320

This paper introduces a new approach for long- 321

form question-answering tasks by iteratively plan- 322

ning content through keywords, retrieving contexts 323

from a corpus, and generating answers using all 324

the available information. Unlike existing long- 325

form question-answering models that suffer from 326

underutilization of retrieved contexts, our model 327

demonstrates better retrieval of relevant contexts 328

from diverse sources feeding the generated answer 329

with iterative refinement. Experiments on multiple 330

datasets show the superiority of our model over 331

other state-of-the-art models. 332
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5 Limitation333

Firstly, the proposed model uses a keyword plan-334

ning module that depends on existing keyword ex-335

traction methods for training the module. There-336

fore, the error from the keyword extraction method337

may propagate to the other modules, resulting in338

inconsistent and irrelevant answer generation. De-339

veloping a better task-dependent keyword planning340

generation that does not rely on the existing key-341

word extraction method can be a future research342

direction to improve the current model. Moreover,343

not all kinds of keywords are important as content344

plans for future answer generation. Therefore, au-345

tomatically identifying informative keywords, in346

this case, can also improve the quality of the result.347

Secondly, while training, the proposed IPRG348

model separately deals with each module, which349

also makes it susceptible to error propagation.350

There is no scope to learn from one module’s error351

to refine the model to another. Therefore, devel-352

oping a joint end-end model can be another future353

research direction in this regard.354

We are aware of the capability of models such355

as GPT-4 or LLAMA, but we are unable to per-356

form experiments by fintuing on them due to the357

limitation of budget and computational resources.358

However, given that more recent large language359

models have better text generation capabilities, us-360

ing those in our proposed framework will also im-361

prove the performance of QA. As we used BART362

as our generative model, we use the BART or other363

contemporary LMs like GPT-2 and T5.364
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A Appendix 507

A.1 Related Works 508

Open domain question answering is the task of an- 509

swering questions by utilizing a knowledge base or 510

corpus. In this setup, passage retrieval is a key step 511

to retrieving supporting documents before answer- 512

ing the question. A plethora of research has been 513

conducted on retrieval-augmented question answer- 514

ing (Lewis et al., 2020; Petroni et al., 2020; Mao 515

et al., 2021; Izacard and Grave, 2021; Nguyen et al., 516

2016). Existing works mostly focus on answering 517

factoid questions. 518

However, due to the recent emergent of gener- 519

ative models (Radford et al., 2019; Lewis et al., 520

2019; Raffel et al., 2020), long-form question 521

answering has become an active research area 522

crowded by lots of unavoidable challenges such 523

as factual hallucination, retrieving relevant context, 524

and fluent and logically consistent answer gener- 525

ation. RAG (Lewis et al., 2020), an end-to-end 526

retrieval-based generative model, which incorpo- 527

rates DPR (Karpukhin et al., 2020) to retrieve sup- 528

porting passages and then employ BART (Lewis 529

et al., 2019) to generate long-form answers from 530

questions concatenated with evidence documents. 531

Instead of concatenating document texts, FID (Izac- 532

ard and Grave, 2021) encodes first retrieved doc- 533

uments independently and then fuses representa- 534

tions into a decoder to generate answers. RBG (Su 535

et al., 2022) combines outputs from fusion-in- 536

decoder module and machine reading compre- 537

hension module by following the mechanism of 538

pointer-generator network (See et al., 2017). To 539

improve the contexts, Re2G (Glass et al., 2022) 540

augment RAG architecture by adding a learnable 541

reranker module to select top k passages from a 542

pool of passages from multiple retrievers. It is to 543

be noted that all of these models perform their re- 544
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trieval process once using questions as queries and545

generate answers in a single hop.546

Recently, several multi-hop question-answering547

models have been introduced in (Xiong et al., 2020;548

Wang et al., 2022; Yavuz et al., 2022), but are lim-549

ited to factoid question answering.550

A.2 WikiHowQA dataset551

We collect article titles that have coherent para-552

graph summaries by filtering out those which have553

no paragraph-styled summaries or incomplete sum-554

maries. Consequently, the WikiHowQA dataset555

comprises 37,815 question-answer pairs. One of556

the key attributes of this dataset is that the answers557

are expert-written in plain English, which requires558

less world knowledge to understand and evaluate559

the answers. In order to measure the readability560

scores, we use classical readability metrics such561

as FKGL (Farr et al., 1951), GFI (Gunning et al.,562

1952), ARI (Senter and Smith, 1967), CLI (Cole-563

man and Liau, 1975), DCR (Dale and Chall, 1948).564

All metrics’ generated scores indicate the number565

of years of formal education required for a native566

English speaker to understand the answer text. As567

reported in Table 2, the scores for WikiHowQA568

answers are significantly smaller than that of the569

widely used ELI5 dataset.570

Datasets Readability
FKGL DCR ARI CLI GFI

WikiHowQA 8.70 7.78 9.12 7.58 11.37
ELI5 9.81 8.38 10.22 8.97 12.70

Table 2: Readability scores for reference answers.
Smaller value is more Readable.

B Result Analysis571

IPRG generates more Entailed less Contradic-572

tory answer. Not only comparing performances573

by measuring the text overlapping with references,574

but we also compute entailment scores to evaluate575

how much the model’s generated answers are log-576

ically aligned to the ground truth. We leverage a577

pretrained BART-large-mnli model (available on578

Huggingface3) where the generated answers are579

considered as hypothesis and ground-truth as the580

NLI premise. This model calculates the scores indi-581

cating the logical entailment, contradiction, or neu-582

trality of a hypothesis with respect to the premise.583

As reported in Table 3, IPRG achieves more en-584

tailment scores as well as less contradictory scores585

3https://huggingface.co/facebook/bart-large-mnli

in both datasets. Whereas, DPR+BART generated 586

answers contain more contradiction. This happens 587

because the contexts retrieved using only questions 588

might lack relevant important information.

Models
WikiHow QA Apple Exchange

NLI NLI
Entailed Contradict Entailed Contradict

Falcon 38.61 15.23 48.70 17.01
LLAMA2 (w/o context) 10.35 3.31 7.25 3.67

LLAMA2 9.79 3.30 7.74 3.32
DPR + BART 7.29 20.37 10.00 20.49

MDR 6.07 12.48 9.63 20.77
IRG 7.09 14.86 9.52 19.56

IPRG 8.34 10.98 12.74 13.88

Table 3: Factual Consistency Comparison

589
A Qualitative Case Study: Our IPRG model 590

can effectively capture relevant aspects to gen- 591

erate an elaborative answer for the target ques- 592

tion. For instance, in Figure 2, the ground-truth 593

answer mentions three ways to improve through: 594

i) Strength training, ii) Interval training, and iii) 595

Stretching. A well-detailed answer should include 596

all aspects. We can see that both IPRG and IRG 597

variants showed superior performance in capturing 598

aspects. DPR+BART only includes details about 599

strength training but failed to capture the other two. 600

On the other hand, IPRG perfectly captures all 601

three aspects while stretching aspect is absent in 602

IRG’s answer. 603

B.1 Model Workflow with an Example 604

In this section, we illustrate our model workflow 605

using an example step-by-step iteratively shown 606

in Figure 4 and 5. Each row of these tables con- 607

tains the question, current pretext, and generated 608

keywords at each iteration step in the first column. 609

For convenience, we display the top 2 retrieved 610

passages in the second column. 611
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Question: How to Improve Your Running Speed and Endurance? 

To improve your running speed and endurance, start by doing 10 walking
lunges for each leg to stretch out your muscles and reduce the risk of cramps
and injuries while you run. Additionally, add interval training by running
for 1 minute at maximum speed to raise your heart rate and exhaust
your muscles. Then, walk for 2 minutes to let your muscles cool down.
Repeat this process 4 times in the middle of your run, but don’t do it for more
than 2 runs in a 10-day period to avoid hurting yourself.

Ground Truth

To improve your running speed and endurance, perform a "stretch"—
walking lunges, or a "run-stretch" where you stand up straight and push
yourself up to avoid cramps. It involves stretching your arms and legs over
your body. Start by sprinting for 5 to 10 minutes to build up your endurance,
then take a short break and repeat the process 4 to 5 times to warm up your
muscles. Repeat these exercises 4 times in the middle of your run, which
will give your muscles time to rest and recover. After your run is over,
rest for 2 to 3 minutes to let your muscles cool down. You should also use
some interval training to help build your stamina. sprint for 10 seconds
on a hard surface, then 5 minutes on a softer surface to work your core
muscles.

IPRG Model

IRG
To improve your running speed and endurance, start by sprinting for 10
to 15 se conds, which will give your body time to rest and cool down.
Then, repeat the process 4 to 5 times, alternating which times you sprint.
Repeat these intervals 4 times, bouncing between each time you start
running. After you've built up al l of your endurance, run for 2 to 3
minutes to warm up your muscles and give t hem a chance to rest.
Finally, repeat these stretches 4 times in the middle of yo ur run to give
your muscles a rest.

MDR

To improve your running speed and endurance, start by sprinting for 10
to 15 seconds, which will give your body time to rest and cool down.
Then, repeat the process 4 to 5 times, alternating which times you sprint.
Repeat these intervals 4 times, bouncing between each time you start
running. After you've built up all of your endurance, run for 2 to 3 minutes to
warm up your muscles and give them a chance to rest. Finally, repeat these
stretches 4 times in the middle of your run to give your muscles a rest.

FiD

To improve your running speed and endurance, start by choosing a running
route that you can run at your own pace. Then, choose a route that you can
run at your own pace, and make sure you follow a specific route. Next, set a
goal of running for a certain amount of time each week, and run for that
number of days each week. Additionally, try to run for at least 30 minutes a
day, and then gradually increase the distance you run to the next level.

LLAMA2

Improving your running speed and endurance requires a well-structured
training program that includes various components such as interval
training, tempo runs, hill repeats, and long runs. Interval training
involves alternating between periods of high-intensity running and active
recovery, typically done at race pace or faster. Tempo runs involve
sustained runs at a slower pace than race pace, usually around 5K to 10K race
pace. Hill repeats involve running up a steep hill at a high intensity, followed
by active recovery down the hill. Long runs are essential for building
endurance and should be done at a steady state without any interruptions. It is
important to vary the intensities and distances of your runs to accommodate
different physiological adaptations and to avoid plateaus. Additionally,
incorporating strength training and cross-training activities can help improve
overall running performance.

Figure 2: Comprehensiveness of answers w.r.t. three
aspects: Strengthening, Interval training, Stretching.
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Query Retrieved top two Passages

Question: How to Improve Your Running Speed and
Endurance?

Pretext: ""

Keywords: walking lunges, run, endurance, stretch,
cramps

P1: including 2–3 days of core strengthening. In the base phase the athlete now works on building
cardiovascular endurance by having several long runs staying in heart rate zone 1-2 every week
and each week adding slightly more mileage (using 10% rule for safely increasing the mileage).
Core strengthening is continued in the base period. Once the base phase is complete and the
athlete has sufficient endurance, the build period is needed to give the athlete the ability to hold a
faster pace for the race duration. The build phase is where duration of runs is traded for intensity.

P2: Stretching does not appear to reduce the risk of injury during exercises, except perhaps a
dynamic warm-up for runners. While running places extreme stress loads on the joints, static
stretching can help to improve joint flexibility. However, this has not been proven to reduce risk
of injury in the runners. A dynamic (stretching) warm up has been shown to help overall running
performance. One should avoid overtraining to prevent cramps. The calf muscles slowly respond
to

Question: How to Improve Your Running Speed and
Endurance?

Pretext: To improve your running speed and en-
durance, perform a "stretch"—walking lunges, or a
"run-stretch" where you stand up straight and push your-
self up to avoid cramps.

Keywords: stretch, arms, muscles

P1: leg muscles. Unlike the previous exercises, these are outdoor activities. The calf exercises
should be performed every 3–4 days. They can be alternated and interchanged to avoid getting
used to the load. General Workout Tips Before any serious activity, including doing calf-building
exercises, the muscles and joints should be properly warmed up. Aerobic exercises should be
performed at the beginning of a workout. A workout should end with calf strengthening exercises
to stimulate their growth, and stretching that involves taking a wide step backward, placing the
heel on the floor, and bending the torso forward. Each leg should be stretched for 10–20.

P2: must return to, and pause in, the correct starting position before continuing. If you rest on the
ground or raise either hand or foot from the ground, your performance will be terminated. You
may reposition your hands and/or feet during the event as long as they remain in contact with the
ground at all times. Correct performance is important. You will have two minutes in which to do
as many push-ups as you can." Sit-up "The sit-up event measures the endurance of the abdominal
and hip-flexor muscles. On the command ’get set,’ assume the starting position by lying on your.

Question: How to Improve Your Running Speed and
Endurance?

Pretext: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body.

Keywords: sprinting, repeat, process, minutes, times

P1: in losing weight, staying in shape and improving body composition. Research suggests
that the person of average weight will burn approximately 100 calories per mile run. Running
increases one’s metabolism, even after running; one will continue to burn an increased level of
calories for a short time after the run. Different speeds and distances are appropriate for different
individual health and fitness levels. For new runners, it takes time to get into shape. The key is
consistency and a slow increase in speed and distance. While running, it is best to pay attention to
how one’s body feels.

P2: Many training programs last a minimum of five or six months, with a gradual increase in the
distance run and finally, for recovery, a period of tapering in the one to three weeks preceding the
race. For beginners wishing to merely finish a marathon, a minimum of four months of running
four days a week is recommended. Many trainers recommend a weekly increase in mileage of no
more than 10%.

Question: How to Improve Your Running Speed and
Endurance?

Pretext: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body. Start by sprinting for 5 to 10 min-
utes to build up your endurance, then take a short break
and repeat the process 4 to 5 times to warm up your
muscles.

Keywords: run, repeat, muscles, reps, recover

P1: a base for more intense workouts by strengthening the heart and increasing the muscles’
ability to use oxygen, and to recover between hard workouts. Daniels recommends that most
training miles are performed in E pace. Typical E runs include continuous runs up to about an
hour. Marathon (M) pace At 80-85% HRmax, this intensity is primarily aimed towards runners
training for the marathon. The pace is one at which the runner hopes to compete. The pace can be
included in other programs for a more intense workout, especially if the runner feels fresh and
there is enough time to recover afterwards.

P2: in losing weight, staying in shape and improving body composition. Research suggests
that the person of average weight will burn approximately 100 calories per mile run. Running
increases one’s metabolism, even after running; one will continue to burn an increased level of
calories for a short time after the run. Different speeds and distances are appropriate for different
individual health and fitness levels. For new runners, it takes time to get into shape. The key is
consistency and a slow increase in speed and distance. While running, it is best to pay attention to
how one’s body feels.

Question: How to Improve Your Running Speed and
Endurance?
Pretext: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body. Start by sprinting for 5 to 10 minutes
to build up your endurance, then take a short break and
repeat the process 4 to 5 times to warm up your muscles.
Repeat these exercises 4 times in the middle of your run,
which will give your muscles time to rest and recover.

Keywords: stretch, arms, legs, run, repeat, times

P1: must return to, and pause in, the correct starting position before continuing. If you rest on the
ground or raise either hand or foot from the ground, your performance will be terminated. You
may reposition your hands and/or feet during the event as long as they remain in contact with the
ground at all times. Correct performance is important. You will have two minutes in which to do
as many push-ups as you can." Sit-up "The sit-up event measures the endurance of the abdominal
and hip-flexor muscles. On the command ’get set,’ assume the starting position by lying on your

P2: in losing weight, staying in shape and improving body composition. Research suggests
that the person of average weight will burn approximately 100 calories per mile run. Running
increases one’s metabolism, even after running; one will continue to burn an increased level of
calories for a short time after the run. Different speeds and distances are appropriate for different
individual health and fitness levels. For new runners, it takes time to get into shape. The key is
consistency and a slow increase in speed and distance. While running, it is best to pay attention to
how one’s body feels.

Table 4: Walk through IPRG model workflow with an example
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Query Retrieved top two Passages

Question: How to Improve Your Running Speed and
Endurance?
Pretext: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body. Start by sprinting for 5 to 10 minutes
to build up your endurance, then take a short break and
repeat the process 4 to 5 times to warm up your muscles.
Repeat these exercises 4 times in the middle of your run,
which will give your muscles time to rest and recover.
After your run is over, run for 2 to 3 minutes to let your
muscles cool down.
Keywords: running, stamina, interval training, muscles,
help

P1: cope with the intensity, and to train for longer periods of time, this training is performed
as interval training, hence the name. The interval between each workout should be a little less
than the time of the work bout. Optimum intervals are 3–5 minutes long. There is no benefit to
exceeding 5 minutes at this pace, under Daniels’ theory, which means that despite the popularity
of mile-repeats in many running groups, Daniels discourages them for people whose pace is
slower than about 5:00/mile, preferring shorter intervals such as 1200 meters.

P2: (a minimum of 45 minutes). The development of aerobic and anaerobic capacities, and the
adaptability of fartlek - to mimic running during specific sports - are characteristics it shares with
other types of interval training. Sprint interval training "Walk-back sprinting" is one example
of interval training for runners, in which one sprints a short distance (anywhere from 100 to
800 metres), then walks back to the starting point (the recovery period), to repeat the sprint a
certain number of times. To add challenge to the workout, each of these sprints may start at
predetermined time intervals - e.g. 200 metre. One should avoid overtraining to prevent cramps.
The calf muscles slowly respond to

Question: How to Improve Your Running Speed and
Endurance?

Pretext: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body. Start by sprinting for 5 to 10 minutes
to build up your endurance, then take a short break and
repeat the process 4 to 5 times to warm up your muscles.
Repeat these exercises 4 times in the middle of your run,
which will give your muscles time to rest and recover.
After your run is over, run for 2 to 3 minutes to let your
muscles cool down. You should also use some interval
training to help build your stamina.

Keywords: run, sprint, muscles, time

P1: workouts the day after interval sessions. Finally the race phase of the periodization approach
is where the duration of the workouts decreases but intense workouts remain so as to keep the
high lactate threshold that was gained in the build phase. In Ironman training, the race phase is
where a long "taper" occurs of up to 4 weeks for highly trained Ironman racers. A final phase is
designated transition and is a period of time, where the body is allowed to recover from the hard
race effort and some maintenance endurance training is performed so the high fitness level.

P2:(a minimum of 45 minutes). The development of aerobic and anaerobic capacities, and the
adaptability of fartlek - to mimic running during specific sports - are characteristics it shares with
other types of interval training. Sprint interval training "Walk-back sprinting" is one example of
interval training for runners, in which one sprints a short distance (anywhere from 100 to 800
metres), then walks back to the starting point (the recovery period), to repeat the sprint a certain
number of times. To add challenge to the workout, each of these sprints may start at predetermined
time intervals - e.g. 200 metre.

Question: How to Improve Your Running Speed and
Endurance?

Answer: To improve your running speed and endurance,
perform a "stretch"—walking lunges, or a "run-stretch"
where you stand up straight and push yourself up to
avoid cramps. It involves stretching your arms and legs
over your body. Start by sprinting for 5 to 10 minutes
to build up your endurance, then take a short break and
repeat the process 4 to 5 times to warm up your muscles.
Repeat these exercises 4 times in the middle of your run,
which will give your muscles time to rest and recover.
After your run is over, run for 2 to 3 minutes to let
your muscles cool down. You should also use some
interval training to help build your stamina. Sprint for
10 seconds on a hard surface, then 5 minutes on a softer
surface to work your core muscles.

Table 5: Walk through IPRG model workflow with an example (as the continuation of Table 4)
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