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Abstract

With the advent of Large Language Mod-001
els (LLMs), substantial performance improve-002
ments have been reported across various Natu-003
ral Language Processing (NLP) domains. How-004
ever, further evaluation within specific NLP005
subdomains remains necessary. This study in-006
vestigates the effectiveness of GPT-based ada-007
002 text embeddings in conjunction with lexi-008
cal features for emotion classification in news-009
paper headlines. Newspapers are chosen, as010
prior research on emotion detection has largely011
concentrated on identifying the emotions ex-012
pressed by the author of a text. Instead, the013
present study shifts the focus towards detecting014
emotional responses of the message recipient.015
To facilitate cross-linguistic comparability, an016
automated translation procedure is proposed017
and implemented on three publicly available, la-018
beled emotion datasets to train supervised emo-019
tion classification models in both English and020
German. For both languages, the trained classi-021
fiers significantly outperform previous bench-022
mark results by over 42%, demonstrating the023
superiority of the chosen approach. In terms024
of language comparison, the English classifier025
achieves a higher performance with an F1 score026
of 0.683 compared to an F1 score of 0.655 of027
the German classifier. To demonstrate the im-028
pact of emotional appeal on human behaviour029
in online marketing, the German classifier is030
applied to a real advertisement setting. This031
application reveals how emotional priming de-032
tected in the newspaper headline influences the033
likelihood of user interaction with the adver-034
tisements placed within the newspaper article.035

1 Introduction036

Recent advancements in transformer-based Large037

Language Models (LLM), notably exemplified by038

OpenAI’s GPT3 (Brown et al., 2020), GPT4 (Ope-039

nAI et al., 2024) and Google’s Gemini (Team040

et al., 2023), have surpassed previous state-of-the-041

art methodologies in most Natural Language Pro-042

Figure 1: Outline of the study method, separated into
a dataset, feature extraction, training, evaluation and
transfer phase

cessing (NLP) tasks (Minaee et al., 2024). Given 043

the need to reassess previous approaches and find- 044

ings in light of these advancements, this study fo- 045

cuses on classifying readers’ emotional responses 046

to written text. The digitized marketplace repre- 047

sents a critical area of interest for leveraging emo- 048

tional appeal in textual content, as emotional en- 049

gagement plays a pivotal role in influencing human 050

behaviour and marketing effectiveness (Choi et al., 051

2016; Poels and Dewitte, 2019). Therefore, the 052

domain of online marketing is chosen to showcase 053

the practical relevance of detecting reader emotion. 054

Whereas traditional advertisement revolves 055

around addressing wide ranges of potential cus- 056

tomers by trying to appeal to a cross-section of so- 057

ciety, the digitized marketplace allows for a highly 058

individualized targeting, aiming for an optimal 059

advertisement-person fit (Strauss et al., 2005). Con- 060

sequently, online marketing is faced with the core 061

challenge of identifying and addressing user pref- 062
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erences to tailor advertisements accordingly. Since063

user preference itself is a latent construct that is064

hard to measure, it is commonly approximated by065

human behaviour (Otamendi and Martín, 2020).066

In this work, emotion is considered an anticipa-067

tory factor in consumer action tendencies due to068

its assumed link to human decision making and069

behaviour, as supported by psychological and evo-070

lutionary theories. In psychology, the Functional071

Theory of Emotions states that situational emotional072

appraisals lead to certain states of action readiness,073

enabling adaptive behavioural responses (Frijda,074

1986). Evolutionary psychology postulates that075

different emotions emerged as responses to spe-076

cific adaptive problems relevant in the ancestral077

environment, leading to distinct action tendencies078

depending on the experienced emotion (Cosmides079

and Tooby, 2000). Therefore, this work aims to080

classify emotional appeal in newspaper headlines081

in order to anticipate consumer behaviour.082

This paper (a) combines and translates pre-083

existing labeled datasets for emotion detection tai-084

lored to online marketing, (b) provides benchmark085

results for the classification of reader emotion by086

training supervised models on LLM-derived text087

embeddings and lexical emotion features, (c) ex-088

amines the applicability and generalization of the089

resulting model to other languages by compar-090

ing classification results for German and English091

texts and (d) analyzes the expected emotional re-092

sponse pattern in online marketing by applying the093

trained classifier to a German advertisement use094

case where data on user activation is available.095

2 Related Work096

2.1 Advancements in Text Emotion097

Classification098

Research interest in emotion classification based099

on text has been prominent in the field of NLP100

for the past decades (Canales and Martínez-Barco,101

2014). Early work was dominated by lexicon-based102

approaches (Hartmann et al., 2019) that primarily103

involved counting the number of words relating104

to a certain emotion. The overall emotion of a105

text is then determined by identifying the emotion106

with the maximum emotion word count. The NRC107

Word-Emotion Association lexicon1 is the largest108

publicly available emotion lexicon to date, cover-109

ing over 14,000 English words assigned to one or110

more of eight possible emotions. Due to its size and111

1National Research Council, 2011

availability in 108 languages, it is a popular choice 112

among NLP researchers for emotion classification 113

tasks. Although lexicon-based approaches are a 114

straightforward and rule-based algorithm, they are 115

constrained by their lack of contextual sensitivity 116

and are dependent on the quality and comprehen- 117

siveness of their underlying lexicon. This limita- 118

tion often results in challenges when addressing 119

language-specific jargon (Bandhakavi et al., 2016). 120

In addition to lexical approaches, the usage of 121

text embedding techniques has come to dominate 122

the field of text classification and continues to be 123

steadily refined. Early approaches predominantly 124

rely on Bag-of-Words (BoW) techniques, which 125

disregard the sequential order of words in a text 126

and use a word-to-document matrix that records 127

frequency counts, often weighted by the word’s 128

overall frequency within the text corpus. The most 129

notable example of BoW techniques is the Term 130

Frequency–Inverse Document Frequency (TF-IDF) 131

algorithm (Jones, 1972). While TF-IDF captures 132

more information at the word level than lexicon- 133

based approaches by assigning a static weight to 134

each word’s importance across the corpus, it still 135

cannot incorporate contextual information, as it 136

fails to define semantic links between words. To 137

address this limitation, Facebook’s FastText model 138

(Bojanowski et al., 2017) was an early adopter of 139

deep neural network architectures to use n-gram 140

character sequences rather than as isolated tokens 141

as input. This method enables FastText to cap- 142

ture morphological information about words and 143

handle out-of-vocabulary words more effectively 144

compared to traditional BoW models, providing a 145

lightweight model to capture contextual dependen- 146

cies. 147

In a recent evolutionary step, the development 148

of transformer-based architectures (Vaswani et al., 149

2017) has laid the foundation for the current state- 150

of-the-art performance of LLMs. These architec- 151

tures enable the processing of input sequences of 152

variable length while effectively capturing long- 153

range dependencies and contextual information, 154

resulting in context-sensitive and semantically rich 155

vector representations. Notable examples include 156

Google’s BERT (Devlin, 2018) and OpenAI’s ada- 157

002 (ADA) model, which surpasses the previously 158

leading OpenAI embedding model, text-similarity- 159

davinci-001, in most tasks related to text similarity 160

and classification2. The enhanced capabilities of 161

2OpenAI blog
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LLMs also facilitate in-context learning in addition162

to embedding extraction, where models generate163

predictions based on contexts augmented with only164

a few examples (Dong et al., 2024). While this165

new paradigm addresses traditional challenges in166

machine learning, such as the need for large train-167

ing datasets, it tends to underperform in tasks like168

text emotion classification when compared to fine-169

tuned, supervised models (Basile et al., 2021).170

2.2 Recent Approaches to Emotion171

Classification172

In line with the outlined development in the field173

of NLP, the integration of embeddings into classifi-174

cation approaches has gained prominence in recent175

years. Gupta and Yang (2018) proposed the Crys-176

talFeel model, which predicts the four emotions177

fear, anger, sadness and joy. The team utilized a178

total of 7,100 manually annotated English tweets179

for training. The proposed approach relies on a180

feature combination of FastText embeddings, TF-181

IDF embeddings, lexicon-based and linguistic3 fea-182

tures. The resulting model performed best when all183

feature sets were included, with the lexicon-based184

feature and FastText embeddings yielding the best185

predictive performance. By contrast, the TF-IDF186

embeddings showed lower predictive power, while187

linguistic features contributed negligible predictive188

capabilities to the model.189

Babanejad et al. (2019) investigated the impor-190

tance of emotions expressed within 360,000 Cana-191

dian newspaper articles for predicting user interest192

in the read article. In addition to TF-IDF embed-193

dings, the model relies on a set of linguistic and194

lexicon-based features. The experiments indicate195

that the inclusion of these emotion features con-196

tributes substantially to the model’s performance in197

predicting user interest, suggesting that the chosen198

features are effective at capturing and representing199

emotional content based on newspaper articles.200

With the advent of transformer-based text pro-201

cessing, Adoma et al. (2020) evaluated BERT’s202

(Devlin, 2018) capabilities for emotion classifica-203

tion on the English ISEAR (Scherer and Wallbott,204

1994) dataset, consisting of over 7,000 emotional205

expressions from the author’s perspective. For the206

task of classifying seven distinct emotions, BERT207

outperformed previous classification results on this208

dataset, demonstrating the promising potential of209

transformer-based embeddings.210

3linguistic markers like punctuation or orthography

Recently, Kheiri and Karimi (2023) evaluated 211

the performance of GPT-based embeddings for sen- 212

timent classification. Building on the ADA model, 213

the team trained a classifier on 60,000 labelled sen- 214

timent tweets. The conducted evaluation revealed 215

that the chosen approach (F1 = 0.87) outperformed 216

BERT embeddings (F1 = 0.73), that were utilized 217

as a comparative benchmark, substantially. In their 218

future work section, the authors propose further 219

investigation of ADA embeddings, specifically call- 220

ing for their application to emotion detection. 221

In summary, past work on textual emotion detec- 222

tion has demonstrated the potential of feature com- 223

binations, especially when combining embeddings 224

with lexicon-derived features (Gupta and Yang, 225

2018; Babanejad et al., 2019). Among these em- 226

beddings, transformer-based embeddings show the 227

best performance, with ADA embeddings outper- 228

forming BERT embeddings for sentiment classifi- 229

cation (Kheiri and Karimi, 2023). This observation 230

allows for the hypothesis that ADA embeddings 231

exhibit equally superior performance for emotion 232

classification. However, it can be noted that former 233

approaches rely mostly on easily available data, 234

such as twitter posts. Consequently, a significant 235

imbalance is noted with a predominant focus on the 236

author’s emotions, while the recipient’s perspective 237

receives limited attention. Exceptions, such as the 238

work of Babanejad et al. (2019) utilize newspaper 239

articles and thereby do account for the reader’s per- 240

spective, but do not provide emotion labels and 241

only leverage emotional features to predict user 242

interest. Thus, this study addresses this research 243

gap by predicting readers’ emotional responses to 244

newspaper headlines through the training of a su- 245

pervised classifier, utilizing a synthesis of ADA 246

embeddings and lexical NRC features. 247

3 Emotion Classification Framework 248

This chapter provides details for the developed 249

Emotion Classification Framework as illustrated 250

in Figure 1, consists of a dataset creation, feature 251

extraction, model training & evaluation and trans- 252

fer phase. The final transfer of the trained emotion 253

emotion classifier to real advertisement data will 254

be described separately in chapter 5. 255

3.1 Dataset 256

Emotion taxonomy. For practical and analytical 257

applications, most emotion classification tasks rely 258

on the concept of base emotions and build on vari- 259
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ations of either Ekman’s or Plutchik’s emotion tax-260

onomies (Ekman, 1992; Plutchik, 1984). A promi-261

nent example is the aforementioned CrystalFeel262

(Gupta and Yang, 2018) approach, which limits its263

consideration to the four emotions fear, anger, joy264

and sadness as they are included in both emotion265

taxonomies and are therefore adopted for this work.266

Dataset selection. For this work, only labeled267

emotion datasets of newspaper headlines were con-268

sidered, as they (a) focus on the reader’s emotional269

state rather than the author’s and (b) represent270

prototypical content in which advertisements are271

placed. Focusing on the headline for emotion ex-272

traction is commonly recommended in emotion de-273

tection research. Gupta and Yang (2018) argue that274

the purpose of a newspaper is to catch the reader’s275

interest, which can primarily be achieved by con-276

centrating emotional content in the headlines. This277

is supported by Strapparava and Mihalcea (2007)278

arguing that headlines are designed to provoke emo-279

tions, making them particularly suitable for auto-280

mated emotion recognition.281

With respect to the aforementioned restrictions,282

three datasets were identified: AffectiveText2007,283

by Strapparava and Mihalcea (2007) consisting of284

1,050 English news headlines covering six emo-285

tions; GerSti, published by Dang et al. (2021) con-286

sisting of 1,000 German headlines labeled into nine287

emotion and a neutral class and GoodNewsEvery-288

one, published by Bostan et al. (2019) and con-289

sisting of 5,000 English headlines labeled into 15290

emotion categories and a neutral class.291

Dataset translation. Due to the mixture of En-292

glish and German data sources, an automated trans-293

lation strategy that allows for the evaluation of294

translation quality is required. For scientific ap-295

plications, it is common practice to employ a back-296

translation strategy (Sahin and Dungan, 2014). Af-297

ter translating the text into the target language, a298

back-translation into the original language is per-299

formed. Every pair of original and back-translated300

text is subsequently evaluated manually by an ex-301

pert, judging on semantic equivalence.302

Since manual evaluation is unfeasible for large303

datasets, a novel automatic evaluation of translation304

results is proposed, building on the principles of the305

back-translation approach. As a first step, transla-306

tion is performed using a python API to access the307

Bing translation service4. The resulting translation308

is back-translated, and BERT embeddings are com-309

4translators

puted for both the original and back-translated texts. 310

To replace the expert’s judgement, cosine similari- 311

ties for every pair of original and back-translated 312

embedding vectors are computed and tested against 313

a threshold of 0.85. 314

Applying this approach, 86,4% of GerSti and 315

94% of AffectiveText2007 samples met the thresh- 316

old requirement for the German dataset. For En- 317

glish data, 99% of GoodNewsEveryone samples 318

could be included, resulting in final dataset sizes of 319

3,462 headlines for the English and 3,167 samples 320

for the German dataset. 321

3.2 Feature Extraction 322

In terms of preprocessing, tokenization, lemmatiza- 323

tion, stop-word and special-character removal were 324

performed. TF-IDF features (Jones, 1972) were 325

extracted from the preprocessed text by comput- 326

ing uni- and bigrams, limited to the 1,000 most 327

frequent occurrences. ADA embeddings were in- 328

ferred using the OpenAI API to access the text- 329

embedding-ada-002 model which returns a 1,536- 330

dimensional embedding representation of text in- 331

put. The features were extracted directly from the 332

unprocessed, raw text to align with the data struc- 333

ture on which the ADA model was trained (Kaplan 334

et al., 2020). 335

To extract lexical features, language specific ver- 336

sions of the NRC Word-Emotion Association Lex- 337

icon were used on the preprocessed input text. In 338

total, 30 NRC features were extracted. The lexi- 339

con includes eight emotions as well as two classes 340

that capture positive or negative word connotations. 341

To extract features, relative frequencies of emotion 342

words for each of the ten categories were counted, 343

accounting for different headline lengths by nor- 344

malizing the resulting feature to a solution space 345

of 0-1. Additionally, for every word in a head- 346

line and for every word in the NRC lexicon, Fast- 347

Text embeddings were computed, as they allow for 348

good semantic representation at the word level (Bo- 349

janowski et al., 2017). The NRC embeddings were 350

used to compute a class centroid embedding for 351

each of the ten classes, encapsulating a vectorized 352

representation for each emotion class. For each 353

headline, the average distance of all input words 354

to the class centroids were computed using cosine 355

similarities, resulting in additional ten features. 356

To capture information on mixed emotions, four 357

new classes were computed. The first class evalu- 358

ates whether a word is only assigned to one emotion 359

by the NRC, whereas the second class measures if 360

4
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Classifier (Features) English German
Train F1 Val F1 Train F1 Val F1

SVM (TF_IDF) 0.948 0.467 0.923 0.430
SVM (NRC) 0.621 0.413 0.610 0.412
SVM (ADA) 0.999 0.699 0.981 0.587
SVM (TF_IDF&NRC) 0.945 0.480 0.935 0.451
SVM (TF_IDF&ADA) 0.987 0.657 0.985 0.600
SVM (ADA&NRC) 0.999 0.701 0.980 0.601
SVM (TF_IDF&ADA&NRC) 0.987 0.667 0.985 0.601
MLP (ADA&NRC) 0.832 0.665 0.820 0.617

Table 1: Performances for feature and model combinations on German and English datasets. The baseline from
Babanejad et al. (2019) is highlighted in italics, and the best performance per language is indicated in bold.

any emotion assignment is present at all. The third361

and fourth classes evaluate if a word is assigned362

to at least two or at least four emotion classes si-363

multaneously. For the four new classes, the same364

feature extraction approaches based on word count365

and embedding centroids were applied, increasing366

the feature size to 28. Lastly, the position of the367

first occurrence of a positively or a negatively la-368

belled word was measured, resulting in a final NRC369

feature size of 30.370

3.3 Model Training371

To identify an optimal classifier, feature combina-372

tions were tested systematically. For this proce-373

dure, Support Vector Machines (SVM) were im-374

plemented for the baseline experiments and were375

subsequently complemented by a multilayer per-376

ceptron neural network (MLP) for the best identi-377

fied feature combination. These supervised models378

were chosen, as they are commonly used for text379

emotion classification (Gupta and Yang (2018);380

Gambino and Calvo (2019); Kheiri and Karimi381

(2023)). As incremental effects are expected from382

feature combinations (Babanejad et al. (2019) and383

Gupta and Yang (2018)), a combination of TF-IDF384

and lexical features as introduced by Babanejad385

et al. (2019), was used for benchmark comparison.386

Table 1 summarizes the results of the iterative387

model training and feature selection process for388

both English and German datasets. The upper389

part of the Table reveals that TF-IDF and NRC390

features, when in isolation, exhibit equal perfor-391

mance with no significant differences between lan-392

guages. In contrast, ADA features, when used in393

isolation, (a) outperform the afrementioned isolated394

features considerably (∆F1English_isolated =395

0.232, ∆F1German_isolated = 0.157) and (b)396

demonstrate varying capabilities depending on the397

language, as reflected by their superior perfor- 398

mance on English data (∆F1English_German = 399

0.112). 400

The middle part of Table 1 reports on classifica- 401

tion results for feature combinations. Compared to 402

the use of isolated features, a further improvement 403

in performance is observed. The highest perfor- 404

mance is achieved by combining ADA and NRC 405

features. Additionally, training a shallow MLP 406

on the identified optimal feature combination im- 407

proved performance on the German dataset, but did 408

not yield any additional benefits for the English 409

dataset. Consequently, a SVM with ADA & NRC 410

features is identified as the best classifier for En- 411

glish data (F1 = 0.701) and a MLP with identical 412

feature configuration for German text (F1 = 0.617). 413

4 Results and Model Evaluation 414

This section provides final performance metrics 415

of the language-specific model configurations that 416

were identified in section 3.3 on the test dataset. 417

To examine the classifiers abilities to differenti- 418

ate between emotion classes, Precision-Recall (PR) 419

curves and F1 scores are presented in Figure 2 and 420

Table 2 at the class level for both language settings. 421

Emotion English German
Test F1

No Emotion 0.515 0.479
Joy 0.798 0.758
Anger 0.711 0.667
Sadness 0.664 0.612
Fear 0.721 0.685

Table 2: Test data performance of the respectively best
classifier for both languages (SVM (ADA&NRC) for
german and MLP (ADA&NRC) for english data) on
class level
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(a) English classifier (b) German classifier

Figure 2: Precision-Recall curves on emotion class level for both English and German classifiers.

The PR curves reveal a consistent pattern in both422

cases, as shown in Figures 2a and 2b: The neutral423

category no emotion proves to be the most chal-424

lenging to distinguish, as evidenced by the worst-425

performing PR curves and the lowest F1 scores426

for both languages. The three emotions sadness,427

fear, and anger perform comparably well and sig-428

nificantly better than the neutral class, with PR429

curves closest to the micro-averaged PR curve for430

the entire classifier. The emotion joy stands out as431

the best-performing class, being the only positively432

connoted emotion among the base emotions. This433

distinction in emotional polarity may enhance its434

predictive potential, allowing the classifier to more435

accurately assign any positively connoted emotion436

to the class. In contrast, anger, fear, and sadness437

are more likely to be closely intertwined due to438

their primarily negative connotations. The perfor-439

mance of the language-specific models exhibits440

two notable differences: (a) The English classifier441

achieves superior performance at the class level, as442

shown in Table 2. (b) For the German classifier it443

is harder to detect the no emotion class, which is444

illustrated by its low PR curve in Figure 2b.445

Classifier (Features) English German
Test F1

SVM (TF_IDF&NRC) 0.480 0.461
SVM (ADA&NRC) 0.683 0.641
MLP (ADA&NRC) 0.678 0.655

Table 3: Test data performance for the final model for
both languages in comparison to baseline results of Ba-
banejad et al. (2019). Best performances per language
are highlighted in bold.

To summarize the overall classification results, 446

Table 3 compares the language specific model 447

performance to the baseline approach of Babane- 448

jad et al. (2019). As detailed in Section 3.3, the 449

SVM demonstrates the best performance for the En- 450

glish dataset, while the MLP excels for the German 451

dataset. Consequently, both model architectures 452

were applied to the test dataset. As emphasized 453

in bold, these language-specific model configura- 454

tions also achieve the best results on the test data. 455

Both models significantly outperform the baseline 456

approach, with an improvement of ∆F1 = 0.203 457

for the English classifier and ∆F1 = 0.194 for 458

the German classifier, representing a relative per- 459

formance increase of over 42%. Additionally, 460

the language-dependent effect of increased perfor- 461

mance for English text, already found during the 462

training process on validation data, is replicated 463

with a ∆F1 of 0.028. 464

5 Model Transfer 465

In the final phase, the resulting German emotion 466

classifier was used to predict emotions for 4,528 467

newspaper headlines that had been used for adver- 468

tisement and were published in the second half of 469

2023. For these headlines, user interactions with 470

the advertisements are recorded. An interaction is 471

considered an impression once the advertisement 472

has fully appeared within the reader’s visual field, 473

allowing for the actual processing of the advertise- 474

ment contents. For each recorded impression, user 475

interaction with the advertisement is measured by 476

a click on the advertisement canvas. The average 477

click rate across all sessions is called the Click- 478

6



Through-Rate (CTR) and represents the percentage479

of all instances that resulted in a click on the ad-480

vertisement. To evaluate the impact of emotional481

exposure on user behaviour in online marketing,482

CTR differences between emotion classes are ana-483

lyzed.484

5.1 Quantitative Evaluation485

The resulting class distribution reveals consider-486

able imbalance: 74.7% (3,383) of the headlines487

were classified as no emotion, 15.3% (695) as joy,488

4.6% (206) as anger, 2.9% (133) as sadness and489

2.5% (111) as fear. Given the high variance in490

user interaction rates for each article (mean=146491

impressions per article with std=2,336), the total492

impression counts for each class are illustrated in493

Figure 3, showing a slight divergence from the arti-494

cle class distribution (no emotion: 58%, joy: 30.1%,495

anger: 7.3%, sadness: 1.9%, fear: 2.7%), while496

maintaining the overall trend of class imbalance.497

Figure 3: Application of the classifier to German news
headlines used for advertisement. Left x-axis illustrates
class level CTR, right x-axis sums the total amount of
measured, visible impressions. Global benchmark refers
to the average CTR over all emotion categories.

Figure 3 illustrates the CTR for each emotion498

class based on all measured impressions. Notably,499

the neutral class closely aligns with the average500

CTR (global benchmark), which is expected due501

to its predominance in the dataset. Aside from502

the neutral class, the categorization of emotions503

introduces notable variance to the CTR, highlighted504

by two key observations: (a) Best performance is505

achieved by the positively connoted emotion joy,506

surpassing the average CTR of 1.45% by a ∆ of507

0.3%. (b) Negatively connoted emotions seem to508

result in lower interaction rates, with all falling509

below the average CTR. Among them, only fear510

comes close to the average CTR, whereas anger 511

and sadness yield interaction rates below 1%. 512

Besides the consideration of positive or negative 513

emotional tone, the findings also support claims of 514

varying interaction rates in social media depending 515

on the arousal an emotion induces. Prior work by 516

Berger and Milkman (Berger, 2013; Berger and 517

Milkman, 2012) indicate that emotions associated 518

with high arousal (such as anger, fear, excitement 519

or amusement) lead to higher interaction likeli- 520

hoods in internet communication. To apply this 521

to the current study and the used emotion classes, 522

joy, anger and fear can be considered emotions 523

with high arousal potential. Empirically, all of 524

them show higher interaction rates compared to the 525

emotion with low arousal potential (sadness). 526

5.2 Qualitative Evaluation 527

Since the model transfer involves applying the clas- 528

sifier to unlabeled data, a proper and quantitative 529

evaluation of prediction quality is not possible. In- 530

stead, this section presents illustrative cases to high- 531

light specific classification challenges, segregated 532

into three identified areas. 533

Introspection and Protagonist-Reader confu- 534

sion. Identifying the emotion an article evokes in 535

the reader poses inherent challenges. The classifier 536

must distinguish between the reader’s emotional 537

response and that of the article’s protagonist. Addi- 538

tionally, it needs to infer the reader’s introspective 539

emotional state - a task that is difficult to achieve 540

with limited contextual information. To illustrate 541

these challenges, the following examples5 are pro- 542

vided: 543

1. Sudden aggression towards brother after med- 544

ical treatment! 545

2. Climate researchers certain: 1.5 degree limit 546

will be exceeded for decades 547

For headline 1, the classifier detects anger, fail- 548

ing to distinguish between the protagonist’s ag- 549

gression and the reader’s emotional response. For 550

headline 2, the dominant emotion classified is fear, 551

which is questionable without additional informa- 552

tion about the reader’s political orientation or the 553

assessment of the personally perceived threat of cli- 554

mate change. Thus, gaining introspective insights 555

5All example headlines were published in German news-
papers and are displayed in their translated version for the
purpose of this paper
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into the reader’s mindset would be crucial for ac-556

curately determining the emotion the headline is557

likely to evoke in the reader. This introspective558

uncertainty becomes particularly challenging when559

dealing with polarizing topics such as politics.560

Disambiguation. Confusion among the three561

negatively connoted emotions is notable, which562

aligns with the quantitative findings reported in563

Section 4. For illustration, consider the following564

headlines:565

3. Nurse gave deadly pain patch - suspended566

sentence567

4. Smugglers allegedly forced fugitives off speed-568

boat - four dead569

In both cases 3 & 4, the classifier detects sadness.570

However, distinguishing between the negative emo-571

tions appears to be challenging, as both fear and572

anger could also be relatable emotional responses573

to these headlines.574

Topic matching. The classifier demonstrates a575

tendency to associate specific topics with particular576

emotions. For example, political content is pre-577

dominantly classified as anger, reports of personal578

tragedy and death as sadness (see headlines 3 &579

4), and report of global catastrophes as fear. This580

suggests the presence of a confounding variable581

headline topic, that likely influences the emotion582

classification.583

6 Conclusion584

This paper contributes to research on textual emo-585

tion classification, as it (a) provides to the best586

knowledge of the authors a novel approach for587

translating and evaluating text corpora by utilizing588

back-translation and cosine similarity as quality589

control measure and (b) contributes to the sparse590

body of research on reader emotion detection in591

text. (c) By comparing classifier performances on592

German and English versions of a shared dataset, it593

provides benchmark results for multilingual emo-594

tion classification, demonstrating the superior per-595

formance of the English classifier. (d) Using su-596

pervised models for emotion classification that597

combine ADA embeddings with lexical features598

substantially enhances performance compared to599

benchmark approaches by approximately 42%. (e)600

The study empirically supports the significance of601

consumer emotion in online marketing by high-602

lighting how varying interaction rates for advertise-603

ments are influenced by the emotional context of 604

the advertisement. 605

7 Limitations 606

Given that emotional responses are latent and 607

highly subjective, attaining unambiguous and ob- 608

jective classification results is hardly achievable. 609

This was illustrated in Section 5.2 and is also sup- 610

ported empirically, as all of the employed datasets 611

report low inter-rater reliability (r = 0.51 over all 612

three datasets). Consequently, the classification ac- 613

curacy attainable by machine learning algorithms is 614

inherently constrained by the degree of agreement 615

among human annotators. 616

Furthermore, the imbalance in emotional polar- 617

ity within the base emotions appeared to affect 618

classification performance at the class level. Thus, 619

these findings could serve as a foundation for fu- 620

ture research aimed at developing a more balanced 621

set of base emotions, with a more equitable distri- 622

bution of emotion polarity. 623

While this study is confined to using newspa- 624

per headlines for predicting user emotion, future 625

research should incorporate additional information. 626

Specifically, future work should (a) analyze the 627

emotional tone of advertisements to explore poten- 628

tial interaction patterns between the emotional ap- 629

peal of advertisements and that of newspaper head- 630

lines, and (b) adopt a multi-modal approach that 631

considers both textual and visual features. Given 632

that images in newspaper articles may convey emo- 633

tional appeal that either complements or interacts 634

with the emotional message of the text, integrating 635

these visual elements could provide a more com- 636

prehensive understanding of emotional impact on 637

the reader. 638
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