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Abstract

Variational inference (VI) seeks to approximate a
target distribution 7 by an element of a tractable
family of distributions. Of key interest in statis-
tics and machine learning is Gaussian VI, which
approximates m by minimizing the Kullback—
Leibler (KL) divergence to m over the space of
Gaussians. In this work, we develop the (Stochas-
tic) Forward-Backward Gaussian Variational In-
ference (FB—GVI) algorithm to solve Gaussian
VI. Our approach exploits the composite struc-
ture of the KL divergence, which can be writ-
ten as the sum of a smooth term (the potential)
and a non-smooth term (the entropy) over the
Bures—Wasserstein (BW) space of Gaussians en-
dowed with the Wasserstein distance. For our pro-
posed algorithm, we obtain state-of-the-art con-
vergence guarantees when 7 is log-smooth and
log-concave, as well as the first convergence guar-
antees to first-order stationary solutions when 7
is only log-smooth.

1. Introduction

Variational inference (VI) (Blei et al., 2017; Knoblauch et al.,
2022) has emerged as a tractable alternative to computation-
ally demanding Monte Carlo Markov Chain (MCMC) meth-
ods. Of particular interest is the problem of Gaussian VI, in
which we approximate a given distribution = x exp(—V),
where V' is a smooth function, by the solution to

argmin KL(p| ), ()
nEBW(R4)

where KL denotes the Kullback—Leibler divergence and
BW(RRY) the set of Gaussian distributions over R? (see
Section 4.1 for formal definitions). Indeed, Gaussian VI
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has shown superior performance in practice, especially in
the presence of large datasets, see, for example, Barber &
Bishop (1997); Seeger (1999); Honkela & Valpola (2004);
Opper & Archambeau (2009); Quiroz et al. (2022).

In the literature on Gaussian VI, strong statistical prop-
erties have been shown for the solutions to Problem (1),
see, for example, Chérief-Abdellatif et al. (2019); Alquier
& Ridgway (2020); Katsevich & Rigollet (2023). For in-
stance, Katsevich & Rigollet (2023) showed that Gaussian
VI outperforms Laplace approximation for the estimation
of the mean of w. Besides, consider the case where 7 is
the posterior distribution of a sufficiently regular Bayesian
model. Then, the Bernstein—von Mises theorem (see Van der
Vaart (2000, Chapter 10) and recent non-asymptotic re-
sults (Kasprzak et al., 2022; Spokoiny, 2022) state that 7
is well-approximated by a Gaussian distribution, with the
mean given by any asymptotically efficient estimator of the
true parameter, and covariance matrix given by the inverse
Fisher information matrix. These results collectively pro-
vide abundant motivation for efficiently computing the best
Gaussian approximation of the target 7 (Problem (1)).

We hence focus on the optimization aspect of Gaussian VI,
i.e., solving Problem (1). Several approaches have been pro-
posed which we summarize in the related works (Section 7).
In particular, Lambert et al. (2022b) recently proposed an
algorithm for Gaussian VI that can be seen as an analog of
stochastic gradient descent for Problem (1) over the space
BW(R?) endowed with the Wasserstein distance, called
the Bures—Wasserstein (BW) space. This viewpoint was
inspired from the theory of gradient flows over the Wasser-
stein space, i.e., the space of distributions endowed with the
Wasserstein distance (Jordan et al., 1998; Ambrosio et al.,
2008). Moreover, this viewpoint has been instrumental for
many problems in probabilistic inference (see the related
works in Section 7). However, from an optimization stand-
point, the approach of Lambert et al. (2022b) relying on
the BW gradient of the objective is not the most natural
one. Indeed, over the BW space, the objective functional
KL(- || ) is composite: it can be canonically decomposed
as the sum of a “smooth” term called the potential and a
“non-smooth” term called the entropy.

The composite nature of the KL divergence has inspired
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more than two decades of research on forward-backward
methods on the Wasserstein space (see, for example, Jordan
et al., 1998; Bernton, 2018; Wibisono, 2018; Salim et al.,
2020). Unfortunately, this line of work is obstructed by
the computational intractability of the so-called JKO oper-
ator (Jordan et al., 1998) (i.e., the analog of the proximal
operator over the Wasserstein space) of the entropy.

In this paper, we introduce a novel algorithm called (Stochas-
tic) Forward-Backward Gaussian Variational Inference (FB—
GVI). Similarly to Lambert et al. (2022b), the rich dif-
ferential and geometric structure of the BW space com-
prises the linchpin of our approach. However, (Stochastic)
FB-GVI additionally incorporates celebrated ideas from
the literature on composite and non-smooth optimization.
A key insight in this work is that the JKO operator for
the entropy, when restricted to the BW space, admits a
closed form (Wibisono, 2018), and hence leads to an im-
plementable (stochastic) forward-backward (or proximal
gradient) algorithm for Gaussian VI. In turn, it yields new
state-of-the-art computational guarantees for Gaussian VI
under a variety of standard assumptions.

‘We summarize our contributions below.

* We propose a new (stochastic) forward-backward al-
gorithm, (Stochastic) FB-GVI, to solve Problem (1).
The algorithm relies on a closed-form formula for the
JKO operator of the entropy over the BW space.

* We prove state-of-the-art convergence rates for Gaus-
sian VI via our algorithm, leveraging recent techniques
of optimization over the space of probability mea-
sures (Ambrosio et al., 2008).

The rest of our paper is organized as follows. In Section 2,
we clarify our notation and provide some background ma-
terial on stochastic and non-smooth composite optimiza-
tion. In Section 3, we describe the geometric and dif-
ferential structure of the BW space, which is key to per-
forming optimization over BW(R?). Then, in Section 4
we focus on Problem (1) and propose our algorithms: FB—
GVI and Stochastic FB-GVI. The convergence of our algo-
rithms is studied in Section 5 and preliminary simulation
results are provided in Section 6. Finally, we discuss related
works in Section 7 and conclude in Section 8. A Jupyter
notebook containing code for our experiments can be
found at https://github.com/mzydiao/FBGVI/
blob/main/FBGVI-Experiments.ipynb.

2. Background

In this section, we clarify our notation and provide back-
ground on (stochastic) forward-backward algorithms.

2.1. Notation

We will denote the space of real symmetric d x d matrices
by S? and the space of real positive definite d x d matrices
by Si 4. Additionally, we denote the d x d dimensional
identity matrix by I. Throughout, Py(R9) is the set of
probability measures £ over R? with finite second moment
S llz||? du(z) < oc. Let 4 € Po(R?). The space L?(y) is
the Hilbert space of Borel functions f : R? — R? such that

MWW=/W@W@@<w,

endowed with the inner product
()= [ (1(e)9()) dnto)

and the associated norm || f||, = /(f, f),. In particu-
lar, the identity map id : R? — R? belongs to L2(u). If

pu € P2(RY) and T € L?(p), the pushforward measure
of p by T'is denoted by T’ 1. This pushforward measure
satisfies [ @ dTyp = [ (T (x))dp(z) for any measurable
function ¢ : R — R . The subset of Py (R?) of all Gaus-
sian distributions with positive definite covariance matrix
is denoted by BW(R?). For an element ;1 € BW(R?), we
denote its mean by m,, and its covariance matrix by X,.
The notation N (m, X) refers to the Gaussian distribution
with mean m € R? and covariance matrix ¥ € Si 4

2.2. Stochastic and non-smooth convex optimization
over R?

Before introducing optimization concepts on the space of
probability measures, we review some details of stochastic
and convex non-smooth optimization over R<, First, a func-
tion V : R® — R is S-smooth if V is twice continuously
differentiable and its Hessian V2V () is bounded by /3 in
the operator norm, for every x € R?. In particular, V is dif-
ferentiable and its gradient VV' is 8-Lipschitz. In addition,
V satisfies the Taylor inequality

Va4 h) = Vi) — TV @) B < 5 IhP. @)
Consider the optimization problem
min {V(z) + H(z)}, 3)

z€ERY

where V' : R — R is 8-smooth and H : R¢ — R is
convex but potentially non-smooth. To simplify the presen-
tation, we also assume that V' is convex. Because of the
non-smoothness of H, the (sub)gradient descent algorithm
applied to Problem (3) may not converge to a minimizer of
V + H. However, in many situations of interest, the user
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has closed-form expressions' for the proximal operator of
H defined by

. 1
proxy (¢) == argmin { H(y) + 5 |2 = 2} . @)
yeRd 2

Given access to the proximal operator of H and the gradient
of V, the forward-backward algorithm (Bauschke et al.,
2011) is one of the most natural and efficient techniques
to solve Problem (3). The forward-backward algorithm is
written as

Tpt1 = prox, g(zg —nVV(xy)). %)

In machine learning applications, the user often does not
have direct access to VV (z},) because computing the gra-
dient of V is expensive. Instead, the user has access to a
cheaper stochastic estimator gy of VV (zy). In this situation,
the stochastic forward-backward algorithm has been proven
to be an efficient alternative to the forward-backward algo-
rithm (Atchadé et al., 2017; Bianchi et al., 2019; Gorbunov
et al., 2020). In the stochastic forward-backward algorithm,
VV (zy) is replaced by gy as follows:

Tgy1 = ProX, (T — N gr) - (6)

We will now adapt the (stochastic) forward-backward algo-
rithm (6) to the BW space. In particular, the iterate at step k
will no longer be a random variable z, but rather a random
Gaussian distribution pj. Despite the fact that the BW space
is not a Euclidean space, its inherent structure still allows
us to perform optimization, as explained next.

3. The Bures—Wasserstein space

A detailed presentation of the Wasserstein space and its ge-
ometry, which in turn enables optimization over that space,
can be found in Ambrosio et al. (2008). In this section,
we quickly review the BW space and its geometry, hence
providing the requisite tools to perform optimization over
the BW space and solve Problem (1). We start with formal
definitions of the Wasserstein and BW spaces.

3.1. Geometry of the BW space

The Wasserstein space is the metric space P2 (R?) endowed
with the 2-Wasserstein distance Wy (which we simply refer
to as the Wasserstein distance). We recall that the Wasser-
stein distance is defined for every p, v € P2(R4) by

W3 (p,v) = wegﬁﬁ V)/ e —y|* dy(z,y), (D

where C(u, V) is the set of couplings between y and v. The
BW space is the metric space BW(R?) endowed with the

'See proximity-operator.net.

Wasserstein distance Ws. In other words, the BW space is
the subset of the Wasserstein space consisting of all Gaus-
sian distributions with positive definite covariance matrix.

Given p1, v € BW(R?), there exists a unique optimal trans-
port map from y to v, i.e., amap T : R? — R? such that
Typ = vand

wgw»ozijmew%M@» ®)

In other words, the coupling (id, T") 4 1 belongs to C(u, v/)
and attains the infimum in (7). Moreover, since p and v
are Gaussian, 7' is an affine map with symmetric linear
part, i.e., can be written as T'(x) = Sz + b where S € sd
and b € R (Olkin & Pukelsheim, 1982). In particular,
the BW space is a Riemannian manifold where at each
p € BW(R?), the tangent space T,,BW(R?) corresponds
to the space of d-dimensional affine maps with symmetric
linear part. Using that 1 € P2(R?), Typs € Po(R?) implies
T € L?*(u). Therefore, T, BW(R?) is naturally endowed
with the L? (1) inner product, making T,,BW(R?) a finite-
dimensional subspace of L? ().

3.2. Optimization over the BW space

In this section, we review the differential structure of the
BW space. Further background on differential calculus over
the BW space is provided in Appendix A.

3.2.1. A “SMOOTH” FUNCTIONAL

Consider a functional F : BW(R?) — R. We say that F
is differentiable at y if there exists g, € T,BW(R?) such
that for every affine map h,

F((d +th)gp) = F(p) + (g, h)p +o(t) . 9)

In this case, g, is unique, called the Bures—Wasserstein
gradient of F at u, and denoted Vgw F (1) = g,. Given
a B-smooth function V : RY — R, the potential energy
functional V: BW(RY) — R, defined by

V(u) = /Vdu (10)

for every . € BW(RY), is a useful example of a differen-
tiable functional over the BW space.

The next result states that the potential is differentiable and
gives a formula for its BW gradient. The formula for the
BW gradient can be obtained by a straightforward adapta-
tion of Lambert et al. (2022b, Section C.1) (see also Ap-
pendix A.3). Besides, the differentiability of V is well-
established in the literature on the Wasserstein space (Am-
brosio et al., 2008, Theorem 10.4.13); we adapt this to the
BW space.
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Lemma 3.1 (BW gradient of the potential). Consider the
potential functional V in (10) where V is 3-smooth. Then,
V is differentiable at |1 and the following Taylor inequality
holds: for h affine,

o[ ®

V(i + h) ) = V(i) = (VewV(n), h)ul < 5 1AL -

Y

Moreover, the BW gradient of V is known in closed form:
VewV(p) 1z E,VV + (E,V?V)(z —m,), (12)

where m,, = [ xdu(x) is the mean of p.

Proof. The proof of Equation (12) can be found in Lambert
et al. (2022b, Section C.1) (see also Appendix A.3), and the
proof of Inequality (11) can be found in Appendix B.1. [

Inequality (11) is stronger than differentiability and can be
interpreted as the potential V being 5-smooth over the BW
space (note the analogy with Inequality (2)). Inequality (11)
is a consequence of the smoothness of V. As in optimization
over R?, when dealing with a convex but potentially non-
smooth functional, the user may prefer to handle it through
its proximal operator.

3.2.2. A “CONVEX” FUNCTIONAL

We say that F is geodesically convex if for all g, 11 €
BW(R?),

F(po) + (VewF (o), T — id>;to < F(p),

where T is the optimal transport map from g to 1. In this
case, we can introduce an analog of the proximal operator
of F over the BW space, called the Bures—Wasserstein JKO
operator of F (Jordan et al., 1998)2, and defined by (note
the analogy with (4))

13)

1
JKO#(p) == argmin {f(u) + = Wi(p, u)} . (14
VEBW(R4) 2
We want to emphasize that, in our definition (14), the BW
JKO operator is defined over the BW space.

The entropy H is a useful example of a geodesically convex
functional over the BW space. More precisely, the entropy
is defined by

Hu) = / log u(z) du(x) (15)

for every u € BW(RR?), where we identify y with its density
w.r.t. Lebesgue measure.

2In Jordan et al. (1998) the authors define the JKO operator
as an analog of the proximal operator over the Wasserstein space.
Inspired by their definition, we define the JKO operator over the
BW space, and we call it the BW JKO operator.

The next lemma states that the entropy is geodesically con-
vex and gives a formula for its BW JKO operator. The
formula for the BW JKO operator can be obtained by a
straightforward adaptation of Wibisono (2018, Example 7).
Besides, the geodesic convexity of H is well-established
in the literature on the Wasserstein space (Ambrosio et al.,
2008, Remark 9.3.10); we adapt this to the BW space.

Lemma 3.2 (BW JKO of the entropy). Consider the en-
tropy functional H defined in (15). Then, H is geodesically
convex and the following stronger inequality holds: for all
v, o, 1 € BW(Rd)’

H(uo) + (VewH (po) 0 To, Th — To)y < H(pa), (16)

where T}y (resp. T1) is the optimal transport map from v to
Lo (resp. pi1).

Moreover, the BW JKO operator of H is known in closed
form: JKOpy (1) (where n > 0) is a Gaussian distribution
with same mean as |, and with covariance matrix 3, where

1
Si= (S+ 2wl +[S(S+ mnM?y, A
where Y. is the covariance matrix of .

Proof. The proof of Equation (17) can be found in Wibisono
(2018, Example 7), and the proof of Inequality (16) can be
found in Appendix B.2. O

Inequality (16) is stronger than geodesic convexity and is a
consequence of the generalized geodesic convexity of the en-
tropy (Ambrosio et al., 2008, Remark 9.3.10). Finally, (17)
which gives the BW JKO of the entropy in closed form is
remarkable, and is at the core of our approach. As a com-
parison, Salim et al. (2020) proposed an algorithm relying
on the JKO of the entropy over the whole Wasserstein space,
but the latter JKO is not implementable.

4. (Stochastic) Forward-backward Gaussian
variational inference

4.1. Revisiting Gaussian VI

We now restate Problem (1) more formally. We assume
that the target distribution 7 admits a positive density w.r.t.
Lebesgue measure, denoted 7 as well in an abuse of notation.
We write 7 in the form 7 o« exp(—V). Moreover, we
assume that the function V : R¢ — R is $-smooth. Recall
that the KL divergence is defined for every n € BW(R?) as

KL(x || ) :/1og ) 4 (18)

7(x)
Recall that our goal is to solve Problem (1). We denote F =

V +H as the sum of the potential (associated to the function
V') and the entropy. Then, a quick calculation reveals that
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F(p) — F(m) = KL(p || 7). Since F () is a constant (i.e.,
does not depend on p), Problem (1) is equivalent to

min | V() + H(w) (19)

pEBW(R?

4.2. Proposed algorithm

Recall that the potential V is “smooth” over the BW space
and that the BW gradient of VV admits a closed form
(Lemma 3.1). Recall also that the entropy H is “convex”
over the BW space and that the BW JKO of H admits a
closed form (Lemma 3.2). To solve the equivalent prob-
lem (19), a natural idea is to adapt the forward-backward
algorithm to the BW space. This leads to the following
Forward-Backward Gaussian Variational Inference (FB—
GVI) algorithm (note the analogy with (5)):

P+t = (id =7 VewV(pk)) 4Pk , (20)
Pe+1 = JKOnH(PlH-%) . (21)

The backward step (21) is tractable using (17). Although
the forward step (20) also admits a closed form, the forward
step involves computing integrals of VV and V2V w.r.t. py,
see (12). These integrals can be intractable. Therefore, we
propose to build a stochastic estimate g of VewV(pk), L.e.,
a stochastic gradient, by drawing a random sample from py.
The resulting algorithm is called Stochastic FB-GVI, and
can be written as

Pryy = (d = ngr)gpr,
Pi1 = JKOyp(pry 1) (22)
where gy, is the random affine function defined by
g = VV(XR) + VAV(X) (o —my),  (23)

where Xk is sampled from py (i.e., X ~ pr) and my, =
J x dpy(z) is the mean of py.

Stochastic FB—-GVI is an analog, over the BW space, of
the stochastic forward-backward algorithm (note the anal-
ogy with (6)). In particular, (px)ren defined by (22) is a
sequence of random Gaussian distributions, i.e., random
variables with values in BW(RY). We denote the mean
(resp. covariance matrix) of py by my, (resp. Xi). FB—GVI
and Stochastic FB—GVI can be implemented in terms of the
means and the covariance matrices of the iterates py. The
iterations of FB—GVI and Stochastic FB-GVI in terms of
my, and X, are given in Algorithm 1. Efficient algorithms
developed for computing the matrix square-root (see, for
example, Pleiss et al. (2020); Song et al. (2022)) can be
leveraged to improve the per-iteration complexity.

5. Convergence theory

In this section, we study the convergence of FB—-GVI and
Stochastic FB—GVI using their equivalent forms (20)—(21)

Algorithm 1 FB-GVI and Stochastic FB-GVI
Require: Step size n > 0; Iteration count N; Initial distri-
bution pg = N (mg, %)
fork=0to N —1do
if FB-GVI then
by + E, VV, S, + E,, V2V
else if Stochastic FB-GVI then
draw X, ~ N(mg,Xg)
b «— VV(X1), Sp « V2V (Xy)
end if
Mp41 < Mmi — Ny
Mk+1 —I— n Sk
Spas ¢ Mip1 Xp My
kg1 %(Ek-;-% 2+ [Ey 1 (B + nl)]?)
end for
output py = N(mpy,Xn)

and (22). We will make use of standard complexity nota-
tions, such as >, <. We also denote by # = N (m, f]) a
solution of Problem (1) (i.e., a minimizer of the KL objec-
tive), and we let %, denote the o-algebra generated up to
iteration k (but not including the random sample X ~ Dk
in Stochastic FB-GVI).

We consider several assumptions on V. Given o € R, V' is
a-convex if af < V2V. If a = 0, V is said to be convex,
and if o > 0, V is said to be (a-)strongly convex. For
either algorithm, define the (random) error function (see the
definitions of by and S in Algorithm 1) as

er: x> (S — Ep, V2V) (2 — my) + (b — E,, VV),

and denote its expected L?(py) norm by o7 := E[| ey, ||127k |
F1]. The expectation is taken over the possible random-
ness of (b, Sk) (i.e., over the randomness of X,). For
Stochastic FB-GVI, e;, = gx — VawV(pk), where gy, is
defined by (23). Since Ele, | Zi] = 0 (i.e., the BW
stochastic gradient is unbiased), 0,3 is the conditional vari-
ance of the BW stochastic gradient at iteration k. For FB—
GVL e, = VewV(pr) — VewV(pr) = 0, hence o5, = 0.
Our analysis of FB—-GVI and Stochastic FB—GVI relies on
the following unified one-step-inequality for the iterates
(pk)ken of both (20)—(21) and (22).

Lemma 5.1 (One-step inequality). Suppose that V' is «o-
convex and 3-smooth. Let (py)ren be the iterates of FB—
GVI (20)—(21) or Stochastic FB—GVI (22). Let n > 0 be

such that
1
n<h
28

Then, for all v € BW(R?),

ifor =0 (FB-GVI)

else .

EW3 (prt1,v) < (1 — an) EW3 (pk, v)
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— 20 E[F (prt1) — F(v)] + 20 Eoj .
(24)

Proof. The proof is given in Appendix C. O

This one-step inequality is similar, by replacing the Wasser-
stein distance by the Euclidean distance, to the one-step
inequality classically used in the analysis of the stochastic
forward-backward algorithm (Gorbunov et al., 2020). The
proof of Lemma 5.1 heavily employs the differential and
geometric structure of the BW space presented in Section 3.

5.1. Convergence of FB-GVI

In this section, (pg ) ken is the sequence of iterates defined by
FB-GVI ((20)—(21)). We obtain corollaries of Lemma 5.1
by setting o, = 0 in (24), when V' is convex or strongly
convex.

Theorem 5.2 (Convex case, FB—GVI). Suppose that V is
convex and [3-smooth and that 0 < n < % Then,

Flow) - Fr) < L2220,
In particular, when n = % and N 2 M, we obtain
the guarantee
Flon) — F(ir) < €.
Proof. The proof is given in Appendix E.1. O

Next, we establish the convergence of (py) to a minimizer
of Problem (1).

Theorem 5.3 (Asymptotic convergence). Suppose that V' is
convex and [3-smooth and that 0 < n < % Then, there ex-
ists a minimizer T of Problem (1) such that W (py, 7y) —
0ask — oo.

Proof. The proof is given in Appendix E.2. O

Note that Theorem 5.3 does not follow from Theorem 5.2.
Indeed, Theorem 5.2 only implies the weak convergence of
(Pk)j>( to the set of minimizers of Problem (1). The ex-
istence of a single minimizer 7, to which the sequence
(Pr)>o converges follows from the one-step inequality
(Lemma 5.1) applied with n < % and from recent results
on the topology of the Wasserstein space (Naldi & Savaré,
2021).

Theorem 5.4 (Strongly convex case, FB—-GVI). Suppose
that V' is a-strongly convex and [3-smooth, and that 0 <
n < % Then,

W3 (pn, %) < exp(—aNn) W3 (po, 7) -

In particular, when n = + and N > g log 72('70’7}), we
B ~ a P
obtain the guarantees

aWi(un,7) <e?, and F(pan) — F(7) <e2.

Proof. The proof is given in Appendix E.3. O

Theorem 5.2 states the sublinear convergence of FB—-GVI
for a convex V' (in terms of objective gap) and Theorem 5.4
states the linear convergence of FB—GVI for a strongly
convex V. The convergence rates are of the same order as
the convergence rates of the deterministic forward-backward
algorithm over R% (Gorbunov et al., 2020).

Finally, we also extend our results to the non-convex case,
where we obtain a stationary point guarantee.

Theorem 5.5 (Non-convex case, FB-GVI). Suppose that V
is B-smooth, and that 0 < n < % Let A == F(po) — F(7).
Then,

5 150A
< —.

min [|[VewF (pr)ll,, < N

ke{0,...,N—1} Pk

In particular, when n = % and N 2 i—QA, we obtain the

guarantee

i IVewF (e, <& 25
ké{Of-r-l.l,IJlV—l}H BwF (Pe)ll,, <€ (25)
Proof. The proof is given in Appendix E.4. O

To the best of our knowledge, this is the first stationary point
guarantee for Gaussian VI. The relevance of this result is
that according to Katsevich & Rigollet (2023), the favorable
statistical properties of Gaussian VI arise, not due to the
global minimization of the objective in (1), but rather from
the first-order optimality (25). Hence, Theorem 5.5 can be
viewed as an algorithmic result for posterior approximation,
even in the non-log-concave setting.

We also remark that in Theorem 5.5, although we assume
that V' is smooth, it does not imply that the objective F
is smooth over the Bures—Wasserstein space, due to the
presence of the entropy term . In fact, the proof of Theo-
rem 5.5 requires a careful control of the eigenvalues of the
iterates of FB-GVL.

5.2. Convergence of Stochastic FB—-GVI

In this section, (py)ken is the sequence of iterates defined
by (22). To use Lemma 5.1, we first prove a bound on o,zc,
the variance of the BW stochastic gradient.

Lemma 5.6. If'V is convex and 3-smooth, then

07 < 68d + 123% Amax (3) W2 (p, 7) .
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Moreover, if V is a-strongly convex, the bound above be-
comes

1253

o2 < 643d+ W2 (pp, 7).

Proof. See Appendix F.1. O

The bound on o7 is reminiscent of the common assumption
made in the literature on stochastic gradient algorithms over
R?, that the stochastic gradient has sublinear growth (Kush-
ner & Yin, 2003; Bottou et al., 2018). We emphasize that we
do not assume this sublinear growth. Instead, Lemma 5.6
proves the sublinear growth for the BW stochastic gradient
used in Stochastic FB—GVI. Next, we obtain corollaries of
Lemma 5.1 for Stochastic FB-GVI by controlling o with
Lemma 5.6.

Theorem 5.7 (Convex case, Stochastic FB-GVI). Suppose
that V' is convex and 3-smooth and that 0 < n < 5= Deﬁne

c = 24B3Amax(2). Then,
E . s
[ke min F (pr)] — F(7)

N + 2en Wi (po, 7) + 128nd .

In particular, for sufficiently small values of €% /d and with

vaﬁ-) v6d7
07ﬁ) deW22(p07ﬁ-)
e

)
we obtain the guarantee

i — F(#) <2,
E[ke{llr}.l{l,N} Flpr)] - F(7) <e

Proof. See Appendix F.3. O

Theorem 5.8 (Strongly convex case, Stochastic FB-GVI).
Suppose that V' is a-strongly convex and [3-smooth, and that

n < 48[35 Then,

248nd

N
EWS (pv, 7) < exp( =57 ) WE(po, ) +
In particular, for sufficiently small values of €% /d and with
2

_ € 5d aWZQ(pOJAT)
77/\@, and NZ@IOgT7

we obtain the guarantee

aEWZ(pn,7) + E[ke{{nin Flpy)] — F(7) < 2.

Proof. See Appendix F.4. O

To our knowledge, Theorem 5.7 is the first result to provide
a complexity result in terms of the objective gap in Prob-
lem (1), for log-smooth log-concave target distributions.
Moreover, Theorem 5.8 improves upon the state-of-the-art
obtained in (Lambert et al., 2022b) for strongly log-concave
target distributions. In particular, ignoring logarithmic fac-
tors, their iteration complexity (when written in a scale-

invariant way) reads O( a252) whereas ours reads 6(%)
Note that the linear dependence on the condition number
B/« is to be expected for gradient descent methods. We
remark that our analysis crucially makes use of the proximal
operator (the BW JKO) on the non-smooth entropy in order
to obtain our improved rates.

6. Simulations

In this section, via elementary simulations®, we demon-
strate that FBGVI is implementable, practical and competi-
tive with the Bures—Wasserstein gradient descent (BWGD)
method of (Lambert et al., 2022b). We consider two exam-
ples:

Gaussian targets. For the first experiment, we consider a
scenario where the target density is 7(z) o exp(—3 ((z —
w), 57 (z — p))), where p ~ Unif([0, 1]}°) and ©~! =
U diag [10’9 1078 . 1} UT, with U € R19%10 cho-
sen as a uniformly random orthogonal matrix. In this case,
we have that 7 € BW(IR'?), so the solution to Problem (1)
is precisely =, and furthermore we have that 7 is 107°-
strongly log-concave and 1-log-smooth.

We run FB-GVI and stochastic FB—-GVI with target poten-
tial T o< exp(—V') initialized at py = N (0, I1¢), where I1o
is the 10 x 10 identity matrix. The step size 7 is varied, and
the resulting plots of log KL(py, || ) for different choices of
7 are displayed in Figure 1.

Bayesian logistic regression. We consider the following
generative model: given a parameter # € R?, we draw i.i.d.
samples {(X;,Y;)}"; € (R? x {0,1})" with

X; "YU N(0,1,), Vi | Xi ~ Bern(ef?X0) .

Given these samples {(X;,Y;)},_, and a uniform (im-
proper) prior on 6, the posterior on 6 is given by

= [In(1+€%X7) —v; (0, X5)] .
=1

We run stochastic FB-GVI with 7 « exp(—V) initial-
ized at pg = N(0, I4) with varying step sizes n. Since

3Code for our experiments can be found at https:
//github.com/mzydiao/FBGVI/blob/main/
FBGVI-Experiments.ipynb.


https://github.com/mzydiao/FBGVI/blob/main/FBGVI-Experiments.ipynb
https://github.com/mzydiao/FBGVI/blob/main/FBGVI-Experiments.ipynb
https://github.com/mzydiao/FBGVI/blob/main/FBGVI-Experiments.ipynb

Forward-Backward Gaussian Variational Inference

in this scenario we do not know the true minimizer 7 nor
the normalization constant of 7, we cannot directly compute
KL(ps, || 7) nor W (ps, 7). However, we can still estimate
the objective function F(py) as well as the squared BW
gradient norm E,,, | VewF (py)||> empirically by drawing
samples from py. For each choice of step size 7, we plot our
empirical estimates of F(py) and E,, ||VewF (px) |* over
iterations in Figure 2.

Our results are illustrated in Figure 1 and Figure 2 in Ap-
pendix G. Based on the plots, we make the following obser-
vations:

1. (Stochastic) FB—-GVI performs as well as BWGD, if
not better. In addition, for sufficiently small 7, both
FB-GVI and BWGD attain lower objective than the
Laplace approximation as seen in Figure 2. This obser-
vation was also made in (Katsevich & Rigollet, 2023)
for BWGD.

2. FB-GVI is stable up to much larger step sizes than
BWGD, mirroring the comparative stability of proxi-
mal gradient methods versus gradient descent methods
in Euclidean space, especially when the step size is
large (see, e.g., (Toulis et al., 2016; 2021)).

Our empirical results, combined with our theoretical guaran-
tees, lend convincing evidence in support of using FB-GVI
for Gaussian variational inference.

7. Related works

We now discuss streams of work that are closely related
to ours, and place our work in the context of the larger
literature on sampling and variational inference.

Optimization algorithms for Gaussian VI. Algorithms
for solving Gaussian VI have been considered in Paisley
et al. (2012); Ranganath et al. (2014); Lambert et al. (2022a).
The general approach is to parametrize the set of Gaussian
distributions and to apply Euclidean optimization. In par-
ticular, Alquier & Ridgway (2020) noticed that when 7
is the posterior distribution in a Bayesian logistic regres-
sion, Problem (1) becomes convex with a certain choice of
parametrization. In this case, they also characterized the sta-
tistical properties of the iterates of gradient descent. Other
settings in which the corresponding optimization problem
is convex are provided in Challis & Barber (2013); Domke
(2020). In particular, (Domke, 2020) showed under the pa-
rameterization of (Alquier & Ridgway, 2020), the Euclidean
smoothness/convexity properties of the negative log-density
of the model give rise to the same smoothness/convexity
properties on the parameter space. However, to obtain con-
vergence rates in the stochastic setting, one needs to control
the variance of the stochastic gradient. This non-trivial task

is not carried out in (Domke, 2020). In our work, the re-
quired variance control is established in Lemma 5.6, and
forms a crucial step in obtaining our convergence rates.

Algorithms based on natural gradient methods (Zhang
et al., 2018; Lin et al., 2019; 2020) and normalizing
flows (Rezende & Mohamed, 2015; Kingma et al., 2016;
Caterini et al., 2021) have also been proposed for variational
inference. However, to the best of our knowledge, conver-
gence results for such methods are lacking in the literature.

Finally, the closest related work to ours in this literature is
that of Lambert et al. (2022b), who similarly proposed an
optimization algorithm over the BW space, called Bures—
Wasserstein Stochastic Gradient Descent (BW-SGD), to
solve Problem (1). Their algorithm BW-SGD relies on tak-
ing the gradient of the non-smooth entropy, and in particular
they were only able to provide a (suboptimal) rate of conver-
gence when 7 is strongly log-concave. In this work, we not
only improve upon their convergence rate in the strongly
log-concave case, but also demonstrate a convergence rate
for the log-concave case as well.

Minimization of KL over the Wasserstein space. As
mentioned previously, our approach has roots in the recent
literature on viewing sampling methods as optimization
algorithms over the Wasserstein space.

For example, the Langevin Monte Carlo (LMC) algo-
rithm (Dalalyan, 2017) is an MCMC algorithm to sample
from the target distribution 7. The theory of Wasserstein
gradient flows (Ambrosio et al., 2008) provides the math-
ematical tools to view LMC (and its many variants) as an
optimization algorithm over Wasserstein space. In the case
of LMC, the objective to minimize is KL(- || 7). Therefore,
one can use optimization analysis (over the Wasserstein
space) to show convergence bounds for LMC (Wibisono,
2018; Durmus et al., 2019; Balasubramanian et al., 2022;
Chen et al., 2022; Chewi, 2023).

Stein Variational Gradient Descent (Liu & Wang, 2016; Liu,
2017) is another method that can be seen as an optimization
algorithm for minimizing KL(- || v). SVGD is a determinis-
tic algorithm that drives the empirical distribution of a set of
particles to fit 7w. The iterations of SVGD are computed by
iterating a well chosen map 7" such that 7' — I belongs to a
Reproducing Kernel Hilbert Space (RKHS). Little is known
about the convergence rates of SVGD (Duncan et al., 2019;
Lu et al., 2019; Chewi et al., 2020a; Korba et al., 2020;
Salim et al., 2022; He et al., 2022; Shi & Mackey, 2022).
However, there is an interesting connection between SVGD
and BW-GD (Lambert et al., 2022b): when the number of
particles of SVGD tends to infinity (the “mean-field” limit),
the iterations of BW—GD are equivalent to the iterations
of SVGD if the RKHS is the set of affine functions with
symmetric linear part. We also remark that other heuristic
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algorithms for particle-based optimization over Wasserstein
spaces have been proposed, for example, in (Carrillo et al.,
2019; Alvarez-Melis et al., 2022; Backhoff-Veraguas et al.,
2022; Wang et al., 2022a; Yao & Yang, 2022) without any
non-asymptotic convergence guarantees.

Another closely related work to ours is that of Salim et al.
(2020). In the same vein as our work, they view the objective
KL(- || 7) as a composite functional over the Wasserstein
space. They propose a forward-backward algorithm, in-
volving the JKO of the entropy, with strong convergence
properties. However, they do not discuss the implementa-
tion of the JKO of the entropy. Therefore, to our knowledge,
their algorithm is not implementable. On the contrary, our
algorithm relies on the JKO of the entropy over the BW
space, which is shown to admit a closed form.

(Non—smooth) manifold optimization. Our work is also
morally related to recent works developing efficient algo-
rithms for solving non-smooth optimization problems over
certain manifolds. For example, in the deterministic set-
ting, Li et al. (2021) analyzed the sub-gradient method, Chen
et al. (2020); Huang & Wei (2022) analyzed the proximal
gradient method, Chen et al. (2021) analyzed the proxi-
mal point method, and Wang et al. (2022b) analyzed the
proximal linear method. Stochastic versions were consid-
ered in Li et al. (2022); Wang et al. (2022b). We also refer
to Zhang et al. (2021); Hu et al. (2022); Peng et al. (2022);
Zhang & Davanloo Tajbakhsh (2022) for other recent ad-
vances in non—smooth manifold optimization. Several of the
above works consider the general setting of a Riemannian
manifold. While the BW space is a Riemannian manifold,
it is also a subset of the Wasserstein space, a structure we
leverage in our work to prove our convergence results.

The geometry of the BW space was investigated in Modin
(2017); Malago et al. (2018); Bhatia et al. (2019), and op-
timization over this space has proven to be fruitful for var-
ious applications, see, for example, Chewi et al. (2020b);
Altschuler et al. (2021); Han et al. (2021); Lambert et al.
(2022b); Luo & Trillos (2022); Maunu et al. (2022).

8. Conclusion

We proposed a novel optimization algorithm, (Stochastic)
FB-GVI, for solving the Gaussian VI problem in (1). We
view this algorithm as performing optimization over the
Bures—Wasserstein space, echoing a stream of successful
works on optimization-inspired design and analysis of sam-
pling and variational inference algorithms. Using this per-
spective, we also provided new or state-of-the-art conver-
gence rates for solving (1), depending on the regularity
assumptions on 7. As immediate future work, it is intrigu-
ing to study the statistical properties (consistency, normal
approximation bounds, moment estimation bounds, and ro-

bustness properties) of the proposed (Stochastic) FW-GVI
algorithm on various specific practical problems of interest.

At a broader level, our work opens the door to the following
question: Can we develop a rigorous algorithmic framework
for general VI, i.e., Problem (1) where BW(RY) is replaced
by a different or larger set of distributions (for example,
mixtures of Gaussians)? We believe that this paper provides
a concrete step toward this general goal.

Acknowledgements

We thank anonymous reviewers for suggesting Theorem 5.3
and its proof, and for bringing the work of (Domke, 2020) to
our attention. KB was supported in part by National Science
Foundation (NSF) grant DMS-2053918. SC was supported
by the NSF TRIPODS program (award DMS-2022448).

References

Ahn, K. and Chewi, S. Efficient constrained sampling via
the mirror-Langevin algorithm. In Ranzato, M., Beygelz-
imer, A., Nguyen, K., Liang, P. S., Vaughan, J. W., and
Dauphin, Y. (eds.), Advances in Neural Information Pro-
cessing Systems, volume 34, pp. 28405-28418, 2021.

Alquier, P. and Ridgway, J. Concentration of tempered
posteriors and of their variational approximations. The
Annals of Statistics, 48(3):1475-1497, 2020.

Altschuler, J., Chewi, S., Gerber, P. R., and Stromme, A. Av-
eraging on the Bures—Wasserstein manifold: dimension-
free convergence of gradient descent. In Advances in Neu-
ral Information Processing Systems, volume 34, 2021.

Alvarez-Melis, D., Schiff, Y., and Mroueh, Y. Optimizing
functionals on the space of probabilities with input convex
neural networks. Transactions on Machine Learning
Research, 2022.

Ambrosio, L., Gigli, N., and Savaré, G. Gradient flows: in
metric spaces and in the space of probability measures.
Springer Science & Business Media, 2008.

Atchadé, Y. F., Fort, G., and Moulines, E. On perturbed
proximal gradient algorithms. The Journal of Machine
Learning Research, 18(1):310-342, 2017.

Backhoff-Veraguas, J., Fontbona, J., Rios, G., and Tobar, F.
Stochastic gradient descent in Wasserstein space. arXiv
preprint arXiv:2201.04232, 2022.

Balasubramanian, K., Chewi, S., Erdogdu, M. A., Salim,
A., and Zhang, S. Towards a theory of non-log-concave
sampling: first-order stationarity guarantees for Langevin
Monte Carlo. In Conference on Learning Theory, pp.
2896-2923. PMLR, 2022.



Forward-Backward Gaussian Variational Inference

Barber, D. and Bishop, C. Ensemble learning for multi-layer
networks. Advances in Neural Information Processing
Systems, 10, 1997.

Bauschke, H. H., Combettes, P. L., et al. Convex analysis
and monotone operator theory in Hilbert spaces, volume
408. Springer, 2011.

Bernton, E. Langevin Monte Carlo and JKO splitting. In
Bubeck, S., Perchet, V., and Rigollet, P. (eds.), Proceed-
ings of the 31st Conference on Learning Theory, vol-
ume 75 of Proceedings of Machine Learning Research,
pp- 1777-1798. PMLR, 06—09 Jul 2018.

Bhatia, R., Jain, T., and Lim, Y. On the Bures—Wasserstein
distance between positive definite matrices. Expo. Math.,
37(2):165-191, 2019.

Bianchi, P., Hachem, W., and Salim, A. A constant step
forward-backward algorithm involving random maximal
monotone operators. J. Convex Anal., 26(2):397-436,
2019.

Blei, D. M., Kucukelbir, A., and McAuliffe, J. D. Varia-
tional inference: a review for statisticians. Journal of
the American Statistical Association, 112(518):859-877,
2017.

Bottou, L., Curtis, F. E., and Nocedal, J. Optimization
methods for large-scale machine learning. STAM Review,
60(2):223-311, 2018.

Brascamp, H. J. and Lieb, E. H. On extensions of the Brunn—
Minkowski and Prékopa—Leindler theorems, including
inequalities for log concave functions, and with an appli-
cation to the diffusion equation. J. Functional Analysis,
22(4):366-389, 1976.

Carrillo, J. A., Craig, K., and Patacchini, F. S. A blob
method for diffusion. Calculus of Variations and Partial
Differential Equations, 58:1-53, 2019.

Caterini, A., Cornish, R., Sejdinovic, D., and Doucet, A.
Variational inference with continuously-indexed normal-
izing flows. In Uncertainty in Artificial Intelligence, pp.
44-53. PMLR, 2021.

Challis, E. and Barber, D. Gaussian Kullback—Leibler ap-
proximate inference. Journal of Machine Learning Re-
search, 14(8), 2013.

Chen, S., Ma, S., Man-Cho So, A., and Zhang, T. Proximal
gradient method for nonsmooth optimization over the
Stiefel manifold. SIAM Journal on Optimization, 30(1):
210-239, 2020.

Chen, S., Deng, Z., Ma, S., and So, A. M.-C. Manifold
proximal point algorithms for dual principal component

10

pursuit and orthogonal dictionary learning. /IEEE Trans-
actions on Signal Processing, 69:4759-4773, 2021.

Chen, Y., Chewi, S., Salim, A., and Wibisono, A. Improved
analysis for a proximal algorithm for sampling. In Confer-
ence on Learning Theory, pp. 2984-3014. PMLR, 2022.

Chérief-Abdellatif, B.-E., Alquier, P.,, and Khan, M. E. A
generalization bound for online variational inference. In
Asian Conference on Machine Learning, pp. 662—677.
PMLR, 2019.

Chewi, S. Log-concave sampling. 2023. Available at
https://chewisinho.github.io/.

Chewi, S., Le Gouic, T., Lu, C., Maunu, T., and Rigollet, P.
SVGD as a kernelized Wasserstein gradient flow of the
chi-squared divergence. Advances in Neural Information
Processing Systems, 33:2098-2109, 2020a.

Chewi, S., Maunu, T., Rigollet, P., and Stromme, A. J. Gra-
dient descent algorithms for Bures—Wasserstein barycen-
ters. In Abernethy, J. and Agarwal, S. (eds.), Proceedings
of Thirty Third Conference on Learning Theory, volume
125 of Proceedings of Machine Learning Research, pp.
1276-1304. PMLR, 09—12 Jul 2020b.

Dalalyan, A. S. Theoretical guarantees for approximate
sampling from smooth and log-concave densities. Jour-
nal of the Royal Statistical Society: Series B (Statistical
Methodology), 79(3):651-676, 2017.

Domke, J. Provable smoothness guarantees for black-box
variational inference. In International Conference on
Machine Learning, pp. 2587-2596. PMLR, 2020.

Duncan, A., Niisken, N., and Szpruch, L. On the geome-
try of Stein variational gradient descent. arXiv preprint
arXiv:1912.00894, 2019.

Durmus, A., Majewski, S., and Miasojedow, B. Analysis
of Langevin Monte Carlo via convex optimization. The
Journal of Machine Learning Research, 20(1):2666-2711,
2019.

Gorbunov, E., Hanzely, F., and Richtarik, P. A unified the-
ory of SGD: variance reduction, sampling, quantization
and coordinate descent. In International Conference on
Artificial Intelligence and Statistics, pp. 680-690. PMLR,
2020.

Han, A., Mishra, B., Jawanpuria, P., and Gao, J. On Rie-
mannian optimization over positive definite matrices with
the Bures—Wasserstein geometry. In Beygelzimer, A.,
Dauphin, Y., Liang, P., and Vaughan, J. W. (eds.), Ad-
vances in Neural Information Processing Systems, 2021.


https://chewisinho.github.io/

Forward-Backward Gaussian Variational Inference

He, Y., Balasubramanian, K., Sriperumbudur, B. K., and
Lu, J. Regularized Stein variational gradient flow. arXiv
preprint arXiv:2211.07861, 2022.

Honkela, A. and Valpola, H. Unsupervised variational
Bayesian learning of nonlinear models. Advances in
Neural Information Processing Systems, 17, 2004.

Hu, X., Xiao, N., Liu, X., and Toh, K.-C. A constraint
dissolving approach for nonsmooth optimization over the
Stiefel manifold. arXiv preprint arXiv:2205.10500, 2022.

Huang, W. and Wei, K. Riemannian proximal gradient
methods. Mathematical Programming, 194(1-2):371—
413, 2022.

Jordan, R., Kinderlehrer, D., and Otto, F. The variational for-
mulation of the Fokker—Planck equation. SIAM Journal
on Mathematical Analysis, 29(1):1-17, 1998.

Kasprzak, M. J., Giordano, R., and Broderick, T. How good
is your Gaussian approximation of the posterior? Finite-
sample computable error bounds for a variety of useful
divergences. arXiv preprint arXiv:2209.14992, 2022.

Katsevich, A. and Rigollet, P. On the approximation accu-
racy of Gaussian variational inference. arXiv preprint
arXiv:2301.02168, 2023.

Kingma, D. P, Salimans, T., Jozefowicz, R., Chen, X.,
Sutskever, 1., and Welling, M. Improved variational in-
ference with inverse autoregressive flow. Advances in
Neural Information Processing Systems, 29, 2016.

Knoblauch, J., Jewson, J., and Damoulas, T. An
optimization-centric view on Bayes’ rule: reviewing and
generalizing variational inference. Journal of Machine
Learning Research, 23(132):1-109, 2022.

Korba, A., Salim, A., Arbel, M., Luise, G., and Gretton, A.
A non-asymptotic analysis for Stein variational gradient
descent. Advances in Neural Information Processing
Systems, 33:4672—-4682, 2020.

Kushner, H. and Yin, G. Stochastic approximation and re-
cursive algorithms. In Stochastic Modelling and Applied
Probability, volume 35. Springer-Verlag NY, 2003.

Lambert, M., Bonnabel, S., and Bach, F. The recursive
variational Gaussian approximation (R-VGA). Statistics
and Computing, 32(1):10, 2022a.

Lambert, M., Chewi, S., Bach, F., Bonnabel, S., and Rigol-
let, P. Variational inference via Wasserstein gradient
flows. In Oh, A. H., Agarwal, A., Belgrave, D., and Cho,
K. (eds.), Advances in Neural Information Processing
Systems, 2022b.

11

Li, J., Balasubramanian, K., and Ma, S. Stochastic zeroth-
order Riemannian derivative estimation and optimization.
Mathematics of Operations Research, 2022.

Li, X., Chen, S., Deng, Z., Qu, Q., Zhu, Z., and Man-
Cho So, A. Weakly convex optimization over Stiefel
manifold using Riemannian subgradient-type methods.
SIAM Journal on Optimization, 31(3):1605-1634, 2021.

Lin, W., Khan, M. E., and Schmidt, M. Fast and sim-
ple natural-gradient variational inference with mixture of
exponential-family approximations. In International Con-
ference on Machine Learning, pp. 3992-4002. PMLR,
2019.

Lin, W., Schmidt, M., and Khan, M. E. Handling the
positive-definite constraint in the Bayesian learning rule.
In International Conference on Machine Learning, pp.
6116-6126. PMLR, 2020.

Liu, Q. Stein variational gradient descent as gradient flow.
Advances in Neural Information Processing Systems, 30,
2017.

Liu, Q. and Wang, D. Stein variational gradient descent: a
general purpose Bayesian inference algorithm. In Lee,
D., Sugiyama, M., Luxburg, U., Guyon, 1., and Garnett,
R. (eds.), Advances in Neural Information Processing
Systems, volume 29, 2016.

Lu, J., Lu, Y., and Nolen, J. Scaling limit of the Stein
variational gradient descent: the mean field regime. STAM
Journal on Mathematical Analysis, 51(2):648-671, 2019.

Luo, Y. and Trillos, N. G. Nonconvex matrix factorization is
geodesically convex: global landscape analysis for fixed-
rank matrix optimization from a Riemannian perspective.
arXiv preprint arXiv:2209.15130, 2022.

Malago, L., Montrucchio, L., and Pistone, G. Wasserstein
Riemannian geometry of Gaussian densities. Inf. Geom.,
1(2):137-179, 2018.

Maunu, T., Le Gouic, T., and Rigollet, P. Bures—Wasserstein
barycenters and low-rank matrix recovery. arXiv preprint
arXiv:2210.14671, 2022.

Modin, K. Geometry of matrix decompositions seen through
optimal transport and information geometry. J. Geom.
Mech., 9(3):335-390, 2017.

Naldi, E. and Savaré, G. Weak topology and Opial property
in Wasserstein spaces, with applications to gradient flows
and proximal point algorithms of geodesically convex
functionals. Afti Accad. Naz. Lincei Rend. Lincei Mat.
Appl., 32(4):725-750, 2021.



Forward-Backward Gaussian Variational Inference

Olkin, I. and Pukelsheim, F. The distance between two
random vectors with given dispersion matrices. Linear
Algebra Appl., 48:257-263, 1982.

Opper, M. and Archambeau, C. The variational Gaussian
approximation revisited. Neural Computation, 21(3):786—
792, 20009.

Otto, F. The geometry of dissipative evolution equations:
the porous medium equation. Comm. Partial Differential
Equations, 26(1-2):101-174, 2001.

Paisley, J. W., Blei, D. M., and Jordan, M. 1. Variational
Bayesian inference with stochastic search. In Proceed-
ings of the 29th International Conference on Machine
Learning, ICML 2012,. Omnipress, 2012.

Peng, Z., Wu, W.-H., Hu, J., and Deng, K.-K. Rieman-
nian smoothing gradient type algorithms for nonsmooth
optimization problem on manifolds. arXiv preprint
arXiv:2212.03526, 2022.

Pleiss, G., Jankowiak, M., Eriksson, D., Damle, A., and
Gardner, J. Fast matrix square roots with applications to
Gaussian processes and Bayesian optimization. Advances
in Neural Information Processing Systems, 33, 2020.

Quiroz, M., Nott, D. J., and Kohn, R. Gaussian variational
approximations for high-dimensional state space models.
Bayesian Analysis, 1(1):1-28, 2022.

Ranganath, R., Gerrish, S., and Blei, D. Black-box varia-
tional inference. In Artificial Intelligence and Statistics,
pp. 814-822. PMLR, 2014.

Rezende, D. and Mohamed, S. Variational inference with
normalizing flows. In International Conference on Ma-
chine Learning, pp. 1530-1538. PMLR, 2015.

Salim, A., Korba, A., and Luise, G. The Wasserstein proxi-
mal gradient algorithm. In Larochelle, H., Ranzato, M.,
Hadsell, R., Balcan, M., and Lin, H. (eds.), Advances in
Neural Information Processing Systems, volume 33, pp.
12356-12366, 2020.

Salim, A., Sun, L., and Richtarik, P. A convergence the-
ory for SVGD in the population limit under Talagrand’s
inequality T1. In International Conference on Machine
Learning, pp. 19139-19152. PMLR, 2022.

Santambrogio, F. Optimal transport for applied mathemati-
cians, volume 87 of Progress in Nonlinear Differential
Equations and their Applications. Birkhiauser/Springer,
Cham, 2015. Calculus of variations, PDEs, and modeling.

Seeger, M. Bayesian model selection for support vector
machines, Gaussian processes and other kernel classifiers.
Advances in Neural Information Processing Systems, 12,
1999.

12

Shi, J. and Mackey, L. A finite-particle convergence rate
for Stein variational gradient descent. arXiv preprint
arXiv:2211.09721, 2022.

Song, Y., Sebe, N., and Wang, W. Fast differentiable matrix
square root and inverse square root. IEEE Transactions
on Pattern Analysis and Machine Intelligence, 2022.

Spokoiny, V. Dimension free non-asymptotic bounds on
the accuracy of high dimensional Laplace approximation.
arXiv preprint arXiv:2204.11038, 2022.

Toulis, P., Tran, D., and Airoldi, E. Towards stability and
optimality in stochastic gradient descent. In Artificial
Intelligence and Statistics, pp. 1290-1298. PMLR, 2016.

Toulis, P., Horel, T., and Airoldi, E. M. The proximal
Robbins—Monro method. Journal of the Royal Statistical
Society: Series B, 83(1):188-212, 2021.

Van der Vaart, A. W. Asymptotic statistics, volume 3. Cam-
bridge University Press, 2000.

Villani, C. Topics in optimal transportation, volume 58 of
Graduate Studies in Mathematics. American Mathemati-
cal Society, Providence, RI, 2003.

Wang, Y., Chen, P, and Li, W. Projected Wasserstein gra-
dient descent for high-dimensional Bayesian inference.
SIAM/ASA Journal on Uncertainty Quantification, 10(4):
1513-1532, 2022a.

Wang, Z., Liu, B., Chen, S., Ma, S., Xue, L., and Zhao, H.
A manifold proximal linear method for sparse spectral
clustering with application to single-cell RNA sequencing
data analysis. INFORMS Journal on Optimization, 4(2):
200-214, 2022b.

Wibisono, A. Sampling as optimization in the space of
measures: the Langevin dynamics as a composite opti-
mization problem. In Proceedings of the 31st Conference
on Learning Theory, volume 75. PMLR, 2018.

Yao, R. and Yang, Y. Mean field variational infer-
ence via Wasserstein gradient flow. arXiv preprint
arXiv:2207.08074, 2022.

Zhang, C., Chen, X., and Ma, S. A Riemannian smoothing
steepest descent method for non-Lipschitz optimization
on submanifolds. arXiv preprint arXiv:2104.04199, 2021.

Zhang, D. and Davanloo Tajbakhsh, S. Riemannian stochas-
tic variance-reduced cubic regularized Newton method
for submanifold optimization. Journal of Optimization
Theory and Applications, pp. 1-38, 2022.

Zhang, G., Sun, S., Duvenaud, D., and Grosse, R. Noisy
natural gradient as variational inference. In Interna-
tional Conference on Machine Learning, pp. 5852-5861.
PMLR, 2018.



Forward-Backward Gaussian Variational Inference

A. Differential calculus over the BW space

In this section, we derive a formula for the BW gradient of a generic functional, giving us the tools necessary to define the
updates of our forward-backward algorithm. In doing so, we demonstrate computation rules for differentiating a functional
F: BW(R?) — R along a curve of measures (11;);>0 C BW(R?), which will be helpful for our proofs of convexity and
smoothness inequalities later on. Our derivation relies on specializing Otto calculus, which deals with the Wasserstein space
Pa(R?), to the BW space BW(RY).

A.1. Background on Otto calculus

We first give an informal overview of the computation rules of Otto calculus (Otto, 2001), which endows the Wasserstein
space P, (R?) with a formal Riemannian structure. We refer to Ambrosio et al. (2008) for a more rigorous development of
the mathematical theory.

Let 1 be an arbitrary element of P, (R?) admitting a density w.r.t. Lebesgue measure. The tangent space TP (RY) is
identified as the space of gradients of scalar functions on RY je.,

L ()

T, P2(RY) = {V¢ [ ¢ € C°(RY)}

For a functional F: P2(R%) — R, we can formally define its W5 gradient at p as the mapping V, F(u) € T,,P2(R%)
satisfying

at|t:0-/7:(ﬂt) = <VW2]:(M)7’UO>;U

for any sufficiently regular curve of measures (u;)ier C P2(R9Y) with g = p and velocity vector fields (v;)ier with
vy € L?(py) for a.e. t satisfying the continuity equation

atut + diV(MtUt) =0. (26)

In fact, we can compute this W5 gradient via direct identification. Let 6F(u): RY — R denote a first variation of F at
1 (see Santambrogio, 2015, Chapter 7), for which

Ole=0F (j1¢) = /5}—(,@ Otlt=optt -

Then, by Equation (26) and integration by parts,

o () = [ 67 Bl imois =~ [ 67 (u)div(pve) = [ (V57 (0,0} du = (V57 (0. ),
Hence, we conclude that
Vi F (1) = VoF (1) @)

Now we turn our attention to the BW space. The BW space BW(R?) is a submanifold of P»(R%) (Otto, 2001; Lambert
et al., 2022b), and hence inherits the formal Riemannian structure described above.

Let ;1 be an arbitrary element of BW(R?). The tangent space T MBW(Rd) is identified as the space of affine functions on R¢
with symmetric linear term, i.e.,

T,BWRY) ={z—b+S(x—m,)|beR? S eS8},

In analogy to the above, for a functional F: BW(R?) — R, we can formally define its BW gradient at . as the element
VewF (1) € T,BW(RY) satisfying

Ol t=0F (k) = <VBW-7:(,U)7U0>#

for any curve of measures (11¢)ier € BW(R?) with g = 1 and velocity vector fields (v;);er, with each v; an affine map,
satisfying Equation (26). Using Equation (27) and integration by parts, we compute an expression for the BW gradient of F
in the following subsection.

13
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A.2. BW gradient calculation

The BW gradient of a functional F: BW(R?) — R can be derived analogously to Lambert et al. (2022b, Section C.1). We
present the derivation here for completeness, and in doing so we obtain a formula for the rate of change of F along a curve
of Gaussians for which the corresponding velocity vector fields are affine maps with linear parts which are not necessarily
symmetric; this will play a role in later proofs. The key idea is to use integration by parts repeatedly, exploiting the fact that
the gradient of a Gaussian density is simply that same density multiplied by an affine term.

Lemma A.1. Let F: Py(R?) — R be a functional on the Wasserstein space with first variation 6 F. Then, for i € BW(R),
we have that VgwF () is given by

VewF(1): z = (E,V*$F)(z —m,) +E,ViF.
Proof. Let (ut)ier € BW(R?) be a regular curve of Gaussians with pg = u and (v¢)¢cr be a family of affine maps
satisfying Equation (26). Furthermore, suppose that vy is given by
vo: x> a+ M(x—my,), (a, M) € R x R¥*4
and that Vew.F () € T,BW(R?) is given by
VewF(1): 2+ br + Sx (x —m,), (br,SF) € R? x 8¢,
Letting X ~ p, we find that

(VewF (), v0), = E{br + Sz (X —m,),a+ M (X —m,))

br,a) + E(Sr (X —m,), M (X —m,)
br,a) + E(Sx, M (X —m,)(X —m,)")
br,a)+ (Sr, ML,)
Y+ (S, 2, MTY. (since Sz = ST and (A, B) = (AT, BT))

=
= {
=
= (br,a

On the other hand, from the definition of the W, gradient, we obtain that

Atle=0F (1) = (Vwp F (1), vo), (definition of Yy, F)
= (VF(n), UO>M (by Equation (27))
= E(VOF(X),a+ M (X — EX))

=E(VOF(X),a) + E(S,MTVOF(X), %" (X - EX))

= (EVSF(X),a) — [ (S, M VF, V) (since Vu(z) = —pu(z) %, (x — EX))
= (EVOF(X),a) + E[div(Z,MTVIF)(X)] (integration by parts)
= (EVOF(X),a) + (E,V2F(X), %, M").

Hence, by direct identification, we conclude that
(br,SF) = (E,VF, E,V?6F),

proving our desired result. O

A.3. Examples of BW gradients and stationary condition for Problem (1)

Consider the functional F = V + H defined by the sum of the potential (associated to the function V') and the entropy, and
recall that Problem (1) is equivalent to minimizing F over the BW space, i.e., solving Problem (19). Using Lambert et al.
(2022b, Section C.1), we have the following formulas for the BW gradients of V and H.

VewV(u) : 2 = E,VV + (B, V*V)(z —m,),

1 (28)
VewH (@) : x — =X, (x—my).

14
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We can also derive the above formulas from Lemma A.1.

Moreover, by the proof of Lemma A.1, we can compute 0, F (1t¢) = (VewF (1¢), vt),, along any curve of Gaussians
(11¢)tcr and any family of affine maps (v;)rer Which together satisfy the continuity equation.

In particular, if 7 is a minimizer of (1), the first-order stationary condition Vgw 7 (7) = 0 for Problem (1) reads as

E.VV =0 and E.V?V =51, (29)

where ¥ is the covariance matrix corresponding to the distribution 7.

B. Convexity and smoothness inequalities in the BW space for the potential and the entropy

Having derived a formula for the BW gradient of a generic functional F: BW(RY) — R in Appendix A, we may now
proceed to prove Lemma 3.1 (for the potential) and Lemma 3.2 (for the entropy).

For both lemmas, the key idea is to differentiate a functional 7: BW(R?) — R along a curve (ju)¢e[o,1] With velocity
vector fields (vt );e(o,1] satisfying the continuity equation (26), utilizing our calculation rules laid out in Appendix A. In
particular, we will use that

F(p1) — F(po) =/0 O F (pe) dt
1 gt
:5t|t:0-7'—(/lt)+/0 /0 afF(MS)det

1
— (VewF (i), o), + [ (1= 0)FF (), (30)
0
for both the entropy and the potential.

B.1. Proof of Lemma 3.1

We prove the following result for the potential. This result is stronger than Lemma 3.1, and will be useful in our subsequent
analysis.

Lemma B.1. Suppose that ol < V2V =< BI. Let u € BW(R?) and let h: RY — R? be an affine map. Then the following
inequalities hold:

. «
V((d + h)g) = V() > (VewV (). ), + 5 (111l
. p
V((d + h)gep) = V() < (VewV(n), h), + 5 IR, -
Proof. Let X ~ p. Note that regardless of 1, we have that §V(p) = V. Hence, Vi, V(1) = VV. We thus compute that

V((d + h)gp) — V(p) = E[V(X + h(X)) - V(X)]
> B[(VV(X), h(X)) + % 1h(X)]1?] (since V2V = al)

«a 2
« 2
= <VBWV</’L)a h>p, + 5 Hth, ’
proving the first inequality. The second inequality follows similarly, using the fact that V2V < S1. O

Lemma 3.1 then follows as a corollary of the above lemma.

Proof of Lemma 3.1. Note that if V is 3-smooth, then we have by definition that —3I < V2V =< BI. Hence, applying
Lemma B.1 with & = — 3, we obtain that

NIy

V((Gd + h) ) = V(i) — (VewV (), h), | < S [IR]12.

15
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Moreover, we have shown in Appendix A.3 that Vgw )V (u) is given by
VewV(u) : = E,VV + (E,V?*V)(z —m,),

completing the proof of our desired result. O

B.2. Proof of Lemma 3.2

For the entropy, we follow the same strategy as in the previous proof, differentiating the entropy # along a particular curve.
This time, we will differentiate along the generalized geodesic (11 )ie (0,1 € BW(IR?), which we define as follows:

Let Tp, T1 be the optimal transport maps for which Ty — id, 7y — id € T,BW(R?) and (Tp) 4V = po and (T1)4v = a1,
respectively. Defining T} := (1 — t) Ty + ¢ T}, the generalized geodesic with basepoint v and endpoints pig, 111 is then the
curve of measures (11 )ejo,1] © BW(R?) with pf = (T;)»v. We note that puf = o and pf = p1, and that (uf )seo 1)
solves the continuity equation

Opey + div(pyve) =0, where v; = (T} — Tp) o T, *.

Generalized geodesics were used in Ambrosio et al. (2008) to study gradient flows in the Wasserstein space, and have since
been useful for various applications of this theory, e.g., Chewi et al. (2020b); Ahn & Chewi (2021); Altschuler et al. (2021).

Proof of Lemma 3.2. The JKO operator of 7 over the Wasserstein space P, (R) is derived in Wibisono (2018, Example 7)
for a Gaussian measure u = AN (u, 3), and takes the form ' = AN (p, ¥1) where X5 is defined in the same manner as
Equation (17). Since y is also an element of BW(R?), we conclude that 4’ is also the result of applying the BW JKO
operator to u, proving our desired closed form.

Now we demonstrate the desired generalized geodesic convexity inequality for the entropy. In fact, this claim follows from
general results on the Wasserstein space (see, e.g., Ambrosio et al., 2008, §9.4), but we give a proof here for completeness.
As mentioned above, to do so we will differentiate #H along the generalized geodesic (1} )¢c[o,1) defined above. Abusing
notation, we identify a distribution g with its density with respect to Lebesgue measure. We then have that

v

2H (1) = 02 /ut” Inuf = 53/V1n(#t” oTy) = 3752/V1n det V7,

= —/(af Indet VT}) dv = —/8t<[VTt]_1,8tVTt>dV

(since (T})xv = iy, change of variable)

—/@([VTt]‘l,VTl — VTy)dv = /<[vm—2, (VT — VTp)*) dv
= ([VL}]2,(VT, — VTy)?),

where the last line follows since 7} is an affine map, meaning that V7} is constant on R%. In addition, by Brenier’s
theorem (Villani, 2003, Theorem 2.12), T is the gradient of a convex function for all ¢ € [0, 1]. Hence, we know that
VT, = 0 forall ¢ € [0, 1], meaning that {[VT}]~2, (VTy — VT)?) > 0. Hence, using Equation (30) applied to H, we
obtain that

H(pr) — Hpo) = (VewH(uo) 0 To, Tt — To), +/0 (L= ([VT]™*, (VT = VTy)?) dt
> (VewH (o) o Ty, T1 — 1), -

This proves the desired inequality for the entropy, and we conclude our proof. O

Remark B.2. In fact, we can show a strong convexity inequality for the entropy along generalized geodesics connecting
distributions /10, 11 € BW(RY) with the same mean. Let mg, m; be the means of 1, 11; respectively, and suppose that
o> By, = Al We compute that
(VT 2, (VT — VTp)?) = (I, [VT] " (VT — VT)? [VT,] 1)
1

=,
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= ||1 (VT ' S [VT ™ (VT — VT)?)
wy op
1

=l (2., (VT1 — VTy)?).
My op

Since Ty is an affine map, we know that T (z) — (V) z is a constant for all € R?, and similarly for ;. Hence, we find
thatif Y ~ v, then

Ty — T0||,2j = Tr(Cov, [T} — Tp, Ty — To)) + ||, [T} — To]||” (by bias-variance decomposition)
= Tr(Cov[(VTy — V) (Y), (VTy — VTo)(Y)]) + [[m1 — mo|? (since Ty, T} are affine)
= (8, (VT = VTp)?) + [lm1 = mo]*. (31)

In addition, from Chewi et al. (2020b, Lemma 10), we know that the operator norm of the covariance matrix is convex along
generalized geodesics in BW(IR?), implying that Y,v 2 Al forallt € [0, 1]. Thus, we obtain

1
(VT %, (VTy — VTp)?) < TSl (2., (VT — VTy)?)
wi lop
1 .
W (”Tl - TOH;% = [jm1 — m0||2) (by Equation (31))
ki lop
% (172 = Toll? — [lm — mo?) - (by Chewi et al. (2020b, Lemma 10))

Hence, using Equation (30) applied to H, we obtain that

1
H(pa) — H(po) = (VewH (po) o To, Ty — To),, + / (1=t)([VT,] 7%, (VT — VTp)*) dt
0
1
> (VewH (o) o To, Ty = To), + 53 (ITh — Tolly, = [lmr = mol|*) -
This implies that the entropy is strongly convex along generalized geodesics between two Gaussians 1, ;11 € BW(R?)

with the same mean. Similarly, the same computation can be used to show a smoothness inequality for the entropy along
geodesics. As before, we compute that

(VT2 (VT — VTp)?) = (I, [VT] " (VT — VT)? [VT,] 1)

= )\minzzw) (VT (VT — VT)? VT )
- )\mingzw) ([vr)™ DI VT~ (VT — VTp)?)
= Amin22u§)< vy (VT — VTp)?)

- Amngu:) (ITy = To||2. = [[ma — mol?)

= )‘minzzu?) IT — To|

Once again using Equation (30) applied to H, we obtain that
1
H(M1) — H(NO) = <VBW’H(/L0) oTy, Ty — V —+ / 1-— t VTt} (VTl — VT0)2> de¢
0
1
< (VewH(uo) o To, Tr — +/ SN ||T1 Tp|? dt. (32)
0 rmn
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As a corollary of Inequality 32, we obtain a smoothness inequality for the entropy along geodesics, which will be useful for
our subsequent analysis.

Lemma B.3 (Smoothness of entropy along geodesics). Suppose that ig, 11 € BW(R?) satisfy 2;01, E;ll =<~lI. Then if T
is the optimal transport map from jig to u1, we have that

. Y .
M) — Hpo) < (VowH (o). T —id),,, + 2 |7 —id2, .

Proof. We apply Inequality 32 with v/ = 110, noting in this case that 71 = T and Tj = id, and that (11f )¢¢o,1] is precisely
the constant-speed geodesic (f1¢)e[o,1) connecting fig, 1. Furthermore, by Altschuler et al. (2021, Appendix B), we know
that An,in is concave along geodesics, $0 Amin(X,,) > ~~1T for all t. Hence, we obtain

1—-t

1
M) = W) < (VowH (o), T = id), + [ = |7 =2, e
0 Amin(zut)
. 1t 12
< (VBWH(uO),T—1d>HO +/ — HT—ldHMO dt
0
. v .
= (VewH(uo), T —id),,, + 5 17— 1d||i0 ;
proving the desired result. O

C. Proof of the one-step inequality (Lemma 5.1)

The key idea of this proof is to decompose the difference F(py41) — F(v) as the sum of three terms,

Flprr1) = F(w) = W(prra) = Vpr)] + Vpr) = V)] + [H(pr1) — H@)],

where each individual term may be controlled using the inequalities in Lemmas 3.2 and B.1. Recalling that Lemma 3.2
applies only to generalized geodesics, we must take care in defining couplings between py, D+ 15 Pk+1 and v. We detail the
argument in the following proof.

Proof of Lemma 5.1. Recall from Section 5 that we defined Z}, as the o-algebra generated up to iteration & (but not
including the random sample X}, ~ pj in Stochastic FB-GVI)). We also have

ex: = (Sp — By, V2V (@ — my) + (b — E,, VV)

to be defined as the (random) error of the gradient estimate at iteration k of (stochastic) FB-GVI, for which E[ey, | ;] = 0.
Conditioned on the filtration %}, we construct the following random variables Xy, X, 1 Xi+1,Yy and Yy.

Let (X, Yy) ~ (pg, v) be optimally coupled for the W5 distance, and let (X}, Yy,) AL eg. Since < % by assumption, we
have that
I=nSe = (1=np)1=0.

Recall that by Brenier’s theorem (Villani, 2003, Theorem 2.12), if Y = Vp(X) for a convex, proper, and lower-
semicontinuous function ¢ : RY — R U {oc}, then (X,Y) is an optimal coupling for the 2-Wasserstein distance. The
condition I — 7S = 0 above therefore ensures that (X, Xj., 1) ~ (pk, Py 1) is an optimal coupling for the W distance,
where we define

Xk—&-% = (I — nSk)(Xk — mk) + my — nby; .
On the other hand, defining X1 such that

X1 = X1 — 0 VewH (prs1) [ Xit1]

= (T =0 Sgh) " (Kiy s — i) + g

we also get that (X, 1, Xyi1) ~ (Pry 1, Prt1) are optimally coupled. Finally, we construct the random variable Y3, ~ v
for which (X, 41 Y3, ) are optimally coupled for the W5 distance.
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First, we bound the difference in energy. From Brenier’s theorem, we know that Y, and X1 can both be expressed as an
affine functions of X}, thereby enabling the application of Lemma B.1. Doing so, we obtain that

EV(prs1) = V()] = EV(pr+1) — V()] + EV(pr) — V(V)]
< E(VewV(pr)(Xk), Xi. — Yy) — %EHXk -l

+ E(VewV(pr) (Xk ), Xp+1 — Xi) + §E||Xk+1 — Xi? (by Lemma B.1)

(07
—3 E|| Xk — Yyl + E(VawV(pr)(Xk), Xir1 — Yy)

1 2 1 B
—ERIX - X _<7_
+277 H k+1 kll

SV E|Xps1 — Xl
3~ 3) ElXin = X

a 1
) El|Xi — Yol? — Eer(Xk), X1 — Yo) — E]E<Xk+% — X, Xpt1 — Yy)

1 2 1 B 2
2B X — X —(———)EX - X
* o [ Xk+1 — Xl o 2 [ Xkt1 — Xl
1 2 1 g 2
= o, (L= an) EllXy = Y[I” = E(er(Xk), X1 = ¥) = (5 = 5 ) Bl K41 — X
n 2n 2
1
+ %E[”X}’H—l = Xil* = Xk = Yol® = 2(Xppy — X, Xp1 — Y9)] .

Now we bound the difference in entropy. Since Y3, and X, are both optimally coupled with X, 1. we know that
(Y3, Xj+1) are coupled along a generalized geodesic. Hence, we can apply Lemma 3.2 to obtain that

E[H(pr+1) — H(WV)] < E(VewH (pr+1)[Xk+1], Xkt1 — Ya)

1
= —5E<Xk+1 — Xk+%7Xk+1 - YH>

1
= %E[kaﬁ = Vo] = 1 X1 — X1 I = (1 X1 — Yol

1
%E[HXH% =W = 1 Xkt = Xpge 1 7 = (1 X1 — Yaul?] -

IN

(since (Xk,+% , Y3,) are optimally coupled)
Now, we sum the above inequalities to obtain our desired bound on E[F (pg+1) — F(v)]. We obtain that
E[F (prs1) = F(W)] = EV(pr41) = V()] + E[H(prr1) — H(v)]
- BI(1 = an) X = Yol = [ Xicea = Yol

IN

1 2 2
+ o B[ Xp1 = Xl = 1 X5 = YWl + 1 Xpop 1 = YWl = | Xkr1 — Xig1 %]

2n
1
_ %]E[Q (Xpsy — Xi Xpr — Yy)]
1
— Efer(Xk), Xir1 — Yv) — (% - g) E|| Xg i1 — X
1
=5 E[(1 - an) [ X = Yol* = || Xps1 — Yaull’]
1
— Elen(Xp), X1 — o) — (% - g) E|| Xyt — Xil?. (33)

Finally, it remains to bound the error term on the last line. For this, we consider two cases based on whether or not the error
term ey, is identically zero:

* In the case of FB-GVI where we have access to the exact gradient Vgw ) (py), we have that e, = 0, so

—E<€k(Xk>7Xk+1 — YV> =0.
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Combining this with Inequality 33, we obtain that with n < %

1 1 B
ELF(en) = F0)] < 5 B[ = an) X = ¥l = X = Yal] = (57 = 5) Bl X — X
1
< o E[(1 - an) | Xk = YI* = [ Xxs1 — Yal*] .
Rearranging, we conclude that if e, = 0 and 5 < %,
EW3 (prs1,v) < B[ Xpp1 — Yo (34)
< (1- an) Bl Xk — Y|* = 20 E[F(pr11) — F(v)] (35)

= (1 — an) EWS (py, v) — 20 E[F (pg11) — F(v)].-
(since conditioned on .Fy, (X}, Y)) are optimally coupled)

* Otherwise, if e is not necessarily identically 0, we can still compute
—Elex(Xk), Xpr1 — Yv) = —Elep(Xk), Xpr1 — X&) (since ey, 1L (X}, Y)) by construction)

1
< nEller(Xp)|* + ym E|| X1 — X&|®. (Cauchy-Schwarz and Young’s inequality)

Hence, combining this with Inequality 33, we obtain that for < =L

28°
1
E[F (pr+1) = F(v)] < %E[(l —an) | Xi = Y* = [ Xeq1 — Yal*] + nEllex (X))
1 B 2
—(— = 2VE|Xpy1 — X
(3~ 3) BlXer - Xl
1
< %E[(l —om) | Xi — Yol = | Xps1 — YaellP] + nEof .

Rearranging, we conclude that as long as 7 < %,

EW3 (pri1,v) < E| Xpp1 — YH||2
< (1—on) E| Xy — Yy|? = 20 E[F (prs1) — F(v)] + 21* Eo}

= (1 — an) EW5 (py, v) — 20 E[F(pr11) — F(v)] + 20 Eoj .
(since (X, Yy) are optimally coupled)

Combining these two cases, we have demonstrated our desired inequality. [

Remark C.1. Consider specializing the above proof to the case where v = py, for which Yy, = Yy = Xy, so that
(Xks Xpy1) ~ (PrsPrys) and (X1, Xpt1) ~ (Ppy s, Pe+1) are optimally coupled for the Wy distance. Then from
Inequality 35, we obtain that

B Xips — Yall® < (1 - an) B Xe — Yol — 20 E[F(prr) — F(v)] (Inequality 35)
= E|| X1 — X;~c||2 < =2 E[F(pr+1) — F(pr)] - (since v = p, and Yy = Yy = X))

As a corollary, we obtain the following lemma, which will be useful in subsequent analysis.

Lemma C.2. Suppose that V is 3-smooth. Let (pi,)ren be the iterates of FB-GVI (20)—(21). Let n) > 0 be such that n <
Let (Xy, Xjy1) ~ (Prs Pry2) and (X 1, Xit1) ~ (P 1, pr) be optimally coupled for the Wy distance. Then,

1
3

E|| Xis1 — Xil® < =20 E[F(pri1) — F(pr)] -
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D. Eigenvalue control of the iterates

We will show the following eigenvalue bound result:

Lemma D.1. At the k-th iteration of Algorithm 1, suppose that we have oI < Z,;l <ml. Aslongas 0 <n < 7—11 and
Yol = Sp <X 711, we then have that

V' = Sk 25
Proof. Define the monotonically increasing function f;,: R>o — R>q such that

folz) = % (z+2n+ a (z + 4n)) .

First, we make note of the following algebraic identity. Define z., := (1 — 77)? /7. Then we have that

folzy) = % <(1_,Y7W)2 +2n+ \/((1 — 777)2> <(1 —7777)2 "‘477))

S
1

=5, U+ 7%+ V(1= 17)2 (1 +17)?)
1

= g5 (L+n* " + (=) (1 +m))

_ % (36)

Now, let Apin (M), Amax (M) denote the minimum and maximum eigenvalues of a matrix M € S¢. The conditions n < v 1
and Sy < 71/ then imply that I — nSy = 0. Hence, we then have that

R r—
> Az (I — ﬁSk) /\min(zk)

Z (1 - 7771)2 )‘min(zk)
_ 2
> (1 —m)
Ba!
= Ty -

Now, we also note that X, +1 and Y31 commute by construction, so since f;, is a monotonically increasing function,

1
Amin (Zk41) = fn(Amin(Ek+%)) > fp(2q,) = %v
where the last equality follows from Equation (36).

Similarly, for the upper bound, we have that

)\max(zk;Jr%) = Amax((l - nSk:) Ek (I - 775k>)

S >\r2nax(l - Usk) Amax(zk) (SiHC€ I — 7]SA: t ())

S (1 - 77’70)2 )‘max(zk)

L= mo)*

Yo
Thus, we similarly obtain
1
Me(Bi1) = foPomas(Dr ) < Folng) = =

Combining the above results, this proves that ;" lr < Yr+1 =7 1T which is what we set out to show. O
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Note that for (stochastic) FB-GVI, we have al < S;, <X 81, so Lemma D.1 holds with 7y = a and v; = . Hence, we
obtain the following corollary:

Corollary D.2. Suppose that Algorithm 1 is initialized with a matrix Xq such that 3~'1 = X, that V is B-smooth, and that
the step size satisfies n < % Then 311 = Xy, for all k.

E. Proofs of the noiseless algorithm convergence rates

We obtain the desired convergence rates for FB—GVI by rearranging and iterating the one-step inequality of Lemma 5.1.
First, we derive inequalities that hold for both the convex and strongly convex cases.

For FB-GVI, we can apply Lemma 5.1 with v = 71, n < % and o = 0. Furthermore, FB—GVI is deterministic, so we may
remove the expectations in Lemma 5.1. In this case, the inequality in Lemma 5.1 implies that for all &,

W3 (pry1,7) < (1 — am) W3 (pe, 7) — 20 (F(prgr) — F(7)) (by Lemma 5.1)
ex

<
< exp(—an) W3 (p, ) — 2 (F(prs1) — F(7)) . (37

Rearranging Equation (37), we obtain

exp(—an) W3 (pr, ) — W3 (prg1, 7)

F(pry1) — F(7) < o

(38)

On the other hand, we can also apply Lemma 5.1 with v = p, n < = and 0% = 0 to obtain that

W22(Pk+1,}7k) <(1—oan) W22(Pkapk) =20 (F(pr+1) — F(pr)) = =20 (F(pr+1) — F(pr)) -

Hence, rearranging this inequality, we obtain that

_ W3 (prs1, Pr)

F(pe+1) — F(pr) < 2

<0, (39)
meaning that the objective value decreases with each iteration of the algorithm.

E.1. Proof of Theorem 5.2
Proof. Since V' is convex, Inequality 38 holds with the choice a = 0, from which we obtain that

W3 (pr, ®) — W3 (pry1,7)
2n '

F(pr+1) — F(7) <

Telescoping this inequality, we obtain that

N

N—
Fiow) = 70 < 3 P00 - PO < g W3 (o) — W (s, 7] <

W22 (pOa ﬁ')
2nN

where the first inequality holds by Inequality 39. Hence, with the choice

1 2 0
n=-, and N > BW; (o, 7) ,
B e?

we obtain the guarantee F(py) — F(#) < €2, proving our desired result. O

E.2. Proof of Theorem 5.3

Proof. Our proof makes use of the recent results by (Naldi & Savaré, 2021). For every continuous function ¢ : R? — R,
denote F; the map defined over Po(R?) by F¢ : pu + [ ¢ dp. We define the NS-topology over P2(R?) to be the initial

topology induced by the family F: where ( is a continuous function such that % — ||| o0 0. Denoting C the set of
such ¢ functions, a sequence (1ix),>0 converges to [ for the NS-topology iff for every ¢ € C, F¢(ur) — Fe(ft).
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The set of bounded continuous functions over R? is included in C, therefore NS-convergence implies weak-convergence.
Moreover, the set of continuous functions ¢ such that sup, cga % < oo contains C, therefore the convergence in the
Wasserstein distance implies NS-convergence, see Naldi & Savaré (2021, Equations 1.9 and 1.10).

To prove Theorem 5.3, we apply Naldi & Savaré (2021, Theorem 6.9). This theorem implies the NS-convergence of FB—-GVI

which in turn implies weak convergence. We now check the assumptions of Naldi & Savaré (2021, Theorem 6.9):

 First, the set A = BW(Rd) U D, where D is the set of Dirac measures over R? is NS-closed because it is weakly
closed.

* Then, denote T' : A — A the map defining FB-GVI (see Equation (21)), i.e., T'() = JKO,2 ((id — n Vew V(1)) 1)
and pr11 = T'(px) where py € A. We show that T is asymptotically regular. Using Lemma 5.1 with a = 0, if
n < 1/4, then

W3 (T (pr),v) < W3 (pr,v) — 20 [F(T(p)) — F(v)]. (40)

Inspecting the proof of Lemma 5.1, especially Equation (34), one can see that we actually have the following stronger
inequality if n < 1/:

WZ(T(pr),v) < W3 (pr,v) — 20 [F(T(pr)) = F(@)] = (1 = 08) W3 (T (px). pr) - (41)
Besides, if v is a minimizer of Problem (1), then F(T'(px)) — F(v) > 0, therefore
W3 (T (pr),v) < W3 (pr,v) — (1= 08) W3 (T(pr), pr) - (42)

Iterating the last inequality, we obtain >, <o W2 (T'(px), pr) < oc. In particular, W (T'(px), pr) — 0, for any initial
measure pg € A. Therefore, T is asymptotically regular.

e The proof of the non-expansiveness of 7' is similar to the proof of the asymptotic regularity: one can adapt Lemma 5.1
to show a one-step inequality where v is varying and follows the FB—GVT algorithm. We skip this part of the proof as it
is similar to the proof of Lemma 5.1.

* Finally, (px)r>0 is bounded using Equation (42).
Therefore, using Naldi & Savaré (2021, Theorem 6.9), (pk)kgo converges weakly to some 7, € A. Besides, using
Theorem 5.2, F(py,) — mingyge) F — 0. Therefore, using the weak lower semicontinuity of the KL divergence we have

F(my) — mingyge) F < 0. In particular, 7, € BW(R?) (, cannot be in D otherwise F(m,) = +oc). Therefore, we also
have F(m,) — mingy(gay F > 0 which implies 7 (7, ) — mingyge) F = 0. Finally, 7, is a minimizer of Problem (1).

To conclude the proof, observe that (py) x>0 converges weakly to 7, and that all these distributions are Gaussian. Therefore

the convergence actually happens in Wasserstein distance. O

E.3. Proof of Theorem 5.4

Proof. Since F(7t) < F(pr+1) as 7 achieves the minimum of F among Gaussians, we may iterate Inequality 38 to obtain
W3 (pw, ) < exp(—Nan) W3 (po, 7).

Hence, with the choice

1 1 2 i
Lod N3 L @Weo®) 5,
amn «

77=ﬂ7

we obtain the guarantee W3 (py, 71) < 2.

aWQQ (p07 ﬁ)
52

?

£2

Now, for the guarantee in KL divergence, we “reinitialize” the algorithm with distribution px and apply the convex result of
Theorem 5.2. With the same choice of N and 1 and assuming ¢ is sufficiently small, we can apply Theorem 5.2 to obtain the
guarantee

W22(pN77AT) < e? < e 2

Flpan) — Fl) < o S
(p2n) () < 20N~ 2anN ™ yq 2Wi(po.T) ™

proving our desired result. O
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E.4. Proof of Theorem 5.5

First, we need a lemma.

Lemma E.1. Let jig, 11 € BW(RY) be such that ¥,,,,%,,, = B~1I. Then if (Xo, X1) ~ (po, 1) are optimally coupled
for the W distance, we have that

E||VewH (11)[X1] = VewH (10) [Xo[|* < 208> W (10, 1) -

The proof proceeds as follows. First, we apply the triangle inequality and the Cauchy—Schwarz inequality to decompose
the LHS into two terms which we will control separately. For the first term, we appeal to the Lipschitzness of VgwH (141),
which is possible since 2;11 =< 1. Then for the second term, we will utilize Lemma B.1 and Lemma B.3 to derive a bound
in terms of KL (g || 1£1), which we can then further bound in terms of W (119, f11). Combining these bounds, we obtain our
desired result.

Proof. Applying the triangle inequality and Cauchy—Schwarz, we obtain that

%EHVBWH(Ml)[Xl] — VewH (10)[Xol|I” < El|VewH (11)[X1] — VewH (11)[Xo]||”
+ E[|VawH (11)[Xo] — VewH (10)[Xo |-

For the first term, we note that since E;ll =< B1 by assumption, we have that

E||VewH (11)[X1] — VewH (11)[Xo]||I* = E[| £, (X1 — Xo)|? (by Equation (28))
< B2E||X; — Xol? (since X! < BI)
= B> W3 (o, 1) , 43)

where the last equality holds since (Xo, X7) ~ (10, 1) are optimally coupled by assumption. Now, we bound the second
term. Define the functionals Vy, F; : BW(R?) — R such that

Valu) = [ Tog (@) du(e)
Fi(p) =Vi(u) + H(p) -
Note that by Equation (28), VewV1 (1) = —Vlog pu; = —VewH (1), so that
VewF1 (1) = VewVi (1) + VewH(n) = VewH (1) — VewH (u1) -

Furthermore, we also note that
KL(p || po1) = Fr(p) — Frpn) - (44)

Therefore, the second term that we want to control above can be interpreted as the squared norm of Vgw.F1 (o). We will
show that F; is smooth, which will allow us to bound the squared gradient norm by a multiple of F7 (o) — F1(p1) =
KL(po || 1) by the descent lemma from optimization.

Let v := ¢~ !f3, where ¢ € (0, 1) is chosen to satisfy ¢ < (1 — ¢)?. Define the random variable X/, as follows:
X = Xo— %VBW}—I (10)[Xo]
— Xo— — (VewH(110) — VewH () [Xo]
= Xo — 5 (—Z_l(XO —my,) + Z;}(XO —my,)) (by Equation (28))

S 1 .
= (1+-30 - > i) Xo + S S + St
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Let uf = law(X}). Since we have 0 < -1 -1 < 8T = ¢yI by assumption, we have that
Ho 0 po » S g

1, 1., 1,
M():I‘i‘;zluo_;zlulEI_;EHIE(:L_C)IEO,

so X, is equal to the gradient of a convex function of X,. Hence, by Brenier’s theorem, we conclude that (X, X)) ~
(110, 11(y) are optimally coupled for the W5 distance. Thus, by Lemma B.1 applied to the potential V;, we find that

Vi(po) — Vi(po) < E(VewVi(ro)[Xo], X — Xo) + §E||X6 ~ Xol? (since =V log pg < 1)
= B (VewH () [Xol, X ~ Xo) + 5 BIX, — X @s)
Additionally, we note that since 3 = ¢y < (1 — ¢)? y, we have that
Sy = MoYpo Mo = (1= ¢)* By = $ _BC)Q 1= %I.

This implies that Z;,l, 2;01 =< ~I. Hence, we can also apply the geodesic smoothness inequality of Lemma B.3 to obtain
0

H(115) = H(110) < E(VowH(j10)[Xol, Xp — Xo) + 3 E|XG — Xo*. (46)
Hence, combining Equation (44) with Inequality 45 and Inequality 46, we obtain that

—KL(po || 1) < KL(g [ 1) — KL(pto || 1) (since KL (p1g || 1) > 0)
= F1(uo) — Fi(po) (by Equation (44))

= WV1(p) — Vi(po)] + [H(1g) — H(po)]
< —E(VewH (u1)[Xo], X§ — Xo) + gE”X(/J — Xoll? (by Inequality 45)
+ E(VewH(110)[Xol, X — Xo) + 2 EI|Xj — Xo* (by Inequality 46)
- (_% + 2% + %) El|VewH (120)[Xo] — VewH (11)[Xo] || (definition of X7)
= 2 Bl TowHa0)Xa] = Vow ()Xol @)

To bound the LHS of this inequality, we again apply Lemma B.1 to the potential V; as well as Lemma B.3 to H to obtain

KL(ko || 1) = Fi(po) — Fi(pa)
= Vi(po) = Vi(m)] + [H(po) — H(p1)]

< E(VewV(u1)[X1], Xo — X1) + gEHXO — X4 (by Lemma B.1 since —V?log 11 < 31)

+ E(VewH (u11)[X1], Xo — X1) + gEHXO - X1||2 (by Lemma B.3 since Z;{}, Z;ll = BI)
= BE| Xy — X1||2 (since Vew V1 (p1) + VewH (p1) = VewF1(u1) = 0)
= BW3 (no, 1) - (48)

Finally, choosing ¢ = % so that ¢ < (1 — ¢)? and combining our above inequalities, we find that

%EHVBW’H(M)[XJ — VawH (o) [Xo]I” < B VewH(11)[X1] = VewH (u)[Xo]|”
+E|[VewH (10)[Xo] — VewH (u1)[Xo]||”

2y
< B2 W3 (po, ) + 7 KL(o || 1)
1—-c
(by Inequality 43 and Inequality 47)
<1082 W2 (1o, 1) - (by Inequality 48)

Rearranging, we obtain our desired result. O
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With this result in mind, we are ready to prove our desired stationary point guarantee.

Proof. Let (Xy, Xy 1) ~ (Pk, Py 1) and (Xp 1, Xis1) ~ (Pgy 1, i) be optimally coupled for the W distance, noting
as in the proof of Lemma 5.1 that by construction,

X — Xkt

; = VewV(pi)[Xi] + VewH (pr+1)[Xk+1] -

Applying Lemma C.2, we obtain that

E|| Xk+1 — Xel|® < —20E[F (prs1) — F(pr)].-

Telescoping this inequality, we find that

1
min Elle+1 ch||2 <

N-1
- EIIX - X 2
ke{0,...,N—1} = N Zo || k+1 k:”

IA
2\

N-1

2

LS EF i) — Flo)]
k=0

= 2V E(F(px) — F(po)]
- N

=

(49)

Now, let (X, Xj, 1) ~ (Pk,Pr+1) be optimally coupled for the W5 distance. By Corollary D.2, we have that St =Bl
for all k, meaning that we can apply Lemma E.1 with pg = p and @3 = pg+1 to obtain that

E||VewH (p)[Xk] — VewH (pr1)[Xi]||* < 2082 W2 (pr. pisa) - (50)
Furthermore, we have that
E(|VewH (o) [Xig] — VewHper)[Xea]|” = B[S0 (X — Xen)|)
< 52 ]EHXkH - Xk+1||2
< 26%E|| X1 — Xe||” + 262 E[[ Xps1 — Xie|)?
= 2832 W3 (pr, prr1) + 287 B Xi1 — Xl (51)

With these inequalities in mind, we obtain that

1 1
3 IVewF(pi)lls, = 3 EIVewV(pr) [X5] + VewH () (Xl ||

< E||VawV(pr)[Xi] + VewH prs1) [ Xena]|)® + E||VewH (pr) [Xk] — VBWH(pk+1)[X1:+1]H2

N 2 . . .
+ EHVBW'H(pkH)[XkH] — VewH (pr+1)[Xk+1] H (by triangle inequality)
1
< e El[ Xpt1 — X l|? + 22 B2W3 (pr prs) + 26° B Xpsr — X
(by Inequality 50 and Inequality 51)
1 . . .
< (? + 2452> E|| Xk+1 — Xk||2 (since (X, Xx+1) is a coupling of (pg, pr+1))
25 . . _
< n—2EHXk+1 — XLl (since B <n~h

Combining the above with Inequality 49, we obtain that

75 150A
i VewF SE|X X, |2 < 202
ke{o?.l.l,n H BW (pk)Hpk < ke{omn}v R [ Xpr1 — Xl N
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Finally, taking n = % and N > gf a , we obtain that

i VewF(p)|? < &2,
ke{o?.l.l,rjl\lfl}u swF (P, <€

as desired. O

F. Proofs of the noisy algorithm convergence rates

We once again utilize Lemma 5.1 to obtain our desired rates of convergence. First, we must prove the bound on ¢}, for
Stochastic FB-GVI given in Lemma 5.6.

F.1. Proof of Lemma 5.6
Proof. Let i = N(m, ) be an element of BW(R?). We first note that if X ~ p, then by integration by parts,

YEVHV(X) = z/v“‘Vdu

=-X / Vpu@VVv (integration by parts)

= fE/Vln;uX) VVdu
= /(x —m) @ VVdu(z) (since =X VInu(x) =z —m)
—E[(X —m) ® VV(X)]. (52)

Hence,

(EV?V(X),%) = (E[Z"H(X —m)® VV(X)],%) (by Equation (52))
=EE (X -m)e VV(X),%) (linearity of expectation and trace)
=E(VV(X),X —m). (cyclicity of trace)

Now, let (Xj, Z) ~ (px, ) be optimally coupled for the W, distance and independent of X},. Recall also the Brascamp—
Lieb inequality (Brascamp & Lieb, 1976): if i is a measure on R? with density p oc exp(—W), where W is twice
continuously differentiable and strictly convex, then for any smooth test function f : R¢ — R it holds that Var,(f) <
E(V f, (V2W)~! V f). In particular, if we take f = (VV, e) for a unit vector e and y = py,, it follows that Var,, (VV,e) <
E,, (e, V2V X, V2V €). Summing this inequality as e ranges over an orthonormal basis of R%, we obtain

Ep, [VV =B, VV|? < E,, ([V*V]*, k) -

Thus, we get that

1 5 .
3 o <E|[(V2V(Xg) — E, V2V) (X}, — mp)||? + E|VV(X) — E,, VV|? (by triangle inequality)
= (E,, [(V?V —E, V?V)?,5;) + E,, |[VV — E,, VV|? (since X, 1L Xp)
= Epk <V2V, Xk V2V> - <]Epk [V2V]27 Ek> + ]Epk HVV - EkaV”Z
<E,, (V2,2 V2V) +E,, |[VV - E,, VV| (since (E,, [(V2V)?], %)) > 0)
<2E,, (V?V,%, V?V) (by Brascamp-Lieb)
< 2B8E,, (V*V, %) (since V2V < I and V2V, 3, = 0)
=20E(VV (X)), X — mu) (by Equation (52))
=28 E(VV(Z),Z — ) + 2B E(VV(Xy) — VV(Z), (Xx — my) — (Z — 1))
+ 28 B(VV(Z),(Xp — my) — (Z — 1)) + 28 B(VV(Xy) — VV(Z),Z — ).
errs erry
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Now, we have the following:

erry = B(VV(Z), Z — ) = (EV?V(Z),%) = Tr(I) (by Equation (52) and the stationarity conditions in (29))

= d’
erry = E(VV(Xy) = VV(Z), (X —mg) — (Z — 1))
1
< 35 E|VV(Xi) — VV(2)|]? + gEH(Xk —my) — (Z —m)|? (Young’s inequality)
< BE|X) — Z| (since VV is B-Lipschitz)
= BWE(ux, ), (since (X, Z) are optimally coupled)
€rrg = E<VV(Z), (Xk — mk) — (Z — m)>
1
S — IE||VV(Z)||2 + BE|( Xy —my) — (Z —m)|? (Young’s inequality)
< @ E(V2V(2)2,8) + BWE(ur, 7) (Brascamp-Lieb, optimal coupling of (X}, Z))
< Z + BWE (g, 7) (since E; V2V = £~ by Equation (29) and V2V < SI)
erry = E(VV(Xy) — VV(Z),Z — 1)
Tr(S) 2 2 . :
< ——=E|IVV(X,) - VV(Z)|” + —E||Z -m Young’s inequalit
LIV = TV + 1B Z (Young's nequalit)
B Tr(%) 2, d - . R
< —E|| Xy - Z|” + — Tr(¥ since VV is -Lipschitz
< P BN 2 ¢ s ) ( pschit?)
2Tr(8
T 2 e, )+
Combining these, we obtain that
4 A
4433 Tr (% .
o7 <48 err; < 68d + (852 n 57()) W2 (g, ) < 68d + 126% Ao (5) W2 (1o, 7) -
i=1

(since £ = B2 V2V < BI 50 Amax(3) > 1/3)

Note that in the strongly convex case, by Equation (29), we obtain that
)\max(i) = )\maX (Eﬁ' [V2v} _1) <

so this bound simplifies to

12ﬁ3

o2 < 6Bd+ W3 (e, ) -

This concludes our proof.

F.2. One-step inequality using the bound on o},
We apply the error bound in Lemma 5.6 along with the one-step inequality of Lemma 5.1 with v = 7 and n < 55
gives us the inequality
EWZ (prs1,7) < (1 — an)EWS (py, 1) — 20 (EF (pk+1) F(#)) + 20° Eoy
< (1—an+245°0 Amax (3 )) EWS (pr, #) — 2 (EF (prsr) — F (7)) + 1287°d
< exp(—an + 24B° 1" Anax (8) JEWS (py, 7 ) =20 (BF (pr+1) — F(7)) + 128n%d.

IN
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F.3. Proof of Theorem 5.7

Proof. Define ¢ = 2463)\max(f3). Since V' is convex by assumption, we may take o = 0 in Inequality 53 to obtain that
~ c 2 ~ ~
2 (BF (pr1) = F(7)) < e EWZ (px, 1) = EW3 (prsr, 7) + 128n°d.

Define Sy (1) == Yp_, e~*<"". We then find that

N-1 N-1
Y- 2me N (BF (pya) = F(7) < > e B (e BWE (py, 7) — EW (prs, 7) + 12877d)
k=0 k=0
N—-1
= WE(po, 7) — e N0 EWE(p, 7) + 12872d Y | e~ FDen’
k=0

< Wi(po, &) + 128n*dSn (1) .

Let p be drawn randomly from among {pk},iv:l, with probability of choosing pj, proportional to e~ken” Then we have that

N-1
1 2
EF(P) — F(7) = o Y 2ne FD (EF(py ) — F(7
(p) — F (%) 375w (1) kz:o (EF (pr+1) — F(7))
1 .
W22(p07ﬁ-)
= —=———=+460nd.
2nSn (1) o
Now, we note that
N NA(en?)™? NA(en®)~! 2\ —1
2 2 N
SN(U) — Ze—kcn > Z e—kcn > e—l > A \_(077 ) J )
k=1 k=1 k=1 ¢

Thus, we obtain the inequality

E[ke{lgigN}f(pk)] — F(7) <EF(p) — F(7)

W3 (po, 7)

~ 2nSn(n)
2W3 (po, 7)

T (N A (en?)7H])

W22 (po, 7)
nN

+ 60nd

+ 65nd

A

+ enWi(po, #) + Bnd.

Hence, taking

e? g2
n

T Wi (po, M)V Bd T B3\ max (S) W2(po, 7) V Bd

W3 (po, W2 (po, & - .
N > 2751;3 ) Wy (ﬁf ) (8 Anax (2) W (po, 7) V Bd)
we get the guarantee E [mingeqr, vy Flpr)] — F(7) < 2. O

F.4. Proof of Theorem 5.8

Proof. In the strongly convex case where 0 < al =< V2V, we have the eigenvalue guarantee )\max(f)) < é[ , since

E,V2V = S~1 by (29). Hence, under the assumption that n < ﬁ,

Inequality 53 implies that
24 53 772
o

EW2(pps1,7) < exp(—cw] + ) EW2(pp, 7) — 21 (EF (i) — F (7)) + 1285%d
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< exp( =51 EWS(p, 7) — 20 (EF(prs) — F(7)) + 1280°d.

Since F(7) < F(pr+1), we may iterate this inequality to obtain that

~ Na . 24Bnd

Hence, with the choice

2

-

77 - Bd )

N > LIO aW22(p07fr)
~ an g2
_ Bl aW3po,7)
T ae? g2 ’

we obtain the guarantee
aEWZ(py,7) < 2.

Now, for the guarantee in KL divergence, we “reinitialize” the algorithm with distribution py and apply the weakly convex
result of Theorem 5.7. This argument is inspired by Durmus et al. (2019). Assuming ¢ is sufficiently small, we get that

ce?

CEWS(}?N,%) < ? < Bd,

meaning that for the above choice of 1, we have
& e’
"7 Bd T cEWZ(pn,A) v pd

Furthermore, for our choice of IV, we have that

Bd
g oE

(W3 (po, ) V Bd) < — S N.
Thus, applying Theorem 5.7 with our choice of step size 7 and iteration count /V, we obtain that

E[ min  F(p)] — F(7) <E| min Fpr)] — F(7)

ke{l,....2N} ke{N+1,....2N}
W2 ) .
SE [M +en W3 (pn. ) + ﬁnd}
nN
Sé?,
proving our desired result. O

G. Experiment Figures

In Figures 1 and 2, we provide figures for the experiments in Section 6.
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log KL(pg||7t) over iterations
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Figure 1. Gaussian target experiment: results for FB-GVI (top) and stochastic FB-GVI (bottom).
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Figure 2. Bayesian logistic regression experiment: plots of log I, || VewF (px) || (top) and of F(py,) (bottom) for stochastic FB-GVI.
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