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Abstract

In-context learning (ICL) enables Large Lan-
guage Models (LLMs) to generate predic-
tions based on prompts without additional fine-
tuning. While prompt engineering has been
widely studied, the impact of role design within
prompts remains underexplored. This study ex-
amines the influence of role configurations in
zero-shot and few-shot learning scenarios us-
ing GPT-3.5 and GPT-40 from OpenAl and
Llama2-7b Llama2-13b from Meta. We eval-
uate the models’ performance across datasets,
focusing on tasks like sentiment analysis, text
classification, and question answering. F1
scores are used to measure the effectiveness of
different role designs. Our findings highlight
the potential of role-based prompt structuring
to enhance LLM performance, offering new in-
sights for optimizing prompt design strategies
in natural language processing tasks.

1 Introduction

In recent years, the field of Large Language Models
(LLMs) has seen remarkable advancements. Mod-
els such as GPT-3 (Brown et al., 2020) and Llama
(Touvron et al., 2023) have showcased impressive
capabilities in various natural language tasks, in-
cluding question answering (Rouzegar and Makre-
hchi, 2024b), sentiment analysis (Zhang et al.,
2023), and text classification (Abburi et al., 2023).

A new paradigm known as ICL has emerged in
natural language processing (NLP) (Dong et al.,
2022). In ICL, LLMs generate predictions based
on provided prompts, which usually include a few
training examples. This approach has become a
trend for evaluating and extending the abilities of
LLMs, allowing them to generalize to new, unseen
cases without the need for additional fine-tuning
(Dong et al., 2022).

Although several studies have discussed various
ICL and prompt engineering methods, the impact
of role design in ICL has not been thoroughly ex-
plored. Role design involves structuring prompts

with distinct roles, such as system instructions, user
inputs, and assistant responses. Understanding how
these roles influence model performance can pro-
vide valuable insights for optimizing prompt engi-
neering strategies.

In this paper, we examine the impact of role
design in zero-shot and few-shot experiments us-
ing two prominent instruction-tuned LLMs: GPT-
3.5 and GPT-40 from OpenAl and Llama2-7b and
Llama2-13b from Meta. We systematically evalu-
ate the models’ performance across different nat-
ural language tasks, including sentiment analysis,
text classification, and question answering. By em-
ploying F1 scores as our primary evaluation metric
to measure how closely the outputs match the la-
bels and Structural Accuracy as a secondary metric
to measure how closely the outputs match the in-
structions in the prompt, we aim to quantify the
effectiveness of various role configurations in en-
hancing the models’ predictive accuracy and struc-
tural reliability.

To the best of our knowledge, this is the first
study to systematically evaluate the effectiveness
of role designs in prompts across multiple datasets
and LLMs. Our findings provide valuable insights
into optimal prompt design strategies, potentially
enhancing the performance of LLMs in various
natural language processing tasks. Notably, we
observed that designing roles without altering the
main prompts contributed to better overall perfor-
mance. The code provide in anonymous GitHub.!

2 Related Works

Significant research has been conducted in prompt
engineering and ICL. Methods such as KATE
(Knn-Augmented in-conText Example selection)
(Liu et al., 2021) and EPR (Efficient Prompt Re-
trieval) (Rubin et al., 2021) enhance example selec-
tion and retrieval for LLMs using k-nearest neigh-
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bors and efficient interaction methods, respectively.
Self-generated In-context Learning (SG-ICL) (Kim
etal., 2022) reduces reliance on external demonstra-
tions by generating examples internally, while Mu-
tual Information (MI) (Sorensen et al., 2022) and
Perplexity Estimation (Gonen et al., 2022) lever-
age information theory and language familiarity to
improve prompt design.

Active Example Selection using reinforcement
learning (RL) (Zhang et al., 2022a) involves strate-
gies like Markov Decision Processes (MDP) and
Q-learning to optimize example choices. Methods
such as LENS (fiLter-thEN-Search) (Li and Qiu,
2023a) refine this process through dataset filter-
ing and iterative search for optimal combinations.
Other approaches inspired by topic models select
optimal demonstrations from annotated data using
smaller LLMs, generalizing these to larger models
for ICL (Wang et al., 2024), with frameworks like
Unified Demonstration Retriever (UDR) (Li et al.,
2023) employing multi-task ranking and iterative
mining for high-quality candidates.

Instruction Induction (Honovich et al., 2022) and
Automatic Prompt Engineer (APE) (Zhou et al.,
2022b) enhance model instruction-following by
generating instructions from input-output pairs
and optimizing them via candidate searches. The
SELF-INSTRUCT framework (Wang et al., 2022b)
further improves these capabilities by utilizing
self-generated examples. Chain-of-Thought (CoT)
prompting (Wei et al., 2022) and its variants like
complex CoT (Fu et al., 2022) and Auto-CoT
(Zhang et al., 2022b) provide reasoning demon-
strations, enhancing models’ reasoning abilities for
complex tasks.

The Self-Ask method (Press et al., 2022) en-
hances performance by decomposing complex
questions into simpler sub-questions, which the
model answers sequentially. The Memory-of-
Thought (MoT) (Li and Qiu, 2023b) approach in-
volves pre-thinking on an unlabeled dataset and
storing high-confidence thoughts as external mem-
ory, which the model can recall during testing to
aid reasoning.

Super In-Context Learning (SuperICL) (Xu
et al.,, 2023) enhances supervised task perfor-
mance by combining LL.Ms with locally fine-tuned
smaller models that act as plug-ins, providing spe-
cific task knowledge. Iterative Context-Aware
Prompter (iCAP) (Wang et al., 2022a) employs
an iterative prompting framework for multi-step
inference, while the LEAST-TO-MOST Prompt-

ing method (Zhou et al., 2022a) addresses com-
plex problems by breaking them into simpler sub-
problems. Additionally, the Task-Agnostic Prefix
Prompt (TAPP) (Ye et al., 2024) facilitates zero-
shot generalization by prepending a fixed prompt
to every input.

3 Methodology and Experimental Setup

3.1 Datasets

Following (Min et al., 2022) and (Rouzegar and
Makrehchi, 2024a), our experiments were con-
ducted using samples from a diverse range of
datasets to evaluate the performance of different
prompt designs across various natural language
tasks:

* commonsense_qa: (Talmor et al., 2019) A
dataset designed for common-sense question
answering.

* ai2_arc: (Sheng and Uthus, 2020) A bench-
mark dataset used for evaluating question-
answering capabilities.

» wiki_movie_plots: A dataset containing
movie plots used for genre classification.

* IMDB_reviews: A sentiment analysis dataset
comprising movie reviews with corresponding
sentiment labels.

These datasets cover a wide spectrum of tasks, in-
cluding question answering, sentiment analysis,
and text classification, ensuring a comprehensive
evaluation of the role designs in prompts.

3.2 Prompt Designs

We utilized four state-of-the-art LLMs for our ex-
periments: GPT-3.5-turbo-0125 and GPT-40 from
OpenAl, and Llama2-7b-chat and Llama2-13b-chat
from Meta. These models were selected due to their
robust performance and widespread applicability in
various NLP tasks. (Brown et al., 2020) (Touvron
et al., 2023)

To investigate the impact of role design, we ex-
perimented with the following prompt configura-
tions. Importantly, the main content of the prompt
remained the same across all configurations; the
key difference lay in how the prompt was split into
distinct roles. This approach allowed us to isolate
the effect of role-based structuring on model perfor-
mance, which is the primary focus and contribution
of our study.



Dataset | LLM | ZeroU ZeroSU FewU FewSU FewSUA

‘ ‘ Str. ‘ F1 Str. F1 Str. ‘ F1 Str. ‘ F1 Str. ‘ F1
Acc. Score | Acc. Score | Acc. Score | Acc. Score | Acc. Score

|GPT:35 | 24 | 68 | 60 | 68 | 20 | 69 | 55 | 68 | 100 | 73
commonsense_qa | GPT-4o | 100 | 77 | 100 | 8 | 99 | 79 | 100 | 8 | 100 | 83
| Llama2-76 | 0 | 19 | 0 | 19 | | 18 | 0 | 19 | 67 | 9

| Llama2-13b | 0 | 33 | 0 | 36 | | 3 | 0 | 36 | 99 | 28

|GPT35 | 73 | 76 | 39 | 80 | 60 | 8 | 8 | 78 | 99 | 85

ai2_arc | GPT-40 | 99 | 96 | 100 | 96 | 100 | 95 | 100 | 96 | 100 | 97
| Llama27b | O | 36 | 0 | 39 | 0 | 26 | 0 | 25 | 9 | 40

| Llama2-13b | 0 | 50 | 0 | 52 | 0 | 39 | 0 | 37 | 77 | 48

|GPT35 | 99 | 76 | 99 | 719 | 9 | 77 | 9 | 76 | 9 | 77

wiki_movie_plots | GPT-40 | 100 | 80 | 100 | 81 | 100 | 81 | 100 | 8 | 100 | 84
| Llama2-7b | 0 | 75 | 0 | 75 | O | 68 | 0 | 70 | 25 | 74

| Llama2-13b | 0 | 73 | 0 | 75 | 0 | 72 | 0O | 75 | 64 | 85

| GPT:35 | 100 | 94 | 100 | 93 | 100 | 93 | 100 | 67 | 100 | 94

IMDB_reviews | GPT-40 | 100 | 95 | 100 | 95 | 100 | 96 | 100 | 92 | 100 | 97
| Llama27b | 1 | 8 | 1 | 8 | 0 | 6 | 0 | 6 | 18 | 85

| Llama2-13b | 3 | 91 | 3 | 9 | 0 | 64 | 0 | 67 | 8 | 93

Table 1: Performance results of various language models using different prompt designs on various datasets. The
table includes Structural Accuracy (Str. Acc.) and F1 scores for each method: ZeroU (Zero-shot User-only),
ZeroSU (Zero-shot System and User), FewU (Few-shot User-only), FewSU (Few-shot System and User), and

FewSUA (Few-shot System, User, and Assistant).

In role design, the "system" provides high-level
instructions that guide the overall task and set the
context for the interaction. This includes speci-
fying the format, the rules for the responses, or
any additional context necessary for the task. The
"user" presents specific queries or prompts that the
model needs to respond to, effectively driving the
interaction and simulating real-world usage sce-
narios. The "assistant" is the model’s response to
the user’s queries, which should adhere to the sys-
tem’s instructions and accurately address the user’s
prompts. (Figurel)

Zero-shot User Prompt (ZeroU): The entire
prompt is provided as a user instruction without
any role distinctions.

Zero-shot System and User Prompt (ZeroSU):
The initial part of the prompt is provided as a sys-
tem instruction, followed by the user input.

Few-shot User Prompt (FewU): Multiple exam-
ples of questions and answers are provided within
the user prompt.

Few-shot System and User Prompt (FewSU):
Examples are provided with clear distinctions be-
tween system and user roles.

Few-shot System, User, and Assistant Prompt
(fewSUA): Includes examples with system instruc-
tions, user inputs, and assistant responses.

3.3 Experimental Setup

Data Preparation: Each dataset was divided into
training and test sets, ensuring a balanced distribu-
tion of categories and labels. We used a balanced
subset from each dataset to ensure a comprehensive
evaluation. For the few-shot scenario, we randomly
selected three samples from each dataset, ensuring
these examples were not included in the test set.

Prompt Construction: We maintained the same
format of role design for both models, as they are
both instruction-tuned LLMs. This consistency
allowed us to isolate the effect of role-based struc-
turing on model performance.

Model Configuration: All GPT and Llama
models were configured with a temperature of
’0.0’. This setting minimizes the randomness in
the model’s output, ensuring more deterministic
responses. Other parameters, such as maximum
sequence length and batch size, were optimized for
each task to ensure optimal performance.



Evaluation Metrics: The primary evaluation
metric was the F1 score, which checks if the output
of the prompt matches with the class for sentiment
analysis and movie genres or the correct answer in
QA tasks. The second metric is structural accuracy,
which measures how closely the output matches the
requested structure in the prompt (Figure 2). For
example, the movie genre should be a single word
among the specified genres, the sentiment should
be a single word, either "positive or "negative," and
QA answers should be a single capital letter among
the choices (A, B, C, or D). (Figure 3 and Figure4)

We examined structural accuracy regardless of
the correctness of the answer. For instance, if the
output was a single letter (A to D) for ai2_arc, it
was considered structured. However, outputs like
"the answer to this question is D: state park" or sim-
ply "D: state park" were considered unstructured
because they did not match the desired format. Ad-
ditionally, for measuring the F1 score, we used
post-processing to extract the label from the output
and determine if it matched the true label of the
dataset.

4 Results

The results of our experiments are summarized
in Table 1, where we present the F1 scores and
structural accuracy (Str. Acc.) for various prompt
designs across four datasets. The experiments re-
veal several key insights regarding the impact of
role design in prompts for LLMs. In most cases,
the few-shot system, user, and assistant prompt
(FewSUA) configuration exhibited a superior F1
score across the experiments, indicating that in-
corporating clear role distinctions and examples
significantly enhances model performance.

For the Llama models, using few-shot user
(FewU) and few-shot system and user (FewSU)
prompts led to a noticeable decrease in F1 scores.
This suggests that embedding few-shot examples
within user prompts may cause these models to pro-
duce more incorrect answers and hallucinations.

The structural accuracy of GPT models was gen-
erally high, with both models adhering to the de-
sired output structure in most cases. However, the
Llama models frequently generated more than one
word, failing to follow the instructions, which is
understandable given their smaller size. A stand-
out finding is that the FewSUA prompt configura-
tion helped the Llama models generate outputs in
the desired structure, making it potentially useful

for applications like chatbots where maintaining
a specific structure is crucial. Also, Llama2-13b
outperformed Llama2-7b in structural adherence.

Additionally, in tasks such as movie genre clas-
sification and sentiment analysis, the Llama2-13b
model showed results comparable to the GPT mod-
els, demonstrating its capability in certain NLP
tasks despite its smaller size. However, in question-
answering tasks, the performance of the GPT mod-
els was significantly better and not comparable to
that of the Llama models.

Overall, our experiments indicate that larger
models generally achieve better F1 scores. GPT-
40 exhibited superior performance compared to
GPT-3.5, and Llama2-13b outperformed Llama2-
7b. This suggests that model size plays a cru-
cial role in both F1 score and structural adherence.
The FewSUA prompt configuration consistently im-
proved both accuracy and structural performance,
highlighting its potential as a robust prompt design
for enhancing the capabilities of LLMs.

5 Limitations

This study’s limitations include the use of a lim-
ited range of datasets and models, which may af-
fect generalizability. It’s important to note that
the role designs are only applicable to instruction-
tuned LLMs, such as Llama and GPT chat models,
as these roles are not understandable for all mod-
els. Additionally, there may be potential improve-
ments in modifying the original prompt structure
to achieve better results. Future research should
explore a broader range of models and datasets.

Conclusion

This study systematically evaluated the impact of
role design in prompts on the performance of large
language models (LLMs) in zero-shot and few-
shot learning scenarios. Using GPT-3.5, GPT-40,
Llama2-7b, and Llama2-13b-chat from Meta, we
demonstrated that incorporating distinct role config-
urations significantly enhances model performance
across various natural language processing tasks.
Our experiments showed that the FewSUA prompt
configuration, which includes system instructions,
user inputs, and assistant responses, consistently
improved both predictive accuracy and structural
adherence. These findings highlight the potential
of role-based prompt structuring to optimize LLM
capabilities, providing valuable insights for future
prompt design strategies.
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A Appendix

The appendix provides detailed descriptions and
discussions of the examples of prompts and the
outputs from different models, specifically for the
wiki_movie_plots dataset. The prompt designs in-
clude ZeroU (Zero-shot User-only), ZeroSU (Zero-
shot System and User), FewU (Few-shot User-
only), FewSU (Few-shot System and User), and
FewSUA (Few-shot System, User, and Assistant).
Each design isolates the effect of role-based struc-
turing on model performance.

While the specific example in Figure 1 is for the
wiki_movie_plots dataset, similar prompts are used
for other datasets with minor changes in the de-
sired output, such as sentiment for IMDB reviews
or answers for commonsense_qa and ai2_arc. By
splitting the prompts into distinct roles, the study
observes the impact on the models’ ability to gen-
erate accurate and structured responses.

Figures 2, 3, and 4 present examples of struc-
tured and unstructured responses across different
datasets, including sentiment analysis, genre classi-
fication, and question-answering tasks. Structured
responses are critical for consistency in evaluation,
requiring specific formats such as single words or
letters.

The post-processing technique mentioned in the
text is essential for accurately extracting these la-
bels from the model outputs, highlighted by the
blue-colored text in the examples. However, there
are instances where the extraction process makes
mistakes, as shown in Figure 3. For example,
in the GPT-40 (commonsense_qa) example, the
post-processing incorrectly extracted A’ as the an-
swer, although the output indicated *C’. This high-
lights the challenges in achieving precise output
structures and the importance of improving post-
processing techniques to avoid such errors.

The appendix emphasizes the importance of
clear role distinctions in prompt design, partic-
ularly the FewSUA configuration, which consis-
tently improves both F1 scores and structural ad-
herence. The detailed examples and discussions
provide valuable insights for developing effective
prompt designs, highlighting the crucial role of
post-processing in maintaining output accuracy.

A.1 Resource Utilization

For the experiments involving GPT models, we
used the OpenAl API, with the total cost amounting
to approximately 120 USD. For the Llama models,

we utilized a single GPU with 64GB memory for
the 7b model and two parallel GPUs, each with
64GB memory, for the 13b model. This setup
ensured that we had sufficient computational re-
sources to conduct the experiments efficiently and
obtain reliable results.



ZeroU prompt:
role: "user", content: Determine the genre of the movie based on the provided plot:
For the plot provided, classify its genre as a single word (without other marks or words like

“genre:’), either "comedy", "action", "drama", or "horror".
Plot[i]

ZeroSU prompt:
role: "'system"', content: Determine the genre of the movie based on the provided plot.
For the plot provided, classify its genre as a single word (without other marks or words like

“genre:’), either "comedy", "action", "drama", or "horror".
role: "user'', content: Plot[i]

FewU prompt:
role: "user", content: Determine the genre of the movie based on the provided plot:
For the plot provided, classify its genre as a single word (without other marks or words like
“genre:’), either "comedy", "action", "drama", or "horror".
Examples:
Plot[1] - Genre[1]
Plot[2] - Genre[2]
Plot[3] - Genre[3]

Elot[i]

FewSU prompt:
role: "'system'', content: Determine the genre of the movie based on the provided plot.
For the plot provided, classify its genre as a single word (without other marks or words like
“genre:’), either "comedy", "action", "drama", or "horror".
role: ""user'", content: Examples:
Plot[1] - Genre[1]
Plot[2] - Genre|[2]
Plot[3] - Genre[3]

i;iot[i]

FewSUA prompt:

role: "'system'', content: Determine the genre of the movie based on the provided plot.

For the plot provided, classify its genre as a single word (without other marks or words like
“genre:’), either "comedy", "action", "drama", or "horror".

role: ""user", content: Plot[1]

role: "'assistant'', content: Genre[1]

role: "'user", content: Plot[2]

role: ''assistant'', content: Genre[2]

role: "'user', content: Plot[3]

role: "assistant'', content: Genre[3]

role: ""user', content: Plot[i]

Figure 1: This figure illustrates the various prompt designs utilized to feed all models. Each prompt design is
defined as follows: ZeroU (Zero-shot User-only), ZeroSU (Zero-shot System and User), FewU (Few-shot User-only),
FewSU (Few-shot System and User), and FewSUA (Few-shot System, User, and Assistant).



Sentiment (IMDB reviews):

positive / negative (single word)
Genre (wiki_movie_plots):

comedy, drama, action, horror (single word)
QA (ai2_arc):

A to E (single letter)

QA (commonsense_qa):
A to D (single letter)

Figure 2: This figure illustrates the various structured responses for different datasets used to evaluate the models.

GPT-40 (IMDB reviews):
neutral

GPT-40 (commonsense_qa):

Greg’s performance was mediocre. What might his habits be like? A: distinguished B: unique C:
peculiar D: exceptional E: outstanding

The answer is: C

GPT-3.5 (IMDB reviews):
science fiction

GPT-3.5 (commonsense_qa):
D: to remove toxic material from the stomach before it is absorbed

Figure 3: This figure shows examples of unstructured responses from GPT models. The blue-colored text
highlights the extracted labels in the examples.



Llama2-7b (commonsense_qa):
Based on the question provided, the answer is:
A: halving the distance between them
Therefore, the answer is "A".

Llama2-7b (IMDB reviews):

The sentiment of the review is negative. The reviewer expresses disappointment with the sequel
compared to the original, citing a lack of fun and too much time spent on plot development. They also
mention that Tim Thomerson’s wisecracking is toned down, and the performances are adequate but the
script lets them down. The action is described as routine and the plot is only mildly interesting, which
suggests that the reviewer was not impressed with the film’s action sequences or story. The reviewer
also states that they need lots of silly laughs to stay entertained during a Trancers movie, but the film
fails to deliver on this front. Overall, the review is negative and suggests that the reviewer did not enjoy
the sequel as much as the original.

Llama2-7b (wiki_movie_plots):

Based on the provided plot, I would classify the movie as a comedy. The plot involves a group of
irresponsible and wealthy individuals who die in an accident and become ghosts, with the goal of
freeing their friend from a regimented lifestyle in order to enter heaven. The movie appears to have a
lighthearted and comedic tone, with elements of slapstick humor, witty dialogue, and farcical
situations. The characters’ antics and misadventures are likely to provide most of the comedic
elements in the movie.

Llama2-13b (wiki_movie_plots):

Sure! Based on the plot provided, the genre of the movie would be:

Comedy.

The plot involves a man trying to relive his youth and pursue a beautiful woman, with his friends, in
a series of comedic and awkward situations. The tone of the plot is lighthearted and humorous,
indicating that the movie would be a comedy.

Llama2-13b (IMDB reviews):

Based on the review, I would rate the movie 3 out of 10. Here’s a breakdown of the review:

* The reviewer can’t knock the movie too hard because it’s clear that the filmmakers were trying to
make it bad or campy.

* Some of the parts that were intended to be funny actually are, but only for their cheesiness.

* The reviewer notes that the movie goes over the top near the end with a time warp and sexual
innuendoes.

* The reviewer is surprised that the movie got a PG rating, implying that it’s not suitable for all
audiences.

* The reviewer concludes that it’s a fun way to waste a couple of hours, but it’s not on the same level
as Star Wars or Trek.

Llama2-13b (ai2_arc):
Sure! Based on the question provided, the answer is:
D : wildfire

Figure 4: This figure shows examples of unstructured responses from Llama2 models. The blue-colored text
highlights the extracted labels in the examples.
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