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Abstract

Multilingual language models (LLMs) have demonstrated
strong cross-lingual reasoning and comprehension capabili-
ties. However, substantial performance disparities persist be-
tween high- and low-resource languages due to unbalanced
availability of training data and linguistic diversity. This pa-
per examines fine-tuning efficacy to determine the relative
importance of language, domain, and resource-level, explor-
ing how we can reduce these disparities in performance.
Using gpt-4.1-nano-2025-04-14, we conducted ex-
periments on three domains: STEM, Medical, and Humani-
ties from the Global-MMLU dataset, focusing primarily on
cross-lingual transfer. We find substantial accuracy improve-
ments when transferring from high to low resource settings
(= +16%), but large performance degradation when trans-
ferring in the opposite direction (= —13%). Additionally, we
find that only cross-lingual (+2.61%) transfers demonstrate
a net improvement while cross-domain (—2.44%) transfers
degrade performance. These findings present preliminary ev-
idence that training data from linguistically diverse languages
can enhance model generalization and narrow the perfor-
mance gap in multilingual language models, even when low-
resource language data is scarce or absent altogether.

Introduction

Multilingual transformer-based language models have
achieved remarkable progress in recent years, delivering
strong results across a wide range of languages (Singh
et al. 2024). These token-based systems share parameters
across languages, enabling substantial cross-lingual transfer,
particularly in high-resource settings. However, they con-
tinue to struggle with low-resource languages, where limited
training data makes it difficult to capture diverse morpholog-
ical and lexical patterns (Thangaraj et al. 2024). This perfor-
mance gap remains a major obstacle to equitable language
technology.

In this study, we analyze fine-tuning efficacy to deter-
mine the relative importance of language, domain, and
resource-level, exploring how we can improve performance
on low-resource languages across multiple domains. Specif-
ically, we seek to understand how effectively knowledge
transfers across languages and domains when models
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are fine-tuned on modest amounts of training data from
different resource levels. We do this through controlled fine-
tuning experiments on gpt-4.l-nano-2025-04-14
using three languages—Igbo (low-resource), Hebrew
(mid-resource), and Turkish (high-resource)—and three
domains—STEM, Medical, and Humanities—from the
Global-MMLU dataset (Singh et al. 2024). We evaluate
both within-language/domain performance and multiple
transfer scenarios. Specifically, we test whether model
knowledge obtained in one language or domain via fine-
tuning can be applied effectively to another, revealing
insights into factors that enhance or limit cross-lingual and
cross-domain transfer in multilingual models.

Our findings show clear patterns across domains and
language boundaries. Specifically, we find that fine-tuning
on high-resource languages leads to substantial accuracy
improvements (=~ +16% gain) when evaluating on low-
resource, whereas upward transfer from low-resource to
high-resource settings generally results in large perfor-
mance degradation (~ —13%). Additionally, when the ef-
fect of resource level is isolated, we find that both cross-
domain (—2.44%) and cross-lingual (+2.61%) transfers
demonstrate a net improvement. Generally, models fine-
tuned on diverse, well-resourced data enhances model ro-
bustness. This work advances the understanding of how
fine-tuning strategies can be designed to enhance the per-
formance of multilingual models to underrepresented lan-
guages, helping narrow gaps in performance in multilin-
gual technologies. Models fine-tuned only on high-resource
data still improve on unseen low-resource languages, indi-
cating that robust cross-lingual transfer can occur without
any target-language fine-tuning. Additionally, cross-lingual
transfer demonstrated consistent improvement, whereas
cross-domain adaptation alone did not reliably produce pos-
itive gains, underscoring that linguistic diversity contributes
strongly to generalization more than domain matching.

Related Works
Multilingual and Cross-Lingual Evaluation

Low-resource settings present a persistent challenge for
large language models as limited data and unbalanced pre-
training corpora result in poor generalization and biased
model behavior (Li et al. 2025; Hangya, Saadi, and Fraser



2022; Conneau et al. 2020). Large multilingual language
models such as mBert, XLM-R, and BLOOM have demon-
strated that joint multilingual pretraining enables substan-
tial cross-lingual transfer (Devlin et al. 2019; Conneau et al.
2020; Workshop et al. 2022). However, performance asym-
metries between high and low-resource remain a central
challenge (Hu et al. 2020). Recent benchmarks such as
XTREME, XGLUE, and Global-MMLU have extended this
evaluation to typologically diverse languages and special-
ized knowledge domains (Hu et al. 2020; Liang et al. 2020;
Singh et al. 2024). Even more recently, the introduction of
ATLAS expanded evaluations through more optimized scal-
ing of cross-lingual transfer across models (Longpre et al.
2025). Despite these advances, few studies have examined
how resource level, specialized domains, and linguistic simi-
larity altogether affect cross-lingual and cross-domain trans-
fer dynamics. To fill this gap, our study analyzes these fac-
tors together, providing a more complete picture of what en-
ables multilingual models to be successfully fine-tuned in
low-resource, specialized contexts.

Methodology
Data

Across all experiments, we utilize Global-MMLU (Singh
et al. 2024), a multilingual and multi-domain adaptation of
the original MMLU benchmark (Hendrycks et al. 2020). The
dataset maintains a multiple-choice question format while
covering various languages and specialized domains. We
chose three specific languages from this dataset, based on
varying resource availability levels. For low-resource, we
used Igbo; for mid-resource, Hebrew; for high resource,
Turkish. We also selected three domains: Humanities (liter-
ature, history, philosophy, cultural studies), STEM (mathe-
matics, physics, chemistry, engineering), and Medical (clini-
cal medicine, anatomy, pharmacology). These domains were
chosen because they differ substantially in vocabulary, lin-
guistic context, and structure of reasoning. Additionally,
these domains had a larger proportion of questions in the
dataset, allowing for more robust training and evaluation
due to increased data availability. This allows us to evalu-
ate how models generalize across both structural and inter-
pretative linguistic areas. This creates nine language-domain
combinations of which gpt-4.1-nano-2025-04-14
is fine-tuned: Humanities-ig, Humanities-he, Humanities-
tr, STEM-ig, STEM-he, STEM-tr, Medical-ig, Medical-he,
and Medical-tr. Dataset sizes vary by language-domain pair,
ranging from approximately 1,400 to 4,000 examples af-
ter removing duplicate questions identified within the orig-
inal dataset. Duplicate questions and questions that weren’t
present all subsets of test languages were then removed, en-
suring each language’s set contained the same question in-
stances. Each sample consists of a question prompt in the
target language; four answer choices labeled A, B, C, and D
in the target language; one correct answer designation; and
domain and language metadata. 70/30 train-test splits were
created in the specific domain-language subsets for evalu-
ation. The multiple-choice question structure remains un-
changed from the original Global-MMLU format to ensure
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Figure 1: Cross-domain transfer performance matrix show-
ing mean accuracy improvement over baseline. Fine-tuning
on the medical domain demonstrates exceptional transfer ca-
pabilities, particularly to the STEM domain (+9.61%), sug-
gesting that medical training develops general skills beyond
domain-specific knowledge. Medical-to-Humanities trans-
fer also performs well (+3.41%), while Humanities fine-
tuning shows the weakest transfer performance. Within-
domain improvements (diagonal) range from -2.63% (Hu-
manities) to +5.09% (STEM). Values represent mean im-
provement over baseline across all languages tested.

consistency and reproducibility. Figure 3 illustrates the do-
main transfer matrix, revealing substantial variation in cross-
domain fine-tuning effectiveness.

Fine-Tuning Experiment

We fine-tuned models on specific language-domain pairs
and then evaluated their ability to transfer knowledge across
both languages and domains. Nine separate models are fine-
tuned, each model trained on one specific language-domain
combination using OpenAlI’s standard fine-tuning workflow.
We use a learning rate multiplier of 0.4, 1 training epoch, and
batch size 8. We conducted cross-lingual evaluations which
tested models on target languages different from those used
in fine-tuning (e.g. Humanities-ig — Humanities-he). Sim-
ilarly, we conducted cross-domain evaluations where mod-
els were tested on subject areas differing from those used
in fine-tuning (e.g. Humanities-he — Medical-he). These
evaluations assessed generalization and transfer learning ca-
pabilities. Furthermore, to measure the robustness of gen-
eralization capabilities beyond the training distribution, we
evaluated models in cross-both, where both language and
domain differ from the data used to finetune the models.
In addition, models were tested in typologically similar and
typologically different languages to measure generalization
between language groups. This specifically allows us to an-
alyze how transferable domain and linguistic specific data is
across different resource levels based on language.

Evaluation

All model-generated answers were graded using the base
gpt—-4.1-nano-2025-04-14 as the evaluator. The
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Figure 2: Performance improvement by transfer type. Cross-
both (simultaneous cross-domain and cross-lingual transfer)
achieves +4.35% mean improvement. Cross-lingual trans-
fer shows +2.61% improvement, while cross-domain and in-
domain transfers show negative results (-2.44% and -4.59%
respectively), indicating that domain matching without lin-
guistic diversity may harm performance. Error bars repre-
sent 95% confidence intervals (n=324 experiments).

grader was prompted to extract the models answer (A, B, C,
or D) and cross-checked against the ground-truth answers
from the dataset. All evaluations were evaluated after fine-
tuning with no additional inference or fine-tuning updates.
Prompt formats and hyperparameters were implemented the
same throughout all experiments to ensure fair and consis-
tent comparisons.

Results

Cross-Lingual and Cross-Domain Transfer
Performance

We evaluated the impact of fine-tuning in four settings, with
results displayed in Figure 2: cross-lingual, cross-domain,
cross-both, and in-domain. Each evaluation instance corre-
sponds to a model-test pair, where a model fine-tuned on one
language-domain combination is tested on another. Across
the 324 total evaluation instances, cross-both transfer yields
the highest mean improvement of +4.35%. Cross-lingual
fine-tuning yields a mean improvement of +2.61%, while
cross-domain (—2.44%) and in-domain (—4.59%) transfers
show negative means. However, overall performance of the
macro-categories—cross-lingual (4+2.61%) and cross-both
(4+4.35%)—is positive, driven by primarily by transfers in-
volving high-resource languages. These results show that
transfer cannot be reliably predicted from language or do-
main similarity alone.

When we further analyze the resource-level difference
between the fine-tuning language and evaluation language,
a clear distinction emerges. Nearly all positive trans-
fer results come from downward transfer (high—low or
medium—low), while upward transfer (low—high) consis-
tently causes negative percentage yields. This indicates that,
within the scope of our experiments, the target source rela-
tionship is the dominant factor in shaping transfer results.
Consequently, overall transfer metrics on their own do not

10
Humanities — -2.63 0.78 7.64 [

= S
g hut
s 5
a Medical = 3.41 2.97 9.61 -0 §
2 3
s =
& £

- _5 L]

STEM -  -0.25 0.37 5.09

| | |
Humanities Medical STEM

Target Domain

Figure 3: Cross-domain transfer performance matrix show-
ing mean accuracy improvement over baseline. Medical
fine-tuning demonstrates the strongest cross-domain trans-
fer, particularly to STEM (+9.61%), while Humanities-to-
STEM also shows promising transfer (+7.64%). Within-
domain performance varies substantially: STEM achieves
+5.09%, Medical +2.97%, while Humanities shows degra-
dation (-2.63%). Values represent mean improvement over
baseline across all languages tested.

explain transfer effectiveness. Future work involving these
metrics should control for resource direction when interpret-
ing cross-domain and cross-lingual fine-tuning performance.

Medical fine-tuning provides the strongest cross-domain
transfer, achieving +9.61% improvement when transferred
to STEM evaluations and +3.41% when transferred to Hu-
manities. This exceptional transferability suggests that fine-
tuning on the medical domain develops robust capabilities
beyond domain-specific knowledge. In contrast, STEM fine-
tuning shows ineffective cross-domain transfer (+0.37% to
Medical, -0.25% to Humanities), while Humanities fine-
tuning demonstrates the most varied transfer performance
across all domains. Notably, Humanities fine-tuning de-
grades performance within its own domain (-2.63%). These
findings suggest structured domains like Medical and STEM
yield more transferable representations. Within-domain per-
formance (diagonal of Figure 3) also varies substantially,
with STEM showing the strongest within-domain improve-
ment (+5.09%), Medical showing moderate gains (+2.97%),
and Humanities showing degradation (-2.63%).

Effects of Resource Level

Furthermore, we examine the effects of resource levels be-
tween source and target languages and how they influence
fine-tuning effectiveness. The results reveal a strong down-
ward transfer from high-resource to low-resource languages
with mean gains of +15.96%. Similarly, downward transfer
from medium to low-resource languages produced +10.67%
mean improvements. In contrast, upward transfer led to per-
formance degradation with average losses between -14.54%
and -1.09%. Lateral transfer yields moderate improvement
between the ranges +1-5%, indicating a positive but limited



Table 1: Full Fine-tuning Experiment Accuracy Matrix
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adaptation capacity (Figure 1).

On the Effect of Language Family and Typological
Similarity

The effectiveness of cross-lingual transfer is not solely de-
pendent on the language’s resource level but is also signifi-
cantly influenced by the typological proximity of the source
and target languages. Concurrent work has similarly shown
that typologically similar can substantially strengthen abil-
ity for cross lingual generalization in multilingual models
(Longpre et al. 2025). Our selected languages span three dis-
tinct families: Igbo (Niger-Congo, highly morphological),
Hebrew (Afro-Asiatic, non-concatenative morphology/ab-
jad script), and Turkish (Turkic, agglutinative). We observe
that fine-tuning success is mediated by these typological
differences. While downward transfer from high-resource
Turkish to low-resource Igbo is highly effective (+15.82%
mean gain, per Figure 1), this robust transfer likely stems
from the high quality of the Turkish training data and gen-
eralizable knowledge rather than linguistic similarity. This
suggests that high-resource fine-tuning can overcome sig-
nificant typological distance by better refining general capa-
bilities within the model.

Conversely, languages with complex, distinct morpholog-
ical systems, such as the highly agglutinative Turkish or the
highly tonal Igbo, can present challenges. We hypothesize
that low-resource fine-tuning on Igbo, due to its sparse and
typologically distant data, leads to overfitting on specific to-
ken patterns, hindering generalization to other languages,
which aligns with the observed negative upward transfer
(—5.95%). These results suggest that language-family dy-
namics and linguistic structure remain as key bottlenecks for
upward or lateral knowledge transfer. We encourage future
work to rigorously evaluate how typological similarity in-
teracts with resource levels to shape transfer effectiveness.
We view concurrent work such as Longpre et al. (2025) as a
positive step in this direction.

Conclusion
Limitations

While our findings demonstrated clear patterns in how re-
source levels and linguistic diversity effects transfer per-
formance, our focus on only three language families limits

our ability to make broad generalization claims about cross-
lingual behavior across the full multilingual spectrum. Ad-
ditionally, due to compute constraints, we only trained on
one base model (gpt—4.1-nano-2025-04-14), mak-
ing it unclear whether our findings generalize to other mul-
tilingual models. The evaluations are limited to a multiple-
choice task setting, which may not generalize to free-form
tasks such as QA or translation. The focus on only three lan-
guages on which the model was finetuned also limits our
ability to make broad claims about how typology affects
transfer. Testing more languages would strengthen the gen-
erality of our findings. Moreover, evaluating transfer on ad-
ditional languages within the same language families as our
selected languages would provide a clearer picture regard-
ing the effectiveness of typological similarity on knowledge
transfer.

Future Work

Future research should expand on this evaluation to broader
sets of languages, particularly those with more typologi-
cal, morphological, and script based differences. Doing so
would clarify the extent in which syntactic structure, word
order variation, and morphological complexity affect trans-
fer across languages. Furthermore, scaling experiments that
include larger model and fine-tuning data sizes should be
explored to investigate whether the resource-direction con-
founding pattern persists in larger models. Future work
should consider evaluation on different question-answering
beyond solely multiple-choice benchmarks to better under-
stand the practical implications of these limitations. We en-
courage future research on investigating methods to improve
the inherent ability of multilingual LLMs on low-resource
languages.

Summary

This work demonstrates that high-resource fine-tuning data
can significantly improve performance on low-resource lan-
guages across multiple domains. We show that even down-
ward transfer provides strong improvements and that cross-
domain transfer provides reliable positive results as well. In
conclusion, these findings exhibit the potential of leveraging
high-resource and diverse data to narrow performance gaps
in LLMs, paving the way for further development of more
reliable, accessible, and equitable linguistic technologies.
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