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Abstract

We study the sublinear multivariate mean estimation problem in d-dimensional
Euclidean space. Specifically, we aim to find the mean p of a ground point set
A, which minimizes the sum of squared Euclidean distances of the points in A to
. We first show that a multiplicative (1 + €) approximation to y can be found
with probability 1 — § using O(¢~! log §~!) many independent uniform random
samples, and provide a matching lower bound. Furthermore, we give two estimators
with optimal sample complexity that can be computed in optimal running time for
extracting a suitable approximate mean:

1. The coordinate-wise median of log 6~ * sample means of sample size e~ 1. As
a corollary, we also show improved convergence rates for this estimator for
estimating means of multivariate distributions.

2. The geometric median of log ~! sample means of sample size e~. To
compute a solution efficiently, we design a novel and simple gradient descent
algorithm that is significantly faster for our specific setting than all other
known algorithms for computing geometric medians.

In addition, we propose an order statistics approach that is empirically competitive
with these algorithms, has an optimal sample complexity and matches the running
time up to lower order terms.

We finally provide an extensive experimental evaluation among several estimators
which concludes that the geometric-median-of-means-based approach is typically
the most competitive in practice.

1 Introduction

An extremely simple algorithmic paradigm is to sample a subset of the input independently and
uniformly at random and solve a problem on the sample. Such algorithms are called sublinear
algorithms and form a staple of large data analysis. The most desirable property of a sublinear
algorithm is that the query of sample complexity is as small as possible. For most problems, it
is rare for a sublinear algorithm with only constant queries to produce multiplicative guarantees.
Remarkably, finding the multivariate mean of a point set A in Euclidean space is one of the cases
where not only can we obtain a multiplicative error with constant queries, but can do so with arbitrary
precision. Specifically, we are interested in the objective
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where ||z|| = \/ﬂ denotes the Euclidean norm. It is well known that the mean of the point set

A minimizes this expression. We say that c is a (1 + ¢)-approximate mean, if the cost of ¢ is within a
(1 + €) factor of the cost of the optimal mean.

The exact sample complexity for obtaining approximate means is still an open problem. Inaba
et al. [1994] showed that e ! uniform and independent samples are necessary and sufficient for the
empirical mean to be a (1 + ¢)-approximate mean on expectation. To extend this to a high probability
guarantee, that is, a success probability of 1—¢, O(¢~15~1) samples are sufficient. Unfortunately, this
bound is tight when using the empirical mean (see Appendix E). Cohen-Addad et al. [2021] improved
the dependence on the probability of failure by achieving a sample complexity of 0(5_5 log? 6! ),
at the cost of a significantly worse dependency on €. In the same paper, the authors also gave a lower
bound of (e~ 1) for any sublinear algorithm succeeding with constant probability, showing that the
result by Inaba et al. [1994] is optimal in the constant success probability regime. Subsequently,
Musco et al. [2022] presented an algorithm with O (¢~d(log® d - log (de ') +log 6~ 1) log 6~ ?)
queries, which combines the tight dependency on € from Inaba et al. [1994] with the improved
dependency on ¢ from Cohen-Addad et al. [2021], at the cost of a dependency on the dimension.
Recently, Woodruff and Yasuda [2024] achieved almost best of all worlds trade-offs with a sample
complexity of O(s~!(loge™* +logd~1)logd—1).

1.1 Our Contributions

Our main contributions are three algorithms that estimate the mean of a point set and that have
optimal sample complexity. In addition, the running times are linear in the sample complexity for
one and almost linear for the other two and thus optimal. In the first step of the algorithms, see also
Algorithm 1, we draw O(¢~!log §~!) points uniformly at random. We then split the sample into
O(log 6~ 1) subsamples of size O(e~1), compute the empirical mean for each subsample, and run an
aggregation procedure, i.e., a subroutine AGGREGATE( P) that combines the sample set produced to
output an estimate of the mean.

Algorithm 1 MEANESTIMATE(e, 6)

fori=1,...,blogd~ ! do
Sample S; points independently and uniformly at random with |S;| = ae~
Compute the sample mean ji; = ﬁ . Zpe s, P

1

Output AGGREGATE(fl1, ..., flplogs-1)

The sample complexity of this algorithm, m = blog §~! - az~! turns out to be optimal, as shown
in Section E. Phrased as a generalization question for bounding the excess risk given independent
samples S from an underlying arbitrary but fixed distribution, we show an optimal convergence rate

log !

of © ( g‘s‘ )

The remaining question is to find a good solution (i.e., run AGGREGATE) quickly. Clearly, the sample
complexity is also a lower bound for the running time of any algorithm. Achieving this running time
and in particular, breaking through the O(log2 d~1) barrier inherent in all previous algorithms, is
a substantial challenge, even for computing any constant approximation. It is fairly easy to show
that most of the sample means are good estimators for the true mean. Selecting one of the good
estimators is nevertheless difficult, as we have no way of estimating the cost and thus no easy way of

distinguishing successful estimators from unsuccessful ones. Instead, we propose three algorithm to
perform such a task.

Coordinate-Wise-Median-of-Means and Geometric-Median-of-Means. Both the coordinate-
wise-median-of-means and the geometric median-of-means are natural generalizations of the median-
of-means estimator in a single dimension. It turns out both have optimal sample complexity, up to
constant factors. The former can be straightforwardly computed in linear time. Achieving a good
running time for the latter is more challenging. Black box applications of gradient descent methods do
not offer fast running times to compute suitable medians in our setting, but we show that a relatively
simple gradient descent (see Algorithm 2) finds a suitable solution in linear time.



Using theoretical benchmarks, it is not possible to determine the more favorable estimator and it is
not too difficult to construct instances where one outperforms the other. We therefore conduct an
extensive experimental evaluation on real world data sets to measure the performance of these two
estimators, along with previously proposed algorithms and our third contribution, the MinSumSelect
algorithm.

MinSumSelect. Our other algorithm, given in Algorithm 3 (in Appendix B), uses a carefully
chosen order statistic combined with clustering ideas. Specifically, the observation is that the
sum of distances of the ¢ closest points allows us to distinguish between a successful estimate
and an unsuccessful estimate, for an appropriate choice of ¢. Here, the running time improves to
O((e7t+1log” 67 1) - dlog 1), for any constant v > 0. The algorithm can also be parameterized to
achieve a similar running time to the gradient descent algorithm, at the cost of increasing the sample
size by poly (loglog 6~1) factors.

1.2 Related Work

We covered the related work specific to sublinear algorithms for estimating the mean earlier, but there
are several other closely related topics. Given a distribution, a classical question is to design good
estimators for some underlying statistic. For high-dimensional means, there has been substantial
attention recently, see Lee and Valiant [2022], Lugosi and Mendelson [2019, 2024] and references
therein. There are common notions with our work, as the distance to the true mean and tail bounds
for the estimators are an important quantity in our setting as well. Nevertheless, in this line of work,
the running time, which is a very important focus for sublinear algorithms, is not a primary concern.

Another interesting line of work focuses on data dependent mean estimation, where the bounds
derived are dependent on the quality of the data [Dang et al., 2023]. There are limited regimes in
which estimators with better than sub-Gaussian estimators are possible. This is especially interesting
given the recent efforts in the direction of beyond worst-case analysis of algorithms.

In a more general setting, one could ask for approximate power means minimizing the objective
mingepa Y, 4 [P — ¢l for some positive integer z. For z > 2, this problem was first posed

by Cohen-Addad et al. [2021] who showed that O(e’z"g log® & ~1) samples were sufficient for a
high success probability while (s~**1) samples were necessary for constant success probabil-
ity. Woodruff and Yasuda [2024] improved this even further, obtaining a sample complexity of
O(e7*T(loge™! +log 6 1) log 6—1). Perhaps surprisingly, the case z = 1, also known as the geo-
metric median requires ©(¢~2 log ') many samples, see Chen and Derezinski [2021], Parulekar
et al. [2021] for lower bounds and Cohen et al. [2016] for an optimal algorithm. Finally, the special
case z — oo corresponds to the minimum enclosing ball problem. The solution is highly susceptible
to outliers, thus any sublinear algorithm must either be allowed to discard a fraction of the input, or
rely on additive guarantees (see Clarkson et al. [2012] and Ding [2020] for examples).

The sample complexity for the k-means problem has been extensively studided in the context of
generalization bounds. Here, we are given an arbitrary but fixed distribution D typically supported on
the unit Euclidean sphere, we aim to find a set of £ centers C' minimizing fp min.cc ||p—c||*Pp[p]dp.
Following a long line of work, the best currently known learning rates with a sample size n for

this problem are of the order O ( k llgg‘ ky log‘g‘_l ), see Bartlett et al. [1998], Clemengcon [2011],

Cohen-Addad et al. [2025], Fefferman et al. [2016], Klochkov et al. [2021], Linder [2000], Narayanan
and Mitter [2010], Pollard and references therein. Interestingly, the best known lower bounds on the

learning rates for arbitrary values of k are at least 2 ( L), see Bartlett et al. [1998], Bucarelli et al.

El
[2023].

Another related line of work is on coresets. For center-based objectives, a coreset approximates the
cost of any given center with respect to the sum of distances raised to some power, where z = 2 is
the power related to the 1-means objective. While there are some exceptions that obtain very small
coreset sizes via other techniques, see Afshani and Schwiegelshohn [2024], Braverman et al. [2022],
Huang et al. [2023], Maalouf et al. [2021, 2022], the sample complexity of sensitivity sampling has
by far been the most widely studied complexity measure in this line of work, see Bansal et al. [2024],
Braverman et al. [2021], Cohen-Addad et al. [2021], Feldman and Langberg [2011], Langberg and
Schulman [2010].




Further Comments and Limitations. We assume that the samples are drawn independently from a
data set, and that there are no corruptions. Efficiency and scalability are not limitations, as the present
work only has optimal results in that regard. Regarding notions of privacy: Private mean estimation
is an important and well studied problem, but if we wish a purely multiplicative approximation,
as we aim to do here, no privacy guarantees are possible. Regarding fairness notions, sublinear
algorithms cannot be individually fair in a meaningful way, as we never access the entire data set.
Other clustering fairness notions, such as representational fairness, do not apply for a single cluster.

2 Preliminaries

For a set of points A C R?, whose cardinality is [A| = n, we use p(A) := 1. > _pea D to denote
the mean, using p if A is clear from the context. Denote by OPT = min cpa ZpGA lp—c|? In

addition, for a set of points S sampled uniformly at random from A, we call /i(S) the empirical
estimator of ;1(A), or simply [ if S is clear from context. A useful relationship between the goodness
of /i and the size of | S| is established via the following identity.

Lemma 2.1 (Lemma 1 of Inaba et al. [1994]). E [||u(A) — a(S)[?] = g7 - %

At the heart of most algorithms for Euclidean means lies the following (arguably folklore) identity.

Lemma 2.2 (High Dimensional Mean-Variance Decomposition). For any set of points A C R? and
any ¢ € R%, we have Speallp=clP =2 callp—pl? +n-lln—cl*

€OPT

n b
often use throughout this paper. For space reasons, some proofs are omitted in the main body and
deferred to the appendix.

Lemma 2.2 implies that /i is a (1 4 &) appoximation if and only if || — p|| < which we will

For the proofs in the next sections, we require a basic probabilistic lemma. We say that an empirical

mean [i; is good, if ||f1; — p|| < r, where r = -1, /<9*T. We denote the set of good sample means by
G, and define event
7
E:=4|G| > — -blogs'}. 1
{ |2 15 blog } (1

The following lemma is a straightforward application of the Chernoff bound.
Lemma 2.3. With probability 1 — 6, event £ holds, for a sufficiently large absolute constants a and b.

Proof. We set the values of the constants to be a = 1440, b = 50 and r = % E?% (for reasons

which will be clear in the proof). First, we show that a sample mean of ac~! samples is good with
probability at least 0.9. This follows from Lemma 2.1 and Markov’s inequality.

OPT
i — 2 <2 (=< > 0.9.
P |l -l <7 (<350 ) | 2 09

Applying the standard Chernoff bound (with b = 50), we get

7 2
P {|G < 0 blogé‘l} < exp (—81 . blogé‘l) <4,
where the b is chosen so that —% < —1. ]

3 Coordinate-Wise Median-of-Means

In this section, we show that the coordinate-wise median-of-means is an optimal estimator and thus
leads to a linear time algorithm for mean estimation. That is, at the end of Algorithm 1 we simply



use AGGREGATE(fi1, ..., fiplogs—1) = COORDWISEMEDIAN(fi1, ..., fip1og -1 ) s an aggregation
procedure. We first do so in the context of sublinear algorithms and then extend the result to the case
of distributional mean estimation in high dimensions.

3.1 Coordinate-Wise Median-of-Means in the Sublinear Model

We prove the following theorem:

Theorem 3.1. Algorithm 1 run with vcwym = COORDWISEMEDIAN(fi1, ..., flplogs—1) aS an
aggregation routine outputs a (1 + ¢)-approximate Euclidean mean with probability 1 — 6. The
running time is O (="' - dlog6~1).

Proof. Consider vcw, the coordinate-wise median of all the sample means. For each coordinate &,

let Ly, and Iz, be the sets of sample means such that fi; . < vewwm, i and 4; > Vewwm, i respectively.
—1

We know that L, Rj have cardinality at least %. Depending on whether vcwwm, i > i or not,

we show that at least one of the following statements is true:

1. Forall jiin Ly, we have that |, x — pr| > [vewm,kx — fkl-

2. For all fi in Ry, we have that |{i; , — | > [vewmk — ikl

We have |Li U Ri| = blog ¢ —1 which is the total number of sample means. First, from the definitions
of Lj, and Ry, we observe that there are points (such that i, = vcwwm, ) wWhich belong to both. Along
with the definition of the coordinate-wise median, we have |Ly|, |Rx| > blog §~1 /2. Note that if
there are no points such that i, = vcwm k, then |Ly| = |Ry| = blog §—1/2.

We provide a case analysis as to why at least 1/5 fraction of the samples are good and satisfy
|Gk — | > [vewm e — tl-
First, we note that when the good event £ holds, at least 1/5 fraction of the means are good in both

the sets Ly, and Ry. This follows from the fact that at least 7/10 fraction of the means are good and
the number of good means in Ly/Ry, is at least 7/10 — 1/2 = 1/5.

Case I: 11, < vewwm, k- In this case, we have for all means in Ry,

Rk — ] > [Vewm g — lkl-
Case II: ), > vewwm k- In this case, we have for all means in Ly, | x — fk| > |[Vewm,e — k-

From the above statements, we have for at least one of Lj, and Ry, we have that at least 1/5 fraction
of the means are good and satisfy |ft; x — pr| > [Vewm,kx — fkl-

From Lemma 1, we know that at least g fraction of the means are good (i.e., — pll < 7) with
1

probability at least 1 — d. Hence, we mfer that at least 16— 5= 3 of the sample means are good and
satisfy |fi; ks — p| > |[Vewm ke — 1x|. On average,

|M \ — Mk\Q |VCWMk Mk\Q
E i, —.
1€G

IG

Summing over all coordinates k gives

|VCWMk —ul* _ |lvewm — uff”
Z Z ‘:uzk Mk|2 Z 5 .

ke[d 7EG keld)

Interchanging the sums on the left-hand side, we get

2 ~ 2
[vewm — pl|* < }:}:Uuk k) = “ﬂE:Wu—M <512

zEG ke[d] i€G

The theorem follows from the definition of rr = % v/ E(ZLPT, and the running time follows by rec-

ognizing that we take O(logd~') sample means, each composed of O(¢~!) many points in d
dimensions.



3.2 Learning the Mean of a High-Dimensional Distribution

In this section, we relate the results in the literature with respect to mean estimation of high dimen-
sional multivariate probability distributions and place our results in the context of these works.

We first describe the setting. The goal is to estimate the mean y of a probability distribution D in R, A
standard assumption is the existence of a covariance matrix . We want the estimate to be close to the
the true mean p and the Euclidean distance to the mean is used as the objective. Given N i.i.d. samples
X1,Xs,..., XN ~ D, the goal is to construct an estimator v = (X7, Xs, ..., X ) such that, for
any confidence interval § € [0, 1], with probability at least 1 — §, we have || — v|| < (N, 4, X).
The function £(V, ¢, ) is referred to as the rate of convergence of error henceforth.

The coordinate-wise median-of-means, while not optimal, is a simple and natural extension of the
algorithm for the 1-dimension. A simple analysis, found in several works, see Lugosi and Mendelson
[2019] and Minsker [2015], applies a union bound over all dimensions and concludes that if the mean
is concentrated along every dimension, it will be concentrated in general. This analysis proves a

TR(X) log(dd—1)
N

convergence rate of the order O < ) where TR(Y) is the trace of the covariance

matrix. Somewhat misleadingly, the dependency on log d is often implied to be necessary.

The analysis of the coordinate-wise median-of-means for sublinear algorithms can be adapted to yield
convergence rate for the mean estimation problem. Specifically, the coordinate-wise median-of-means
estimator has the following, dimension-free convergence rate.

Theorem 3.2. Let X1, Xo, ..., Xy be independent samples from distribution D with variance p and
covariance matrix Y, then the coordinate-wise median-of-means estimator vcwwm, with probability at

least 1 — 0, satisfies
TR(X) logd—1
Jrewss — pi] < 40y TRENCEE

The proof is an adaptation of the proof for our setting and the details are deferred to the appendix.

4 Geometric Median-of-Means and Gradient Descent

In the previous section, we showed that the coordinate-wise median of the sample means is a (1 + €)-
approximation of the true mean and can be computed in linear time in the number of samples.
However, one could generate instances where the coordinate-wise median is consistently a worse
approximation to the true mean than the geometric median is, and vice-versa. This is shown in
Appendix F. Therefore, we prove that the geometric median-of-means estimator also has an optimal
sample complexity and give a gradient descent algorithm (Algorithm 2) for computing a sufficiently
good estimate of it efficiently. It is important to note that Algorithm 2 does not always converge to the
geometric median of the points. Take, for example, the triangle with coordinates (0, 1), (0, —1), (1, 0).
The geometric median is the point ( 13 ,0). If we initialize the algorithm at the origin, the algorithm
never makes any progress and stays at the origin.

The gradient of the geometric median objective » _ . [[p — c|| at any point ¢ with respect to some

reference point set P is V(q) = 3 p Vp(q), where V,(q) := ﬁ is the contribution to the

gradient from point p (excluding co-located points ¢ to make it well defined).

Algorithm 2 FASTGD(P)

Compute vcwm = COORDWISEMEDIAN(fi1, . - -, flp1og 5-1)
forj=1,...,Tdo
Compute the gradient V(c;—1) = > p ﬁ
Project all p; € P onto ¢;_; — V(c;_1), denoting the projection by p; ., ,
Compute the 1-dimensional median c; of the p; ., ,’s along the line ¢; 1 — V(c;_1)

Output cr

The proof that the geometric median-of-means estimator is optimal is algorithmic, i.e. it will follow as
a result of the analysis of Algorithm 2. We initialize Algorithm 2 with P = {/i1,. .., fip10g5-1 } and



the coordinate-wise median vcwy of P as the starting estimate. The goal is to prove the following
theorem:

Theorem 4.1. Algorithm 1 run with Algorithm 2 as an aggregation routine outputs a (1 + ¢)-
approximate Euclidean mean with probability 1 — 0 if T > ~ for some absolute constant 7. The
running time is O (5‘1 -dlog 6‘1).

The proof of Theorem 4.1 is articulated in two main steps. First, we show that, given a candidate
estimate c¢; is very far from p, the gradient of the geometric median of means evaluated at ¢; points in
direction of u. Second, we must determine a good updated solution along this gradient. Line-sweeps
or second-order methods are all possible candidates, but computationally expensive. Instead, we
perform and update by selecting the median-of-means along the gradient. Third, we show that once
the algorithm determines a solution close to u, the gradient updates will remain close thereafter.

Step 1: Fast convergence to close estimates from far ones. In order to estimate the mean quickly
with gradient descent, we will make use of the following geometric median gradient properties
whenever our current estimate c¢; is far from .

Lemma 4.2. Conditioned on event £, we have:
(a) For any point q € R with ||q — pl| > 10r, then ||V (q)|| > 2 - blog6~*;

(b) If, atiteration j, Algorithm 2 chooses a point c; such that ||c; — ]| > 107, then ||cj 41— <
5 - lleg — sl
1o “ 116 — K-

Proof. We first show that every vector corresponding to a good mean is approximately in the same

direction from q. Let /i be a good sample mean. Consider the triangle {q, i, fi} and let cv; and 3; be

the angle in ¢ and /i respectively. We show an upper-bound for cos(c;). Using the law of sines,
sin(a;) sin(5;) < 1

o —fall g —pll = llg— pul

We get sin(o;) < ”H’f;’i"”” < 10, which implies cos(a;) > 1 —sin*(ey;) > 0.99. To
bound ||V(q)||, we consider the contribution of good and bad means separately. We write
V(@) = Xicprogs—11 Vila) = Va(q) + Vi(g), where V¢, Vp respectively denote good and

bad points contributions to the gradient evaluated at ¢ (see Figure 1).

— 7
IVa(q)l = Z Vi(g)|| = Z cos(w;) - ”Z_ZH 210 0.99 - blog s,

i fi; good @ f1; good

where the first inequality holds because projecting the gradient onto any direction only decreases the
norm. Conversely, the contribution given by bad sample means to the gradient norm is at most

= -1
IVs@l =] > Vi@ <15 blogs

i fi; not good

where the inequality follows from the upper-bound on the number of bad means when £ holds and
the triangle inequality. Part (a) follows by combining both bounds: We have, due to the triangle
inequality, an overall lower bound on the norm of the gradient of

‘ > Y i X Vi) 2 5 blogo

i f1; good 4: f1; not good
For part (b), similarly to the above, we focus on the triangle {¢,q — V¢,q — Vo — Vp}. Let 8 be
the angle in vertex g (see Figure 1, with g instead of c;) and let 6 be the angle in vertex g — Vg — V.
Using the bounds of || V¢/|| and ||V 5| and the law of sines, we get
sin(8)  sin(6) < 1

Vel Vel = Vel




IVl
Vel

which implies that sin(3) < <

N[

Next, we upper-bound ||¢cj41 — (]| to prove part (b). Consider the projection of 1 onto ¢; — V(¢ )
(the green line in Figure 1), call it y. Now, let us consider the projection of y onto ¢; — V(c;), call it
proj; (y). Since the good samples are in the majority, the median c; 1 of the projected sample means
(incfuding both good and bad) lies within the convex hull of the good projected means. This holds
because, under any projection, the median must be between two good points (analogously to the
one-dimensional median-of-means estimator). This implies that, for c; 1, we have

lejer = pll < Hlejer =yl + lly = pll < llej+r = proj; (W)l + [[proi; (y) — wll + [ly — 4
——

<r =sin(8)-[lc;—yll sr

. 7
< sin(B) - flej — pll +2r < 55 - llej = wll;

where the third inequality follows from the fact that ||c; — y|| < ||¢; — u|| (given that ¢; — p
and ¢; — y are respectively the hypotenuse and the leg of the right-angle triangle {c;, 1, y} and
ley — ull > 10r. O

We wish to briefly remark on the sample complexity of the geometric median-of-means estimator
and generalization bounds. Optimality follows from part (a) of Lemma 4.2, as if the gradient of the
geometric median vgym is 0, |[vom — pf| < 107 must hold.

Corollary 4.3. For sufficiently large absolute constants a and b, the geometric median vgy =
-1
arg min Z?:lg& liti — c|| of blog 6=t many sample means consisting of ac~' many points is a
ceRd
(1 + &)-approximate mean with probability at least 1 — 0.
Remark 4.4. The geometric median cannot be computed exactly, we can merely approximate it.
The quality of the choice of approximation is important here. Using event £ by itself, it is not
clear that even a 2-approximate geometric median will recover a (1 + O(g))-approximate mean.

Indeed, if we assume that a single [i; has distance 4/ E(?% to the optimal mean, we must compute a

(1456 _O(l))—approximate median. In Appendix E, we will show that this assumption is warranted
Sfor worst case instances. The fastest algorithm for finding a (1 + ~y)-approximate geometric median
by Cohen et al. [2016] runs in time O(nd log® v~Y). In our setting, n = blog 6~ . The resulting
running time of O(log4 871 - d) is thus substantially slower that the other three algorithms presented
in this paper.

Step 2: Once the estimate is close, it remains close.

Lemma 4.5. Conditioned on event £, if, at iteration j, Algorithm 2 chooses a point c; such that
le — all < 107, then llej1 — ul] < 11r.

Proof. Consider a point ¢; chosen by Algorithm 2 such that ||c; — p|| < 10r. Its gradient vector is
V(c;) and Algorithm 2 projects all other sample means onto ¢; — V(¢ ) and takes the median to be
¢;+1. For every mean /i, we denote its projection by proj(f). We make two observations. First, the
set of proj(f1) of all good points lie on a bounded line segment of length at most 2r (see Figure 1).
Second, due to the event £, we have that the median chosen lies within the bounded line segment.

From the second observation, we have ||c;+1 — proj(u)|| < r, which is the radius of the good ball
(see Figure 1). Applying triangle inequality, we get

lejen = pll < Hlejn = proj(p) | + llproj(u) — pll <7+ llej — pf < 117,

where the second inequality follows from proj(.) being a projection on a line passing through ¢;. [

Proof of Theorem 4.1. We condition on event £. In Algorithm 2, the initial value vcwy is taken to
be the coordinate-wise median of all the blog ¢ -1 sample means. From Theorem 3.1, we know that
[vewm — pl| < V/5r. Using part (b) of Lemma 4.2, we have that as long as ||c; — || > 10, it holds
that [|cj 41 — pf| < 5 - [l¢; — | As the quantity [|c; — | is decreasing exponentially, it follows that
for some absolute constant -y there exists an iteration j < -, such that ||¢; — p|| < 10r. In the next



Figure 1: Good empirical means are represented in green and bad ones in red. The ball of good
means centered at y has radius r. Projection of all the good means lie on the bounded line segment of
length at most 27.

iterations of the algorithm, from Lemma 4.5, we know that for the terminating value of the algorithm,
er satisfies ||er — p|| < 11r, which yields the desired approximation ratio.

Concerning the the running time, we first need to compute blog 5! sample means from ac~! many

uniform samples, and then, in each of the 7 iterations, there are blog §~! sample means to project
onto the gradient vector, an operation that takes O(dlog §~!) time, with d being the dimension of
the ambient space. To compute the median of all projections in every iteration, as well as finding
the initial coordinate-wise median vcwwm can be done using a linear-time rank select procedure (see
[Cormen et al., 2009, Chapter 9.3]). For each iteration, as well as the initialization, this therefore
takes O(d log 6—*) time. Thus, the overall running time is O (¢~ - dlog 6 1). O

5 Experimental Evaluation

We conclude this paper with a short experimental evaluation. Code base and results can be found
at https://github.com/matteorusso/sublinear_mean_estimation. The experiments were
carried out on the Google Colab default CPU. Our goal is to understand the practical viability of
various estimators, such as the three optimal estimators included here, as well as the previous results
from Cohen-Addad et al. [2021], Woodruff and Yasuda [2024] and the empirical mean of the samples.
In particular, we wish to understand if the gradient updates from Algorithm 2 improve over an
initialization given by the coordinate-wise median. It is not difficult to generate instances where one
of these algorithms outperforms the other, but ultimately the empirically best estimator can only be
determined via experiments on real-world data.

Algorithms. The reference algorithms for fast sublinear mean estimation is the 1-means coreset-
based CSS algorithm Cohen-Addad et al. [2021], the active-regression coreset-based WY algorithm
Woodruff and Yasuda [2024], and our Algorithms 2 and 3. In addition, we also used the standard
empirical mean as a baseline. Each of these algorithms are given a set of m points sampled uniformly
at random from the underlying point set and compared with respect to running time and quality of the
solution.

We implement both MINSUMSELECTand FASTGD. As described in Section 4, we take as initial
guess the coordinate-wise median of the computed sample means. We also simply compare against
the coordinate-wise median initialization step of FASTGD, referred to as COORDWISEMEDIAN.

Data Sets, Setup and Results. We test our algorithms against the benchmarks mentioned above on
the following datasets: MNIST and Fashion-MNIST, both of which are composed of 60,000 points,
each with 784 features. We also consider CoverType, composed of 581,012 points, each with 54
features. We describe the gist of the results here, more details such as numerical figures are given in
Appendix G. For each sample size m € {10, 15, 20, 25, 30, 100, 200, 500, 1000, 2000, 5000, 10000},
we repeat the execution of every algorithm 50 times and report averages and variances across runs.
We plot the accuracy (i.e., ALS/opr), and runing time as a function of the sample size for the various
algorithms. Due to space constraints, we only report results on MNIST in this section (see Figure 2).
The behaviour of accuracy and runtime as a function of sample size is similar across all datasets.


https://github.com/matteorusso/sublinear_mean_estimation
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Figure 2: MNIST Dataset: Accuracy and runtime against sample size.

Our observations from the experimental evaluation on real-world datasets provide a few insights on
the proposed methods. Among all algorithms, MINSUMSELECT and COORDWISEMEDIAN emerge
as the fastest, consistently achieving superior runtime performance across all datasets. Their efficiency
highlights their suitability for large-scale applications where computational speed is critical. In terms
of accuracy, both MINSUMSELECT, COORDWISEMEDIAN and FASTGD perform comparably, with
FASTGD showing a slight edge in most cases. Notably, FASTGD almost never underperforms relative
to COORDWISEMEDIAN, despite both offering the same theoretical guarantees. This suggests that,
in practice, applying a few gradient-based refinement steps toward the geometric median, starting
from the coordinate-wise median, can yield measurable improvements.

Interestingly, despite having the weakest theoretical guarantees, the empirical mean consistently ranks
among the best algorithms in terms of accuracy. Since it can also be computed extremely quickly
via the closed form, it is also by far the fastest among the candidate algorithms. While there exist
examples where the empirical mean does not provide a good and robust estimation, these examples
do not seem to appear on any of the data sets we tried and may not be common in practice, see the
appendix for a more detailed discussion. Nevertheless, the empirical mean is not consistently the best
estimator, which goes to the CSS-estimator, which also requires extensive filtering and preprocessing
and is among the slowest available methods. The WY algorithm performs worse in terms of accuracy.
While it is not known whether the stated sample complexity upper bounds for CSS and WY are
tight, these observation may indicate that these algorithms are not tightly analyzed. Additionally, they
are considerably slower than our algorithms, regardless of sample size, due to inherent overhead in
pre- and postprocessing steps. However, optimization is very fast for these algorithms because they
simply output the mean.

In summary, the algorithms proposed in this paper are always competitive in terms of accuracy with
the other methods, at least when given a moderately large sample size, while being among the fastest
methods available. While the refinement via FASTGD can offer improvements in practice, the best
candidate algorithms seem to be either COORDWISEMEDIAN or taking the empirical mean.

Fashion-MNIST: (n,d) = (60000,784)
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Figure 3: Fashion-MNIST Dataset: Accuracy and runtime against sample size.
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A Preliminaries

Lemma A.1 (High Dimensional Mean-Variance Decomposition). For any set of points A C R and
any ¢ € B, we have -, lp — cl? = Y q I — ull2 +n - [l — %

Proof. We have

dllp—cl*=> llp—p+n—cl

PEA peEA
=> (Ip=ul*+lln—cl®> =20 (u-0)
pEA
=Yl ull? +n el
pEA
where the last equality follows from > 4(p — p) = 0. O

B Mean Estimation via Order Statistics

In this section, we leverage order statistics of the candidate means so as to allow for a quicker
aggregation of a suitable candidate mean.

Algorithm 3 MINSUMSELECT(P, ¢)

Input: Set of points p1, . .. p|p|, recursion depth ¢
ifi=0or |P| =1 then
W« P
else
Split P arbitrarily into +/|P|-sized clusters { P, ..., P \/ﬁ}
W0
for each P; do
W« W U {MINSUMSELECT(P;,i — 1)}
Output COMPUTEWINNER(W)

Algorithm 4 COMPUTEWINNER(P)

for each p; € P do
Let p; € P be the {5|P|-closest point to p;
Compute D; := ZpeP,Hp—ijSHp;—p,-u Ip — o5

Output arg miny.cp D;

The main result is the following:

Theorem B.1. Algorithm 1 run with Algorithm 3 as an aggregation routine outputs a (1 + ¢)

approximation with probability 1 — 0, using a sample of size O (100i€_1 log 5‘1), and running in
time

0 ((100%*1 +log? 5*1) dlog 5*1) :
for any non-negative integer .
The key observation is that a good mean can always be identified via COMPUTEWINNER as an
estimate [i; minimizing the sum of distances of the %th means closest to ji;. In a nutshell, any mean

minimizing such a sum must be close to sufficiently many successful estimates. Unfortunately, a
naive implementation of this idea takes time O(log2 5~1.d), as proven in the following lemma.

Lemma B.2. COMPUTEWINNER(P) takes time O(|P|? - d).
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Proof. We compute all pairwise dlstances between the points in P, which takes time O(|P|? - d

To compute D;, we first have to find the ;5| P|-closest point to p;, which takes time O(| P|) with a
sufficiently good rank select procedure, see [Cormen et al., 2009, Chapter 9.3]. Thereafter, summing
up all the distances takes time O(|P|) per p; € P. O

Nevertheless, these scores yield an improved running time by arbitrarily partitioning the estimates
into /| P| groups, finding a good estimate in every group via the truncated sum statistic each in time

| P| - d, for a total running time of |P|3/2 - d, and then selecting the best estimate via another truncated
sum statistic on all estimates returned by the groups in time |P|. The final algorithm consists of
applying this idea recursively.

To prove that MINSUMSELECT outputs a good solution, we require a parameterized notion of

a successful empirical mean. We say that a mean pu; is y-good, if ||p; — pf] < v gopT. A

straightforward application of the Chernoff bound guarantees us that all but a very small fraction of
the points are y-good. Assuming this, the following lemma determines the quality of the computed
solution.

Lemma B.3. Let P be a set of means such that at least (1 — (1%)“1) of the means are y-good.
Then MINSUMSELECT(P, ) returns a mean that is 5 '~-good.

We prove this lemma by induction. We will use the following lemma in both the base case and the
inductive step.

Lemma B.4. Given a set of means P, suppose that at least 1—70 |P| are y-good. Then, the estimate
returned by COMPUTEWINNER(P) is 5y-good.

Proof. First, let i/ € P be any y-good estimator. We know that the 15| P \—closest estimators to /i’

EOPT

. 0
have distance at most 2+ , which likewise implies that min,,;cp D; < 15 T|P|-2y £, Now

suppose that /i is the estlmator returned by the algorithm. Let G(/1;) be the set of y-good estimators
among the | P| closest to fi;. By assumption, we have |G(fi;)| > 5| P|, which implies

cOPT 7 e¢OPT
[0 < —|P|- = —vy|P
S s -l < g5lPl -2y [ = Ty [0

e €G(fuy)
. I | < 7 €OPT
min —
e T Al = 57y
Therefore,

. . R . . 7 eOPT cOPT cOPT
la; —pll < min |45 — fell + [|ax — pll < 57 + 7 <5y . g
Ak €G(f1y) 2 n n n

which gives

Proof of Lemma B.3. We proceed with the induction starting from ¢ = 0.

Base Case. For the base case ¢ = 0, MINSUMSELECT(P,0) only calls COMPUTEWINNER. Thus,
this case holds due to Lemma B .4.

Inductive Step. Let Pp,...P /TPl be the clusters of P computed when first calling

MINSUMSELECT(P, 7). By assumption, we have at most (1 ) o | P| means that are not ~y-good.
This implies that the number of clusters with more than ( )Z /| P| means that are not y-good is at
most
3 1+1
= P 3
B3
(35) V1P
Denote this set by B(P) and let G(P) be the remaining clusters. For each P; € B(P) U G(P), let
fi; returned by MINSUMSELECT(P;,i — 1). If P; € G(P), we may use the inductive hypothesis
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which states that the mean /i; returned by MINSUMSELECT(P;,i — 1) is 5'y-good. Since at least
1—70 \/|P| of the thus computed means are 5°y-good, we may use Lemma B.4 which shows that the

final mean returned by COMPUTEWINNER (Up, ¢ p(pyuc(p){ /L }) is 5" ~-good, which concludes
the proof. O

To conclude the proof, we require two more arguments. First, we must show that, for an appropriate
3
10
1 — 9, allowing us to use Lemma B.3. Second, we will argue the running time. The first is a simple
application of the Chernoff bound.

Lemma B.5. Fora > 2251 (1,—3(])”1 and b = 3, at least (1 — (I%)H_l) of the means are
5=+ _good with probability 1 — 6.

choice of a and b, at least a (1 — ( )iH) fraction of the means are 1-good with probability at least

1 if p; is not 5~ 1) — good
0 if p; is 50D — good
2.1. This implies due to Markov’s inequality that P[X; = 1] <
less than % . (i)iﬂ. Thus, by the Chernoff bound

Proof. Let X; = { . We have E[||fi; — p1]|?] = £ - €2T due to Lemma

25i+1
a

which, by our choice of a, is

10
blog 1 g\ it blogs~! o5i+1
P X;> (=) oblogs!| <P X;>2- ~blog 5!
Y xiz(n) owwr| | X Hezn S
2i+1
< exp ( > 'blogél),
3a
which is at most d by our choice of b. O

The approximation guarantee now follows from Lemma B.3 and Lemma B.5. What remains to be
shown is the running time. Since we split a collection of ¢ means into /# clusters, the running time
consists of the time required to recursively run the algorithm on the /% clusters each of size v/¢ and
consolidating via COMPUTEWINNER, which takes O(t - d) time. Thus, starting with an instance of
size | Py| € O(log 5—1), we can solve for the recursion

|P?-d if |P| < [Ro|* "
which yields the desired running time O(i - dlog 6= + (log 6=1)1+2 " . d) = O((log 6~ 1)1+2 " . d).

We next formalize this and complete the proof of Theorem B.1.

Proof of Theorem B.1. Throughout this proof, assume a > 2 - 25+! (1—30)i+1 and b > 3.

We first argue correctness, then running time. Let P denote the entire set of means passed to the
MINSUMSELECT algorithm. By Lemma B.3 and Lemma B.5 and with our choices of a and b,
MINSUMSELECT(P, i) returns a 1-good mean, that is a (1 + ¢)-approximate mean with probability
atleast 1 — 4.

What remains to be shown is the running time. Denote by |P|y = blog ™! the initial set of
sample means. MINSUMSELECT(P, 7) computes +/|P| children, each of which recursively calls
MINSUMSELECT. Consolidating via COMPUTEWINNER takes time O(4/ |P|2 -d) = O(|P] - d) due
to Lemma B.2. Thus the overall recursion takes time
rpy — (VP TW/IP) +1P|-d it |Pl = Pl
P2 -d if |P| < [PJg

which solves to a running time of O(i - [Pl - d + |P|5*2 " - d) = O((blogs=1)+2"" . ).
The time to compute the initial set of means is O (as’1 - bdlog (5*1), which with our choice
of a and b, and some overestimation of the constants, leads to an overall running time of

0 (100" + (log5)* ') - dlogs ). O
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Remark B.6. For any constant choice of recursion depth, the sample complexity only increases
by constants. We did not attempt to optimize the constants, but the exponential dependency on 1
is not avoidable. If we were to prioritize the running time over the sample complexity, we can set
a recursion depth of i = logloglog 61, which achieves a running time and sample complexity of

O(e~*log 6~ poly (loglog 671) - d).

Furthermore, if the recursion depth is shallow (i.e., for small values of i), the recursion can be
improved via a better choice of cluster size. Specifically, in the case 1 = 1, that is with just one
set of children, Theorem B.1 yields a running time of O ((5_1 + y/logé—1) - dlog 6‘1). If we

2/3

instead choose (log § _1) many clusters, each consisting of ¥/log =1 many estimators, we obtain

a running time of O ((5’1 + {/logd—1) - dlog 5’1). Similar improvements for other values i are

also possible, but these improvements become increasingly irrelevant compared to the bounds given
in Theorem B.1 as i gets larger.

C Learning the Mean of a High-Dimensional Distribution

Theorem 3.2. Let X1, Xs, ..., Xy be independent samples from distribution D with variance p and
covariance matrix X, then the coordinate-wise median-of-means estimator vcww, with probability at
least 1 — 0, satisfies
TR(X)log 1
[vewm — pf| <40 %
Proof. The N samples are partitioned into 8 log § ! subsamples of size Slog% each. The algorithm

computes the empirical mean of each subsample and returns the coordinate-wise median of the set of
empirical means.

We prove the analog of Lemma 2.3 for this case, showing that a large fraction of sample means lie close

8TR(X) log s !
to the true mean. For an empirical mean of W samples, we have E[|| i — pl|?] = L

and let G denotes
the set of good means. Using TR(X) = E[||X — u/|?] and the Markov’s inequality, we have
Plpe G >1- 35 2 0.95. Applying the Chernoff bound, we get that with probability at least
1 — 9, we have |G| 2 1o logd~ L

Consider vcww, the coordinate-wise median of all the sample means. For each coordinate k, let Ly,

and Ry, be the sets of sample means such that /i; , < vewwm i and fi; ; > Vcwwm, i respectively. We
blog§—*

_ TR(X) logd—1
We call an empirical mean good if ||t — p|| < r where r = 134/ —=F>—

know that Ly, R have cardinality at least . Depending on whether vcwwm, > i or not, at
least for one of Ly, Ry, we have that |f1; x — pg| > [Vewm ke — M-

We know that at least o fraction of the means are good (i.e., — || < r) with probability at
least 1 — 6. Hence, we 1nfer that at least L 1= = L of the sample means are good and satisfy

2
| — | > |Yewm ke — k] On average

|H . — Mle\Q |VCWMk Mk\Q
E i, —.
1€G

IG\

Summing over all coordinates k gives

|VCWM k— Mk| ||VCWM - M||
> g ez Y —

ke[d] zeG keld]

Interchanging the sums on the left-hand side, we get

2
[vewm — plI” < IEl] Z Z ik — pl® = €] Z s — /~L|| < 5%,

i€G keld) i€G

The theorem follows from the definition of r = 134/ W. O
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D Generalization Bounds

We place our results in the context of generalization bounds for clustering problems. In this setting,
we are given an arbitrary but fixed distribution D supported on the unit Euclidean ball BY. The cost

of a point ¢ with respect to D is defined as costp(c) = fpeBd |lp — ¢||? - Pp]dp. The risk is defined
2

as R := argmin costp(c). Given independent samples S drawn from D, we wish to compute an
C

estimate ¢ with cost R = costp (¢) such that the excess risk R — R is minimized. The cost of a
distribution D is in a limiting sense the average cost of a point set with all points living in BY. Since
the average cost is at most the squared radius (i.e. 1), obtaining a (1 + ¢) approximate solution also
yields a solution that has excess risk of at most &in < g, which we then rewrite in terms of the

sample size |.S| as O( 1og|g‘* - ). This discussion is summarized in the following corollary.

Corollary D.1. Given a set of independent samples S drawn from some underlying arbitrary but
fixed distribution supported on B, the geometric median-of-means estimator has an excess risk for
the least squared distances objective of

log 61
B

with probability 1 — § for some absolute constant v > 0.

R-—R<~-

Note that the learning rate given by Corollary D.1 stands in contrast to learning rates that are
achievable for other center-based problems such as indeed the geometric median with objective

costp(c) = / I — el - Plpldp,
peBY

2

or for the k-means problem with objective

costo(C) = [ i [p— el - Ppldp
P

€Bg <
for a k-center set C'. As mentioned in the related work section, all of these objectives require learning

rates of at least ﬁ, ignoring problem specific parameters.

E Lower Bounds

We complement our algorithmic results with matching lower bounds.

E.1 A High Probability Lower Bound for Mean-Estimation

Theorem E.1. Any sublinear algorithm that outputs a (1 + ¢)-approximate Euclidean mean with
probability at least 1 — & must sample at least Q(e =1 log 6~ 1) many points.

The idea is to generate two instances that a sublinear algorithm for approximating means has to
distinguish between and then bound the number of samples required to distinguish between such
distributions. The first instance is virtually identical to the one used by Cohen-Addad et al. [2021].
It places n points at 0 and en points at 1. Thus, the optimal mean is ﬁ A routine calculation via
Lemma 2.2 shows that the optimal cost is f_fg. The second instance places all points at 0. Since 0 is
not a sufficiently good approximate mean for the first instance, a sublinear algorithm can distinguish
between the two instances, which yields a lower bound on the sample complexity.

The two instances lie within the unit Euclidean ball. By normalizing the number of points, it also
yields a distribution supported on the unit Euclidean ball, which implies that the generalization
bounds given in Corollary D.1 are sharp.

Proof. We give two instances. The first instance places n points at 0 and en points at 1. Thus, the

optimal mean is placed at ; ia' A routine calculation via Lemma 2.2 shows that the optimal cost is

OPT = f_fa. The second instance places all points at 0.
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First we argue that a sublinear algorithm can distinguish between these two instances. Any approxi-
mate mean for the second instance must output 0. If we output O for the first instance, we incur a cost

of en = % = OPT + ¢ - OPT, hence any algorithm improving over a (1 4 ¢) approximation for
the former cannot output 0. Thus, a necessary condition to distinguish between the two instances is

for the algorithm to sample at least one point at 1.

Suppose we sample m points. Our goal is to show that for m € Q(e~!log 1), the probability that
all of the sampled points are drawn from 0 is less than J for the first instance. Let X; denote the
indicator variable of the ith sampled point. We have

1 m
§>PNVi, X; =0 =P[X; = 0" = <1+a)

I Jlr s) =exp(—mIn(l +¢))
> exp (—me),

= exp (m In

where the final inequality follows from the Mercator series In(1+¢) = > .2, (%) < (=1)trL,
Thus, for any m < ¢! -logd~!, we do not achieve the desired failure probability. Conversely,
m € Q(e 1 log 1) for an algorithm to succeed. O

E.2 The Empirical Mean is not a Good Estimator

We briefly show that the arguably most natural algorithm that outputs the empirical mean of a
subsampled point set has a substantial increase in sample complexity in the high success probability
regime and therefore also a substantial increase in running time compared to the algorithms presented
in this paper. The result is folklore, but included for completeness.

Theorem E.2. For all ¢, € (0,1), there exists an instance such that Q(e~16~1) independently
sampled points are required for the empirical mean to be a (1 + €)-approximate Euclidean mean
with probability at least 1 — 0.

The proof is based on reducing the problem of finding a good approximate mean with high probability
to giving an example distribution for which the Chebychev inequality is tight.

Proof. Consider a sample |S|, with |S| being specified later. We generate an instance as follows. We
place a zls—llze—fraction of the points each at —|.S|+/¢ and | S|/ and the remaining 1 — ﬁ fraction

at 0. Then the optimal solution places the mean at 0 and has average cost (|S|\/2)? - \sﬁ =1. By
Lemma 2.2, this implies that the empirical mean /i = ﬁ Zp cg P is abetter than (1 + ¢)-approximate

mean if and only if || < /. We set the failure probability, that is the probability P[|i| > /] = 4.
Then IP[|fi| > /€] is at least the probability that we sample exactly one point from either —|.S|+/e or
|S|+/€ and the remaining |S| — 1 points from 0. Using Bernoulli’s inequality and the density function
of the binomial distribution, we therefore have

, N 1

Solving g - (1 - @) < ¢ for |S| then yields | S| € Q(~1671), as desired. O

Although the empirical mean is the fastest among all mean estimators (it can be computed in closed
form), the above construction shows that it is not a robust estimator of the true mean—even in
one dimension. Indeed, for heavy-tailed distributions, the best available tail bound is Chebyshev’s
inequality, which is exponentially weaker. In fact, Catoni [2012] (similarly to the construction
above) shows that there exist distributions for which Chebyshev’s inequality is tight. In contrast,
the empirical mean performs well when estimating the mean of subgaussian distributions, where
the associated tail bounds are sharply exponential. In practice, data distributions are often not as
adversarial as those constructed to demonstrate the failure of the empirical mean (e.g., Catoni [2012]).
This explains why the empirical mean is frequently observed to perform well in real-world scenarios,
both in terms of computational efficiency and estimation accuracy.
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F Comparison of Geometric Median and the Coordinate-wise median

In this section, we give two instances which demonstrate that neither of the coordinate-wise median
or the geometric median is strictly better than the other for the problem of mean-estimation.

Proposition F.1. Letr § > 0 be fixed. There exist instances such that, with probability at 1 — O(9),

log 6 ¢
2 %—e*l 2
coincides with the true mean, but the geometric median of the same K sample means does
not;

1

(1) The coordinate-wise median of K = sample means of ¢+ sampled points

(2) The geometric median of log 6! sample means of e =1 sampled points is a better approxi-

mation to the true mean than the coordinate-wise median is.

Proof. For part (1), we construct an instance for which the coordinate-wise median is a better
estimator than the geometric median. Consider the uniform distribution on the d-dimensional sim-
plex where d = O(e~20"2log? 6~'). The value of d ensures that with probability at least 1 — 4,
each of the e 'log§~! vertices sampled are distinct. We show that in this case the coordinate-
wise median is a better aggregation procedure than the geometric median. The coordinate me-
dian vcwwm at the origin, while the true mean is 4 = (1/d,1/d,...,1/d). The geometric me-
dian can be shown to lie at the empirical mean of all the samples due to symmetry, which is
pom = (g/log(671),e/log(67),...,0,...,0) where there are exactly log (6 ') /e non-zero coor-
dinates. Comparing the distance, we see that || — vewm|| < || — oml|- To conclude, we note that
with probability at least 1 — J, the coordinate-wise median is a better estimator than the geometric
median.

For part (2), we wish to prove that there exists an instance in which the geometric median is better than
the coordinate-wise median. Consider the uniform distribution on the d-dimensional simplex, where
d = ce~1. We choose c to be a constant large enough so that in every subsample, the probability of a
vertex sampled is % (we only require it to be bounded away from %). As in the last example, we have
that the actual mean is (1/d,1/d,...,1/d). We observe that the coordinate-wise median vcwy is the
origin with high probability. While as § — 0, the geometric median tends towards true mean p. [

G Further Experimental Evaluation

We present here further experimental evaluation and specifically we plot the accuracy vs. sample size
and runtime vs. sample size, as well as the accuracy vs. dimension and runtime vs. dimension.

We first describe some summary statistics for the datasets we consider:

Dataset Shape Mean | Std-Dev | Min Max

MNIST (60,000; 784) | 0.1306 | 0.3081 | 0.0000 | 1.0000
Fashion-MNIST | (60,000; 784) | 0.2860 | 0.3530 | 0.0000 | 1.0000
CoverType (581,012; 54) | 0.4567 | 0.4981 | 0.0000 | 1.0000

Table 1: Summary statistics for datasets.

Accuracy and Runtime vs. Sample Size. We plot how accuracy and runtime vary as a function of
the sample size. First, we plot this relationship in log-scale (Figures 4-5).

As they visually compress differences and obscure linear growth, especially when the slope is small,
we replot accuracy vs. sample size in linear scale (Figure 6). The trends are indeed mildly increasing
and consistent with near-linear growth, albeit with a small slope. We believe the soft growth observed
on the original dataset is largely due to implementation-level factors. In particular, our use of
NumPy’s vectorized operations can lead to non-obvious runtime behavior, as such operations benefit
from low-level optimizations (e.g., memory locality, multi-threaded backends) and often incur fixed
overheads.

We also add further experimentation for larger sample sizes (Figure 7). Specifically, we generated a
synthetic dataset from a 200-dimensional multivariate Gaussian distribution and extended the sample
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Figure 4: MNIST Dataset: Accuracy and runtime against sample size.
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Figure 5: CoverType Dataset: Accuracy and runtime against sample size.

size up to 5 - 10°. The results are in line with theory: They show that the error decreases sharply
as the sample size grows and that the runtime grows linearly with sample size. Unfortunately, we
were unable to go beyond this sample size due to memory limitations in our environment, where the
process exhausts the available RAM.

Accuracy and Runtime vs. Dimension. The experiments here illustrate how accuracy and runtime
vary with dimensionality (Figure 8). Specifically, we generated a synthetic dataset of 10, 000 samples
drawn from multivariate Gaussian distributions with dimensions ranging from 10 to 1000. As
predicted by theory, the errors of both the coordinate-wise median and the fast gradient descent
estimator remain low and stable across dimensions. Interestingly, the CSS algorithm shows rapid
improvement as the dimension increases, stabilizing around dimension 500. As expected, the
empirical mean achieves the best accuracy since the data are drawn i.i.d. from a Gaussian distribution.
In terms of runtime, we observe a roughly linear growth with dimension, in line with theory.
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Figure 6: MNIST, Fashion-MNIST and CoverType Datasets: Accuracy against sample size (in linear
scale).
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Figure 7: Synthetic Dataset: Accuracy and runtime against sample size (in linear scale).
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Figure 8: Synthetic Dataset: Accuracy and runtime against dimension.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We provide both verbal and visual intuition as well as formal proofs of all
claims stated in the paper. We also give an in-depth experimental evaluation of the proposed
algorithms.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Please refer to the Limitations subsection before the preliminaries.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: Please refer to Sections 3, 4, and Appendices B, E.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide a full description of how to re-produce the experiments and include
the code that is set up to automatically run all of them.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Code included in supplementary and anonymous link available in main body.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide several paragraphs describing how the experiments were set up
and what the results mean. Please refer to Section 5.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report, for each sample size we run the experiments , averages and variances
of runtimes and accuracies arising from 50 executions of every algorithm. These are the
most relevant statistical measures in our setting.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We include the hardware specifications for the experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We study a basic theoretical question that has been studied before.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This work concerns efficient mean estimation in high dimensions and therefore
does not have negative societal impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No such risk posed.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: No existing assets were used.
Guidelines:
e The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Our code is well-documented and should re-produce experiments out of the
box (once the datasets are downloaded).

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.
* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not applicable.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: Not applicable.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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