
CTMC-LSTM: A Markov-Based Hybrid Model for Depression Severity
Modelling with an Expert-Annotated Longitudinal Dataset

Anonymous ACL submission

Abstract

Depression severity is a clinically important in-001
dicator for assessing mental health status and002
guiding treatment, yet it remains challenging003
to infer reliably from user-generated text. Ex-004
isting NLP research has largely focused on005
binary depression detection or isolated symp-006
tom classification, with limited attention to007
modelling severity progression over time. We008
present the DepSy Severity dataset, a novel re-009
source for modelling depression severity from010
social media, fully annotated by psychologists011
with weekly severity scores for users who self-012
report a depression diagnosis. To address013
this task, we propose CTMC-LSTM, a hybrid014
model that combines LSTM-based predictions015
with temporal dynamics modelled through a016
Continuous-Time Markov Chain (CTMC), cap-017
turing user-level severity progression over time.018
We frame severity estimation as both regres-019
sion and multi-class classification, evaluating a020
range of architectures and feature combinations.021
Our experiments show that models incorpo-022
rating structured features outperform text-only023
baselines, and the CTMC-LSTM model yields024
the highest performance in severity classifica-025
tion, particularly for underrepresented classes026
such as moderate and severe depression. These027
results highlight the importance of integrating028
temporal context for robust mental health mod-029
elling.030

1 Introduction031

Depression is a major global health concern, af-032

fecting hundreds of millions of individuals and033

contributing to substantial emotional, social, and034

economic burdens. The severity of depressive035

episodes—ranging from mild emotional distress036

to severe impairment—plays a critical role in shap-037

ing clinical outcomes and determining the urgency038

and type of intervention needed. Despite grow-039

ing efforts in computational mental health, the task040

of modelling depression severity remains largely041

overlooked in natural language processing (NLP) 042

research. 043

While prior work has primarily relied on struc- 044

tured clinical data such as electronic health records 045

and diagnostic tools (Kim et al., 2020; Pradier 046

et al., 2021; Mesbah et al., 2021; de Oliveira et al., 047

2021; Ignashina et al., 2025), social media offers 048

a complementary perspective by capturing spon- 049

taneous, real-world expressions of psychological 050

states. These longitudinal and context-rich narra- 051

tives provide an opportunity to analyse how de- 052

pression progresses over time. Yet, building robust 053

severity prediction models remains a challenge due 054

to the absence of publicly available, longitudinal 055

datasets that are rigorously annotated by domain 056

experts. 057

Most existing NLP studies in this space focus 058

on binary classification—detecting whether a per- 059

son is depressed or not—or identifying transitions 060

to crisis states like suicidal ideation (De Choud- 061

hury et al., 2016; Gong et al., 2019; Sawhney et al., 062

2020; Kour and Gupta, 2022; Baghdadi et al., 2022; 063

Khafaga et al., 2023; Adarsh et al., 2023). Far 064

fewer studies attempt to quantify or track how se- 065

vere an individual’s depressive state is over time. 066

This represents a critical gap in mental health NLP, 067

where timely detection of increasing severity could 068

improve early intervention and support strategies. 069

This study aims to fill the identified gap by en- 070

hancing early detection and intervention strategies 071

through improved datasets and model development. 072

Our key contributions can be summarised as fol- 073

lows: 074

• The first English dataset of depression severity 075

in a longitudinal format using textual posts of 076

depressed users that is fully annotated by psy- 077

chologists1. 078

1The DepSy severity dataset and all codes will be made
available upon paper acceptance
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• Empirical work comparing multiple predictive079

models (based on LSTM, BERT, RoBERTa, and080

MentalBERT) built using our dataset for the task081

of predicting depression severity score from posts082

chunks (1-week posts).083

• CTMC-LSTM: a novel hybrid model, which084

integrates temporal dynamics through Markov085

chains.086

2 Related Work087

Research on mental health from social media has088

primarily followed two directions: severity classifi-089

cation and longitudinal monitoring. Severity clas-090

sification focuses on assigning discrete depression091

levels at specific points in time, while longitudinal092

approaches aim to capture temporal dynamics by093

modelling changes in mental health status across094

user timelines.095

The eRisk shared tasks (Losada et al., 2017,096

2018, 2019, 2020, 2021) provide benchmark097

datasets for user-level detection of depression and098

related conditions using Reddit data. While later099

editions included severity labels, these are typi-100

cally based on a subset of posts, with the remainder101

left unreviewed. All Posts are given a label based102

on one post annotation, and annotations lack clini-103

cal expert involvement, limiting their use for fine-104

grained severity tracking. Despite these limitations,105

eRisk remains a key benchmark for early detection106

research.107

Beyond the eRisk shared tasks, a growing body108

of work has focused on depression severity clas-109

sification using social media, with increasing at-110

tention to clinical alignment in both annotation111

and modelling. Coppersmith et al. (2014) anal-112

ysed linguistic patterns preceding suicide attempts113

using word embeddings and LSTMs. Gong et al.114

(2019) explored PHQ-9 scores from health records115

to examine links between general depressive symp-116

toms and suicidal ideation. Several datasets have117

since been introduced to support severity classifi-118

cation. DepSign (Sampath and Durairaj, 2022) cat-119

egorises posts into four severity levels and uses tra-120

ditional models with data augmentation to mitigate121

imbalance. The DsD dataset (Naseem et al., 2022)122

introduces ordinal labels based on clinical guide-123

lines and employs a hierarchical attention model.124

DepTweet (Kabir et al., 2023) builds on DSM-5125

and PHQ-9 to label over tweets with severity levels126

and confidence scores. Further, Zhang et al. (2023)127

proposed a sentiment-guided transformer trained128

on DsD and DepSign, and Ahmed et al. (2024) used129

an ensemble of BERT variants to classify Reddit 130

posts by severity. Recent work has also leveraged 131

sentence embeddings (Qasim et al., 2025) and sen- 132

timent signals (Ogunleye et al., 2024) to enhance 133

severity detection. 134

In parallel, longitudinal approaches have aimed 135

to capture changes in mental health status over time. 136

Sawhney et al. (2020) proposed a time-aware trans- 137

former for suicidal risk detection using tweet se- 138

quences, extended in Sawhney et al. (2021) by mod- 139

elling emotional progression via Plutchik’s wheel. 140

Chiu et al. (2021) applied a multi-modal model on 141

Instagram combining image, text, and behavioural 142

data to track depressive patterns. Tsakalidis et al. 143

(2022b) introduced a dataset of annotated user time- 144

lines to detect “moments of change” using sequen- 145

tial modelling. More recent approaches incorpo- 146

rate temporal structure more explicitly: Hills et al. 147

(2023, 2024) added a Hawkes process-inspired 148

layer to a hierarchical transformer, while Song et al. 149

(2024) proposed a hybrid TH-VAE and LLaMA- 150

2 model to summarise mental health trajectories, 151

evaluated against expert and clinician assessments. 152

Most severity classification studies rely on post- 153

level labels, assigning a severity score to individual 154

posts in isolation. However, clinical assessment of 155

depression severity depends on observing symptom 156

patterns over time, making single-post labelling an 157

unreliable proxy. At the same time, existing lon- 158

gitudinal mental health studies primarily model 159

mood or risk trajectories, not depression severity. 160

As a result, prior work has not combined clini- 161

cally grounded depression severity labels with user- 162

level temporal modelling. This study addresses 163

that gap by introducing a time-aware, psychologist- 164

annotated dataset and a model designed to capture 165

severity progression over time. 166

3 Dataset 167

We use the DepSy dataset, collected from users on 168

X (formerly Twitter) who self-reported a clinical 169

depression diagnosis, focusing on posts written af- 170

ter the point of diagnosis (Alhamed et al., 2024b). 171

We annotated this dataset for both depressive symp- 172

toms and severity using an annotation scheme in- 173

formed by clinically validated assessment tools (Al- 174

hamed et al., 2024a). Each post was labelled for 175

the presence of one or more depressive symptoms, 176

selected from the following set: poor appetite or 177

eating disturbances, feeling down and depressed, 178

crying, concentration problems, feeling tired or 179
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having little energy, feelings of failure, sleep dis-180

turbances, loss of interest, self-blame and shame,181

loneliness, and suicidal thoughts. Posts may con-182

tain none, one, or multiple symptoms. While this183

paper focuses on depression severity, the depres-184

sion symptoms of posts are annotated and will be185

used as input features, specifically symptom counts,186

to support the prediction of severity levels.187

3.1 Depression Severity Annotation188

To enable severity modelling, we grouped user189

posts into weekly chunks in line with the clinical190

practice of validated questionnaires, where users191

are asked about symptoms of depression faced in192

the last week. Each chunk contains up to 10 posts193

of at least eight words. We limited sampling to 10194

posts per week per user to manage annotation load195

and ensure consistency across users with varying196

posting frequencies. This approach upholds a bal-197

ance between capturing sufficient user activity and198

maintaining feasible annotation volumes. Similar199

sampling strategies have been adopted in prior so-200

cial media studies that analyse user behaviour over201

time (Zafar et al., 2024; Boyraz et al., 2015; Heaton202

et al., 2024), supporting the practicality of this de-203

sign. Psychologists were asked to assess the over-204

all severity of depression expressed within each205

chunk, rating it on a 10-point scale (0–9), where206

0 indicates no depression and 9 indicates severe207

depression, following the guidelines in (Alhamed208

et al., 2024a).209

This process yielded 4,000 annotated weekly210

chunks, creating a longitudinal resource for study-211

ing depression severity trajectories in social media.212

3.2 Annotation Procedure213

Five experienced psychologists conducted the an-214

notation, each with over three years of clinical ex-215

perience. Annotations were carried out using a cus-216

tomised interface in LabelStudio2. Inter-annotator217

reliability was evaluated using Cohen’s kappa (κ),218

with a pairwise score of 0.67 computed over a219

10% subset, reflecting substantial agreement (Lan-220

dis and Koch, 1977). Measuring inter-annotator221

agreement on 10% of the data is a widely adopted222

strategy in annotation studies, balancing reliabil-223

ity checks with practical annotation costs. This224

practice has been followed in several recent works,225

including (Abirami et al., 2024; Sanchez-Montero226

et al., 2025; Jiménez-Zafra et al., 2020; Bastos and227

2https://labelstud.io/

Farkas, 2019). In our case, the 10% subset was 228

randomly sampled from the full pool of annotated 229

posts and includes posts from a broad set of users. 230

We ensured annotation consistency by involving a 231

third expert annotator to resolve all cases of dis- 232

agreement. Annotators were also provided with 233

detailed guidelines and underwent training to align 234

their understanding of the annotation scheme. The 235

dataset, annotated for both depressive symptoms 236

and severity, will be made publicly available upon 237

paper acceptance. 238

4 Data Analysis 239

To gain insights into the temporal and behavioural 240

patterns captured in the dataset, we conducted a 241

descriptive analysis of depression severity trends, 242

user transitions, symptom distributions, and class 243

imbalance. 244

4.1 Temporal Patterns in Severity 245

We analysed how depression severity evolves over 246

time at both individual and population levels. Ap- 247

pendix Figure 1 illustrates changes in severity 248

for selected users across multiple months, high- 249

lighting the dynamic nature of symptom expres- 250

sion. To investigate broader patterns, we computed 251

the average severity score per user per year and 252

mapped it to one of four discrete levels: no de- 253

pression (0), mild (1–3), moderate (4–6), and se- 254

vere (7–9), based on the annotation scheme. A 255

heatmap of year-over-year transitions (Appendix 256

Figure 2) shows how users moved between cat- 257

egories. Most remained in the same or adjacent 258

severity levels—for instance, 47% of those initially 259

categorised as “mild” stayed in the same group the 260

following year. Sharp transitions, such as a direct 261

shift from no depression to severe, were rare, sug- 262

gesting that severity generally changes gradually 263

over time. We also examined whether severity fol- 264

lowed seasonal trends. Appendix Figure 3 shows 265

the monthly distribution of user severity across 266

the dataset. While we expected potential increases 267

during winter or holiday months, no clear or consis- 268

tent seasonal patterns emerged, suggesting limited 269

calendar-based variation in severity. 270

4.2 Symptom Trends Across Severity Levels 271

We further analysed how the frequency of depres- 272

sive symptoms varies with severity levels. Ap- 273

pendix Figure 4 shows the average occurrence of 274

each symptom across severity scores from 0 to 9. 275
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Some symptoms showed strong correlations with276

increasing severity. For example, “Feeling down277

and depressed” steadily increased and appeared in278

over 90% of posts at severity level 9. “Crying”279

followed a similar upward trend but plateaued at280

moderate levels. Other symptoms, such as “Feel-281

ing tired or having little energy” and “Loneliness,”282

rose modestly with severity, while symptoms like283

“Concentration problems,” “Self-blame,” and “Poor284

appetite or eating disturbance” remained relatively285

stable and low in frequency across all levels. “Sui-286

cidal thoughts” became more prevalent at higher287

severity levels, particularly from level 6 onward,288

reaching 40% at level 9.289

These findings suggest that some symptoms, es-290

pecially emotional and affective ones, are more291

predictive of increasing severity, while others con-292

tribute less distinct signal. This has implications293

for model design, as certain symptoms may serve294

as stronger indicators in predicting fine-grained295

severity levels.296

4.3 Severity Class Distribution297

Table 1 presents the distribution of samples across298

severity classes in both the four-class and ten-class299

settings. The dataset is highly imbalanced, with300

most samples falling into the non-depressed or301

mild categories, and relatively few representing302

severe depression. This observation is consistent303

with population-level mental health data in both the304

UK and the US, where the majority of depression305

cases fall within the mild to moderate range, with306

fewer individuals meeting the clinical threshold for307

severe depression (Villarroel and Terlizzi, 2020;308

Parker et al., 2014). The distribution observed in309

our dataset mirrors these trends, supporting its rep-310

resentativeness.311

5 Depression Severity Monitoring312

This study aims to predict depression severity313

from user-generated text, where severity is rep-314

resented as an integer on a 0–9 scale, with 0 in-315

dicating no depression and 9 indicating the most316

severe level. Given a weekly chunk of posts Pi =317

{pi,1, . . . , pi,n}, the model f(·), parameterised by318

θ, predicts a severity score Si ∈ {0, . . . , 9}.319

We explore three formulations of this task. The320

first treats it as regression, where the model outputs321

a real-valued score that is rounded to the nearest322

integer. The second frames it as ten-class classifi-323

cation, assigning each input to a discrete severity324

Severity Class / Level Number of Samples
Ten-Class Setting

0 - No Depression 2675
1 464
2 351
3 149
4 66
5 43
6 23
7 14
8 6

9 - Severe Depression 2
Four-Class Setting

No Depression 2675
Mild 964

Moderate 132
Severe 22

Table 1: Distribution of samples across severity classes
and severity levels in the ten-class and four-class settings
based on DepSy dataset.

level. The third simplifies the task to a four-class 325

classification problem, grouping levels into 0 (No 326

Depression), 1–3 (Mild), 4–6 (Moderate), and 7–9 327

(Severe). Grouping severity levels into broader 328

categories reduces granularity but often improves 329

classification performance and aligns with clinical 330

practice, where diagnoses are typically assigned 331

as mild, moderate, or severe rather than on a fine- 332

grained scale. We apply several models under each 333

formulation to assess how different approaches cap- 334

ture severity and to examine trade-offs between 335

fine-grained prediction and classification perfor- 336

mance. 337

6 CTMC-LSTM Hybrid Model for 338

Depression Severity Prediction 339

To improve temporal consistency and robustness in 340

predicting depression severity, we propose a hybrid 341

architecture that combines neural predictions from 342

an LSTM with probabilistic reasoning derived from 343

a Continuous-Time Markov Chain (CTMC). We 344

use CTMC to model transitions between depression 345

severity states over time. We estimate the transi- 346

tion rate matrix from the available severity anno- 347

tations, which capture how frequently and quickly 348

one severity level shifts to another. This hybrid ap- 349

proach will allow us to leverage both chunk-level 350

classification and temporal information in predic- 351

tion. This model is applied to a four-class severity 352

classification task, derived from a more granular 353

ten-class annotation scheme. The ten-class scheme 354

was found to be difficult to model reliably due to 355

its sparsity, so the categorised four-class version is 356
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used for evaluation.357

6.1 Model Architecture358

The proposed hybrid model combines an LSTM359

classifier with a Continuous-Time Markov Chain360

(CTMC) to predict depression severity from user361

posts. The base classifier is an LSTM model trained362

to predict one of four severity levels—0 (No), 1363

(Mild), 2 (Moderate), or 3 (Severe)—from indi-364

vidual posts. In parallel, a CTMC is estimated365

from the training data to capture transitions be-366

tween severity states over time. The transition367

rate matrix is learned via maximum likelihood es-368

timation using sequences of severity labels. At369

inference time, both components produce probabil-370

ity distributions over severity classes. The LSTM371

generates a distribution via softmax, denoted as372

lstm_probs, while the CTMC produces a proba-373

bility vector markov_probs based on the previous374

predicted state and the elapsed time. These two375

distributions are combined through a weighted av-376

erage, where a hyperparameter α ∈ [0, 1] controls377

the contribution of each source. This integration378

allows the model to balance direct textual signals379

with temporal progression patterns in severity. The380

final prediction is computed as:381

probs = α·lstm_probs+(1−α)·markov_probs382

Inspired by Gao et al. (2020); Zawbaa et al. (2024);383

Liu et al. (2019), after obtaining the final probabil-384

ity distribution, a thresholding strategy is applied385

to prioritise high-severity decisions. This mecha-386

nism, tuned empirically on a validation set to op-387

timise recall for higher severity levels while pre-388

serving balanced performance, increases the likeli-389

hood of detecting moderate and severe cases even390

when they are not the top-scoring class. The em-391

pirically derived thresholds are Severe: 0.12,392

Moderate:0.25, Mild:0.40.393

7 Models and Experiments394

LSTM Long Short-Term Memory (LSTM) net-395

works were utilised for this task, given their well-396

established efficacy in handling longitudinal and397

sequential data.398

BERT, RoBERTa, and MentalBERT BERT-399

based models were employed to predict depression400

severity across all three tasks. The models’ specifi-401

cations and hyperparameter settings are detailed in402

Appendix B403

Algorithm 1: Markov-Neural hybrid infer-
ence procedure for severity prediction

Input: Post xt, previous severity label st−1, time gap
∆t, CTMC matrix Q, weight α

Output: Predicted severity class yt
// Step 1: LSTM/BERT prediction
plstm ← softmax output from neural model on xt

// Step 2: CTMC-based prediction
P ← exp(Q ·∆t) // Transition probability
matrix over time

pmarkov ← P [st−1] // Row for previous state

// Step 3: Combine model and CTMC
pfinal ← α · plstm + (1− α) · pmarkov

// Step 4: Threshold-based decision rule

yt =

{
max{k ∈ {1, 2, 3} : pfinal[k] > θk} if k exists
argmax(pfinal) otherwise

return yt

7.1 Experiments 404

We conducted a series of experiments in order to 405

establish our benchmark. We used 5-fold cross- 406

validation to evaluate performance based on ac- 407

curacy, macro-averaged precision, recall, and F1 408

scores. Our implementation utilizes Scikit-learn 409

(Pedregosa et al., 2011). For each of the three task 410

approaches, we explored different input features to 411

assess their impact on model performance. 412

• Features_1: A chunk of posts (over 1 week) is 413

used as the input. 414

• Features_2: A chunk of posts, along with the 415

sum of symptoms, where the sum of the symp- 416

toms represents the total of all symptoms identi- 417

fied in the posts within the respective chunk. 418

• Features_3: A chunk of posts is used, along with 419

a sequence of the previous three chunks, 3 to cap- 420

ture longitudinal severity trends (longitudinal). 421

• Features_4: A set of 12 numerical features: 11 422

represent symptom occurrences, with each rep- 423

resenting the total count of a specific symptom 424

across all posts in the chunk, plus one feature for 425

the overall symptom sum. 426

• Features_5: This incorporates Features_4 for the 427

current and previous three chunks (longitudinal). 428

Each combination of input features was tested to 429

determine the optimal configuration for predicting 430

depression severity. 431

3A sequence of 3 is selected inline with other works
(Suhara et al., 2017; Rónai and Polner, 2021)
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Approach Input Model RMSE (↓) Macro F1 (↑) Acc (↑) CI 95%

Regression

Features 1

LTSM 1.310 - - [1.192, 1.429]
BERT 1.215 - - [1.098, 1.333]

RoBERTa 1.211 - - [1.091, 1.348]
MentalBERT 1.212 - - [1.084, 1.344]

Features 2

LSTM 0.868 - - [0.766, 0.969]
BERT 1.194 - - [1.062, 1.315]

RoBERTa 1.128 - - [1.016, 1.241]
MentalBERT 1.195 - - [1.061, 1.324]

Features 3 LSTM 1.461 - - [0.985, 1.217]
Features 4 LSTM 0.66 - - [0.564, 0.771]
Features 5 LSTM 1.445 - - [1.301, 1.590]

Multi-Class
classification

(9 classes)

Features 1

LTSM - 0.13 0.629 [0.597, 0.665]
BERT - 0.14 0.591 [0.557, 0.626]

RoBERTa - 0.14 0.671 [0.640, 0.704]
MentalBERT - 0.16 0.653 [0.619, 0.688]

Features 2

LSTM - 0.15 0.654 [0.621, 0.685]
BERT - 0.17 0.638 [0.603, 0.676]

RoBERTa - 0.15 0.661 [0.627, 0.696]
MentalBERT - 0.23 0.725 [0.693, 0.755]

Features 3 LSTM - 0.09 0.698 [0.666, 0.729]
Features 4 LSTM - 0.27 0.778 [0.749, 0.808]
Features 5 LSTM - 0.09 0.626 [0.593, 0.660]

Multi-Class
classification

(4 classes)

Features 1

LSTM - 0.33 0.689 [0.657, 0.721]
BERT - 0.34 0.685 [0.653, 0.715]

RoBERTa - 0.34 0.706 [0.672, 0.737]
MentalBERT - 0.30 0.654 [0.621, 0.688]

Features 2

LSTM - 0.32 0.702 [0.668, 0.734]
BERT - 0.34 0.714 [0.682, 0.747]

RoBERTa - 0.36 0.722 [0.689, 0.752]
MentalBERT - 0.30 0.691 [0.659, 0.722]

Features 3 LSTM - 0.21 0.698 [0.667, 0.731]

Features 4 LSTM - 0.58 0.877 [0.855, 0.901]
CTMC-LSTM - 0.72 0.867 [0.836, 0.878]

Features 5 LSTM - 0.24 0.630 [0.597, 0.660]

Table 2: Results for models on classifying depression severity from our DepSy dataset. Macro F1 is used to account
for class imbalance, as it gives equal importance to each severity level regardless of frequency. This is especially
important for evaluating performance on the severe class, which is underrepresented but clinically critical.

Severity LSTM (Features4) LSTM (Features2) BERT RoBERTa MentalBERT
P R F1 P R F1 P R F1 P R F1 P R F1

0 0.88 0.99 0.93 0.79 0.85 0.82 0.81 0.75 0.78 0.81 0.87 0.84 0.80 0.84 0.82
1 0.24 0.18 0.21 0.17 0.14 0.15 0.14 0.35 0.20 0.22 0.11 0.15 0.11 0.08 0.10
2 0.46 0.30 0.36 0.21 0.16 0.18 0.26 0.12 0.17 0.21 0.28 0.24 0.23 0.23 0.23
3 0.29 0.20 0.24 0.08 0.07 0.07 0.22 0.07 0.10 0.07 0.03 0.04 0.24 0.27 0.25
4 0.50 0.27 0.35 0.09 0.09 0.09 0 0 0 0 0 0 0 0 0
5 0.33 0.29 0.31 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Table 3: Precision, recall, and F1-scores per severity class across models
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Model
No Depression Mild Moderate Severe
P R F1 P R F1 P R F1 P R F1

Baseline 0.70 1 0.83 0 0 0 0 0 0 0 0 0
LSTM Features4 0.92 0.94 0.93 0.75 0.76 0.75 0.72 0.54 0.62 0 0 0

BERT 0.80 0.80 0.80 0.40 0.42 0.41 0.17 0.12 0.14 0 0 0
RoBERTa 0.82 0.81 0.82 0.44 0.46 0.45 0.13 0.08 0.10 0 0 0

MentalBERT 0.81 0.74 0.77 0.37 0.50 0.42 0 0 0 0 0 0
CTMC-LSTM 0.95 0.87 0.91 0.68 0.84 0.75 0.62 0.62 0.62 1 0.43 0.60

Table 4: Precision, recall, and F1-scores per severity class (categorized to 4 classes) across models. The baseline
model always predicts the “No Depression" class, achieving high recall but failing to detect mild, moderate, or
severe cases.

8 Results432

Our results in Table 2 indicate that the LSTM433

model with numerical features (Features_4) con-434

sistently achieved the best performance across all435

tasks. It obtained the lowest RMSE (0.66) in the436

regression task and the highest F1-scores in multi-437

class classification, with 0.778 for the 9-class set-438

ting and 0.877 for the 4-class setting.439

We initially hypothesised that incorporating lon-440

gitudinal severity trends would enhance prediction441

performance by providing additional contextual442

information. However, the results did not fully sup-443

port this assumption. Modelling past severity states444

(Features_3 and Features_5) directly as input445

features did not lead to significant improvements446

in performance. Instead, the best results were ob-447

tained using numerical symptom features combined448

with temporal dynamics through our CTMC-LSTM449

model, which incorporated severity sequences via450

a Markovian transition framework. This suggests451

that depression severity estimation in this setting452

benefits from incorporating broader temporal pat-453

terns at the decision level rather than relying on454

direct sequential modelling of input features.455

Furthermore, textual information alone did not456

contribute significantly to improving performance.457

While BERT-based models demonstrated strong458

predictive capabilities, they did not surpass mod-459

els that leveraged structured numerical symptom460

features. This highlights the importance of explicit461

symptom representations in this task. The findings462

suggest that immediate symptom patterns play an463

important role in predicting severity, challenging464

the assumption that historical severity states pro-465

vide additional predictive value.466

A more detailed examination of per-class per-467

formance, as shown in Table 3, reveals critical in-468

sights beyond the overall metrics. All models per-469

form best on class 0 (non-depressed), with high 470

F1-scores above 0.80, particularly LSTM with 471

Features_4 (numerical), achieving the highest at 472

0.93. However, performance drops substantially 473

across all other severity classes. Classes 1, 2 and 3 474

are weakly detected, with only LSTM (numerical) 475

showing some capability (F1-scores of 0.21, 0.36 476

and 0.24, respectively). The results show that while 477

models can effectively detect the lowest severity 478

level (class 0), their ability to identify moderate 479

to high severity cases (classes 4 to 9) remains lim- 480

ited, with performance metrics dropping to near 481

zero in most cases. This is a critical limitation, as 482

missing severe cases may prevent timely support 483

for individuals in urgent need. Despite using high- 484

quality annotations provided by psychologists and 485

clinically grounded labels, the models struggle to 486

capture these less frequent classes. This might be 487

an outcome of the naturally imbalanced distribution 488

of depression severity in the population, where high 489

severity cases are relatively rare. These findings 490

emphasise the difficulty of this task and the need 491

for more effective modelling strategies that can 492

detect clinically important but infrequent severity 493

levels without compromising overall performance. 494

Table 4 presents the performance of five models 495

across four severity levels. All models perform 496

well on the no-depression class (0), with F1-scores 497

above 0.77. However, performance declines consis- 498

tently with increasing severity. Mild and moderate 499

levels (1 and 2) show lower precision and recall, 500

and none of the models were able to identify any 501

instances of the severe class (3), except for the 502

CTMC-LSTM model. This highlights the persis- 503

tent difficulty of detecting high-severity depression 504

from text, even with reliable annotations and a re- 505

alistic class distribution. The proposed CTMC- 506

LSTM model achieved the highest F1-score for the 507

7



severe class (0.60), where all other models failed.508

It also matched the best performance on the moder-509

ate class (F1 = 0.62) and slightly improved recall510

compared to LSTM alone. For mild cases, CTMC-511

LSTM achieved the highest F1-score (0.75), mainly512

through increased recall. BERT-based models un-513

derperformed across all classes beyond no depres-514

sion. In contrast, the LSTM model produced more515

balanced results, and CTMC fusion further im-516

proved its performance without reducing accuracy517

on the non-depressed class. CTMC-LSTM demon-518

strated the most consistent results across all severity519

levels. We hypothesise that the combination of tem-520

poral smoothing from CTMC, correction of model521

uncertainty, and threshold-based prioritisation of522

minority classes allowed CTMC-LSTM to outper-523

form other models that rely solely on immediate524

chunk-level classification.525

9 Discussion526

The results of our depression severity prediction527

experiments highlight the difficulty of this task,528

particularly when relying solely on post-level tex-529

tual features. Most models struggled to identify530

moderate and severe cases, with no model achiev-531

ing reliable performance on these classes in the532

absence of symptom input. Only our proposed533

CTMC-LSTM model achieved an F1-score of 0.72534

when provided with the full set of ground-truth535

symptoms. This performance gap may be attributed536

to several factors. First, the linguistic signals dis-537

tinguishing higher severity levels are often subtle538

and inconsistent, making them difficult to learn.539

Second, the distribution of severity levels in the540

dataset is highly imbalanced, with “Severe” cases541

accounting for less than 10% of the data. Such542

imbalance can hinder the model’s ability to gener-543

alise to underrepresented classes, a limitation also544

noted in related tasks such as suicidal risk detection545

(Tsakalidis et al., 2022a) and post-level depression546

severity prediction (Kabir et al., 2023).547

Model predictions were consistently biased to-548

wards the majority class, a common issue in im-549

balanced learning scenarios. Although we applied550

class-balancing strategies during training to sup-551

port minority class learning, evaluation was always552

conducted on the original distribution to preserve553

the dataset’s real-world representativeness and de-554

ployment relevance.555

Interestingly, sequence modelling did not lead556

to improved results. In fact, models using only557

current post features often performed better than 558

sequential models. This may be due to the lack 559

of consistent temporal patterns in severity progres- 560

sion, as suggested by the user-level trajectories in 561

Figure 1. 562

We also hypothesised that symptom frequency 563

would help predict higher severity levels, particu- 564

larly given the strong association between symp- 565

toms such as suicidal thoughts and severe depres- 566

sion (Figure 4). However, the benefit of symptom 567

features was limited, likely due to the scarcity of se- 568

vere examples, which restricted the model’s ability 569

to learn these associations effectively. 570

Finally, predicting severity on a ten-point scale 571

proved particularly challenging. This may be ex- 572

plained by the uneven contribution of symptoms 573

across severity levels: while some symptoms show 574

a clear progression, others remain stable or infre- 575

quent. As a result, consecutive severity levels often 576

contain overlapping or indistinguishable symptom 577

patterns, reducing the granularity of available sig- 578

nal and making fine-grained severity classification 579

difficult. 580

10 Conclusions and Future Work 581

This paper introduced the DepSy Severity dataset 582

and a set of modelling approaches for depres- 583

sion severity prediction from longitudinal social 584

media data. To our knowledge, this is the first 585

English-language dataset combining chunk-based 586

severity annotations in a longitudinal format. We 587

explored both regression and classification for- 588

mulations of severity prediction, incorporating 589

textual, symptom-based, and temporal features. 590

Our experiments showed that models leveraging 591

structured features, particularly symptoms, out- 592

performed purely text-based models. The LSTM 593

model trained with these features achieved con- 594

sistently strong performance across task settings. 595

Sequential models incorporating previous chunks 596

did not yield improvements. To introduce temporal 597

consistency into predictions, we proposed a hybrid 598

CTMC-LSTM model that integrates LSTM predic- 599

tions with severity transition probabilities derived 600

from a Continuous-Time Markov Chain. This hy- 601

brid approach improved classification performance, 602

particularly for underrepresented classes such as 603

moderate and severe depression. Despite these ad- 604

vances, predicting depression severity remains a 605

challenging task, especially for fine-grained levels 606

and minority classes. 607
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11 Limitations608

While this study contributes a novel dataset and609

modelling approach for depression severity predic-610

tion, several limitations remain. First, we were un-611

able to validate model generalisability on external612

datasets, due to lack of similar datasets. As a re-613

sult, the evaluation is limited to the DepSy dataset.614

Second, although DepSy is annotated by expert615

psychologists, the reliance on publicly available616

social media posts may introduce self-presentation617

bias, limiting coverage of the broader population618

affected by depression. Finally, severity scores are619

based on weekly post samples and do not account620

for external factors—such as life events or clinical621

context—that may influence depression but are not622

observable in text, potentially limiting the accuracy623

of severity estimation from social media alone.624

Ethical Consideration625

This study has received ethics approval from626

XXXXXX 4 (Reference: 21IC7222). The dataset627

contains only publicly available posts from X, and628

we are committed to following ethical practices to629

protect the privacy and anonymity of the users. To630

ensure this, the author’s usernames, which could631

contain sensitive information related to the names632

or locations of the user, are not saved or used.633

Instead, the information was pre-processed and634

replaced with user IDs. Social media data is of-635

ten sensitive, particularly when it is related to636

mental health, and we take great care to ensure637

that our dataset is handled responsibly. Since the638

dataset is related to mental disorders, it might trig-639

ger some people, thus, annotators were advised640

to take breaks during annotation and were given641

plenty of time.642
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Figure 1: Changes in depression severity for users in our dataset. Colours from blue to red reflect the severity of the
depression score 0-9, where blue is mild and red is severe depression.

Figure 2: Severity transition year over year heatmap
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Figure 3: User distribution across depression severity by month

Figure 4: Frequency of symptoms associated with different severity levels
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