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Mechanism Design for Large Language Models
Anonymous Author(s)

ABSTRACT
We investigate auction mechanisms to support the emerging format

of AI-generated content. We in particular study how to aggregate

several LLMs in an incentive compatible manner. In this problem,

the preferences of each agent over stochastically generated contents

are described/encoded as an LLM. A key motivation is to design an

auction format for AI-generated ad creatives to combine inputs from

different advertisers. We argue that this problem, while generally

falling under the umbrella of mechanism design, has several unique

features.We propose a general formalism—the token auctionmodel—

for studying this problem. A key feature of this model is that it acts

on a token-by-token basis and lets LLM agents influence generated

contents through single dimensional bids.

We first explore a robust auction design approach, in which all we

assume is that agent preferences entail partial orders over outcome

distributions. We formulate two natural incentive properties, and

show that these are equivalent to a monotonicity condition on

distribution aggregation. We also show that for such aggregation

functions, it is possible to design a second-price auction, despite the

absence of bidder valuation functions. We then move to designing

concrete aggregation functions by focusing on specific valuation

forms based on KL-divergence, a commonly used loss function in

LLM. The welfare-maximizing aggregation rules turn out to be the

weighted (log-space) convex combination of the target distributions

from all participants. We conclude with experimental results in

support of the token auction formulation.

ACM Reference Format:
Anonymous Author(s). 2024. Mechanism Design for Large LanguageModels.

In Proceedings of ACM Conference (Conference’17).ACM, New York, NY, USA,
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1 INTRODUCTION
In the current web ecosystem, auctions are the primary mechanism

used to decide which ads (and commercial content more broadly)

are displayed to users [10, 19]. In those, advertisers bid for the right

to have their creatives displayed to the user along with organic

contents. Many of the web formats such as text, banners, video,

apps, ... have their own subtleties which led to the development

of new auction tools to handle them. Our goal in this paper is to

investigate auction mechanisms to support the emerging format

of AI-generated content. More specifically, we explore the use of

auctions as a tool for influencing the output of large language

models (LLMs) [e.g., 6].
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We consider a situation where a certain space in the web (be a

webpage, an UI element of an AI-chatbot, the dialog of a certain

character in a video or a game ...) is clearly marked as commercial

content and different advertisers can bid to influence the content in

that space. Each advertiser has an LLM that can generate content

for that space and is willing to pay a certain amount of money

for the right to have their content displayed. A simple design is

to collect bids from advertisers and let the highest bidder choose

whatever content they wish to publish in that space. While simple,

this design does not exploit the flexibility of LLMs which is to

combine different concepts in a creative way.

Consider this example. In the first we ask an LLM to produce dif-

ferent ads for the fictitious Stingray resort and the equally fictitious

Maui Airlines:

• “Experience the magic of Hawaii at Stingray Resort, where

stunning views, luxurious accommodations, and endless ac-

tivities await. Book your stay today and create unforgettable

memories in the heart of paradise.”

• “Fly to Hawaii with Maui Airlines and experience the beauty

of the Aloha State. We offer affordable flights to all the major

islands, so you can start your Hawaiian vacation sooner. Book

your flight today and let the island spirit take over!”

For that use case, however, the LLM is flexible enough to produce a

joint ad for both:

• “Fly to paradise with Maui Airlines and experience the magic

of Hawaii at Stingray Resort. Stunning views, luxurious ac-

commodations, and endless activities await. Book your dream

vacation today and create unforgettable memories.”

One can envision an auction mechanismwhere both Stingray resort

and Maui airlines can submit both LLMs as well as bids, and this

will determine their prominence in the final outcome.
1

1.1 Unique Challenges
LLMs [1, 6, 18] are a new technology with new and unconventional

aspects, many of which have direct implications to auction design

(e.g., how preferences are represented/expressed). Our goal is to

identify some of the key challenges and take a first step in designing

mechanisms to address them.

Modelling and Expressing Preferences: Auction theory typi-

cally models preferences via value functions that assign a value

to each outcome. LLMs, however, are generative models which do

not attribute values to each example, but instead succinctly encode

preferences over outcomes in a stateless neural network model that

predicts continuation probabilities.

Necessity of Randomization: LLMs crucially rely on random-

ization. When forced to output deterministically, LLMs typically

have a worse performance than if they are allowed to sample from

1
While our main focus is to create ad creatives that merge content from different

advertisers, auction mechanisms for merging LLM outputs could be used in other

contexts.

1
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a distribution. Therefore, an auction that aggregates LLM outputs

must also output distributions.

Technical Alignment: Auction solutions should be technically

aligned with current LLM technology. They should only use in-

formation available from current models and should be easy to

integrate in the system. Ideally the allocation and payments should

be obtained from simple manipulations of the LLM outputs.

Computational Efficiency: LLM models are expensive to query,

so the auction computation should not add too much overhead.

In particular, auctions should not increase the number of calls to

inference the models beyond the minimum necessary.

1.2 Our Contributions
The Token Auction Model. Our first contribution is a formalism

(“The Token Auction Model”) for studying this problem. Tokens

are the units making up sentences and paragraphs.
2
Examples of

tokens include (sub-)words, symbols, numbers, and special tokens

indicating the beginning and ending of the text. In particular, any

piece of text (potentially incomplete) can be represented as an array

of tokens, and any array of tokens also encodes a piece of text.

One salient feature of the state-of-the-art LLMs is that they are

stateless, i.e., they maintain no internal memory or state. Instead,

they simply map a prefix string to a distribution over the next token.

The output is then created in an autoregressive manner. Given an

input prompt, the output is generated by repeatedly feeding the

current sequence of tokens into the LLM, sampling a continuation

token, and appending it to the sequence of tokens.

The token auction we propose also operates on a token-by-token

basis, and serves to aggregate several LLMs to generate a joint

output. We assume the designer has access to algorithmic LLM

agents represented by their respective text generation functions

(the functions that map a sequence of tokens to a distribution over

the next token). In addition, we allow each LLM agent to submit a

single dimensional bid. The auction output will be an aggregated

distribution together with a payment rule.

This approach may appear counterintuitive at first since an ad-

vertiser cares about the generated final text, not the specific choice

of words. This seems to suggest a dynamic planning of the gener-

ated token sequence. However, existing LLMs do not reason about

full pieces of text, nor do they plan ahead; instead, their preferences

are expressed as desired distributions over merely the next token.

In other terms, we can think of an LLM as a succinct distillation of

an agent’s complex combinatorial preferences over sequences of

tokens into a generative token-by-token model.
3

The problem of aggregating LLMs forces the designer to under-

stand the preferences of the agents away from the distilled LLM.

This appears to be a very difficult problem. Specifically, we believe

it is implausible or at least impractical to assume an individual

agent can meaningfully manipulate the distribution over tokens at

any given stage, to direct the produced text to a more preferred one.

Our auction formulation seeks to strike a balance: By truthfully

2
More generally, one can consider tokens forming parts of images [14, 25] and

videos [17]. For the purpose of this paper, we will stick with text generation.

3
See our discussion in Section 4, and Propositions 4.1 and 4.3 for additional support

for the stateless approach.

revealing the LLM to the designer, the agent gives the auction mech-

anism a hint as to what their preferred distribution is. The bids, in

turn, can be used to tradeoff between agents, and in particular help

the designer determine their relative weights.

Simple and Robust Token Auctions. Motivated by the very

challenging problem ofmodelling the agents’ preferences for nearby

generative models, we aim to design robust token auctions. We seek

auctions that provide desirable incentive properties, while imposing

minimal assumptions on the agents’ preferences over distributions.

Specifically, we investigate a model where agents’ preferences

entail partial orders over distributions. We formulate two desirable

incentive properties, which we consider minimal requirements:

• Paymentmonotonicity: Given two different bids for the same

agent, a final distribution is closer to the desired distribution

if and only if the payment is higher.

• Consistent aggregation: If for two different bids of the same

agent, the final distribution is closer to the preferred distri-

bution for some bids of the other agents, then it should be

so for all bids of the other agents.

We show that any mechanism with these two properties is strate-

gically equivalent to a mechanism that satisfies a monotonicity

requirement on the distribution aggregation function.

We then investigate whether it is possible to equip such dis-

tribution aggregation functions with payment rules that satisfy

additional incentive properties. Specifically, we investigate whether

such aggregation rules admit an analogue of the second-price pay-

ment rule. In the single-item second-price (or Vickrey) auction [20],

the payment corresponds to the critical bid where an agent tran-

sitions from losing to winning. To port this notion to our setting,

we show that any monotone aggregation rule can be written as a

distribution over deterministic allocations from bids to tokens such

that there is a critical bid where the allocation transitions from a

less preferred to a more preferred token. Such a critical bid becomes

then a natural candidate for a payment rule.

A natural analogue of the second-price auction is obtained for a

model that only relies on ordinal preferences. The resulting class of

auctions is applicable whenever the agent valuations are compatible

with the partial order, and provides robust incentives for all of these.

Designing Aggregation Functions.We then move to designing

concrete aggregation functions. Our approach is to define welfare

objectives inspired by LLM training, and to derive optimal distribu-

tion aggregation functions for these welfare notions.

We focus on specific valuation forms based on KL-divergence, a

commonly used loss function in LLM. We specifically discuss two

natural welfare notions, and show that the corresponding welfare-

maximizing aggregation rules are the weighted (log-space) convex

combination of the target distributions from all participants.

The linear and log-linear aggregation rules we identify have dif-

ferent pros and cons. Both share the advantage that they are welfare

maximizing for the respective welfare notions. The linear rule un-

like the log-linear rule is also monotone, and therefore compatible

with the robust incentives approach.

Demonstration. We conclude with experiments to support our

token auction formulation, obtained by prompt-tuning of a pub-

licly available LLM. We consider a two-advertiser example and the

linear and log-linear aggregation rules identified to be optimal for

2
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corresponding welfare notions. We show how the combined output

varies as a function of 𝜆 = 𝑏1/(𝑏1+𝑏2 ) , where 𝑏1 and 𝑏2 are the adver-

tisers’ bids. Both approaches lead to meaningful and interpretable

text, and smoothly transition from one to another advertiser, with

a joint ad produced for intermediate values of 𝜆.

Additional Related Work. Additional related directions include

LLM fine-tuning [2, 3, 12, 21], in-context learning [6, 22, 23], mech-

anism design for public projects [9, 13], and robust mechanism

design [4, 5, 8, 15]. See Appendix A for a more detailed discussion.

2 PRELIMINARIES
In this section, we first provide an abstraction of typical generative

models. For concreteness we adopt a terminology that suits the im-

portant LLM use case where the creative is text. We then introduce

the basic formalism of the mechanism design problem we study.

2.1 Abstraction of Large Language Models
Large language models (LLMs) [1, 6, 18] can be abstracted as func-

tions mapping from a partial sentence to the distribution of the

next token that extends the partial sentence.

Formally, let𝑇 be the set of tokens and Δ(𝑇 ) be the set of distribu-
tions over𝑇 . Let𝑇 ∗ = 𝑇 ∪𝑇 2 ∪ · · · ∪𝑇𝐾 denote the set of sequences

of tokens, where 𝐾 is the maximum sequence length that the LLM

can handle. Each LLM is modeled as a function 𝑓 : 𝑇 ∗ → Δ(𝑇 ) that
maps any sequence of tokens to a distribution over the next token.

Autoregressive Text Generation. A prompt is an initial set of to-

kens 𝑠0 ∈ 𝑇 ∗
provided with instructions of what text to generate.

An LLM produces a text in response to the prompt by sampling a

token 𝜏1 ∼ 𝑓 (𝑠0) and constructing 𝑠1 = 𝑠0 ⊕ 𝜏1 (where ⊕ is the oper-

ation to append a token to an array). We then repeat the process of

𝜏𝑘 ∼ 𝑓 (𝑠𝑘 ) and 𝑠𝑘+1
= 𝑠𝑘 ⊕ 𝜏𝑘 until a special end-of-sentence token

is sampled. If at some point the sequence of tokens becomes too

long (larger than 𝐾 ) we trim 𝑠𝑘+1
to its length-𝐾 suffix.

We remark that LLMs are stateless by design: They keep no

internal memory (other than the sequence of tokens produced so

far) and each token is sampled independently.

Training of LLMs. An LLM 𝑓 is parameterized by a neural net-

work structure 𝑀 and a set of weights𝑊 . The weights are often

obtained by three stages of optimization (see first three rows in

Table 1). The initial stage is very computationally intensive but task

independent. Subsequent stages are less costly and their goal is

to adapt the general purposed model obtained in the first stage to

more specific tasks. In each of the stages, we minimize a different

loss function over a different dataset. The details of the training

process are not particularly relevant for our discussion, but we

add a more detailed discussion in Section 4.1. We will note, how-

ever, that some of the mechanisms we discuss for combining the

inputs of different LLMs resemble the functional form used in the

reinforcement learning and fine-tuning steps.

2.2 Token Auctions for LLMs
We now formalize the mechanism design problem of combining

the outputs of different LLM-represented algorithmic agents. As

discussed in the introduction, we will design an auction to act on

the token-by-token generation stage. Our goal is to keep the auction

technically aligned with the state-of-the-art LLM systems.

Robust Modeling of LLM Agents’ Preferences. One major chal-

lenge in designing mechanisms for LLM agents is that they are

represented as distributions, and it is generally difficult to com-

pare LLM agents’ “utilities” among distributions. To illustrate, sup-

pose an LLM agent’s preferred distribution over two tokens is

𝑝 = (0.6, 0.4), and consider two possible generated distribution

outcomes: 𝑞1 = (0.5, 0.5) and 𝑞2 = (0.8, 0.2). Between 𝑞1 and 𝑞2,

it is unclear which one this LLM agent would prefer since while

𝑞2 appears more distant from 𝑝 than 𝑞1, it has a higher probability

on the first token which appears more preferably by the LLM’s

distribution 𝑝 .

Despite this incomparability between 𝑞1 and 𝑞2, it does ap-

pear “obvious” that 𝑞2 would be less preferred by the LLM than

𝑞3 = (0.7, 0.3). This is because 𝑞3 deviates from 𝑝 along the same

directions as 𝑞2 for each entry (i.e., both increase or both decrease),

but deviates less in terms of the absolute value of deviation.

The above observation illustrates that while it is difficult tomodel

LLM agents’ complete preferences over all the generated distribu-

tions, it seems plausible to assume a certain partial order over the

distributions. This motivates us to consider robust modeling of LLM

agents’ preferences, with the following notion of obvious preference.

Definition 2.1 (Obvious Preferences over Distributions). Consider

any LLM agent 𝑖 with preferred distribution 𝑝𝑖 , and any two ag-

gregation distribution 𝑞, 𝑞′ ∈ Δ(𝑇 ). We say 𝑞 is (weakly) obviously

preferred over 𝑞′ by agent 𝑖 — or formally, 𝑞 ⪰𝑖 𝑞′ — if

∀𝑡 ∈ 𝑇, |𝑞(𝑡) − 𝑝𝑖 (𝑡) | ≤ |𝑞′ (𝑡) − 𝑝𝑖 (𝑡) | (1)

and (𝑞(𝑡) − 𝑝𝑖 (𝑡)) (𝑞′ (𝑡) − 𝑝𝑖 (𝑡)) ≥ 0. (2)

Moreover, if 𝑞 ≠ 𝑞′, 𝑞 is strictly preferred over 𝑞′ by 𝑖 , i.e., 𝑞 ≻𝑖 𝑞′.

In other words, 𝑞 is preferred by 𝑖 over 𝑞′ when (1) the devia-

tion of 𝑞 from 𝑝𝑖 is smaller than the deviation of 𝑞′ from 𝑝𝑖 for

every entry; and (2) these deviations are along the same direction

for every entry. Note that Definition 2.1 only specified a partial

ordering among aggregated distributions. Thus it is possible that

two distributions are not comparable, i.e., 𝑞 ⪰̸𝑖 𝑞
′
and 𝑞′ ⪰̸𝑖 𝑞.

Token Auctions. Our goal is to design simple, practical auction

mechanisms that work well under minimal assumptions about the

agents’ private preferences. Specifically, we seek to design token auc-

tion mechanisms M = ⟨𝑞, 𝑧⟩, where 𝑞 is a distribution aggregation

function and 𝑧 is a payment function. A token auction mechanism

operates on a token-by-token basis, and lets 𝑛 algorithmic LLM

agents influence the output distribution and payments through

scalar bids. We denote the vector of bids by 𝒃 = (𝑏1, . . . , 𝑏𝑛) ∈ R𝑛+.
We assume that the initial prompt 𝑠0 ∈ 𝑇 ∗

, and the text aggregation

functions 𝑓1, . . . , 𝑓𝑛 of the 𝑛 LLM agents are publicly known.

Distribution Aggregation Function. This is the first ingredient to

a token auction mechanism. A distribution aggregation function 𝑞

takes as input a vector of bids 𝒃 ∈ R𝑛+ and𝑛 distributions 𝒑 ∈ Δ(𝑇 )𝑛
and maps these to a distribution over tokens:

aggregation function: 𝑞 : R𝑛+ × Δ(𝑇 )𝑛 → Δ(𝑇 ) .
For fixed bids, a distribution aggregation function can be used

in the same way as a text aggregation function. Namely, starting

from the initial prompt 𝑠0 ∈ 𝑇 ∗
, we can repeatedly sample 𝜏𝑘 from

distribution 𝑞𝑘 = 𝑞((𝑏1, . . . , 𝑏𝑛), (𝑓1 (𝑠𝑘−1
), . . . , 𝑓𝑛 (𝑠𝑘−1

))) for each
𝑘 ≥ 1 to generate 𝑠𝑘 = 𝑠𝑘−1

⊕ 𝜏𝑘 . Note the alignment with LLMs,

3
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Training/Learning stages Data Cost Goal

Pre-training [1, 6] General texts from web, books, etc Very high A common baseline shared across downstream tasks

Instruction fine-tuning [21] Task specific data Medium Optimize the behavior for specific tasks

RLHF [12] Human evaluations Medium Security control, reducing harmful behavior, etc

In-context few-shot learning Carefully designed prompts as inputs Very low Effectively influence the behavior in real-time

Table 1: Common training stages of LLMs.

which already produce the distributions 𝑓𝑖 (𝑠𝑘−1
) for 𝑖 ∈ [𝑛]. No

additional calls to the LLMs are needed.

Payment Function. In addition to the distribution aggregation

function, we seek to design payment functions. Here, we want to

operate on a token-by-token-basis and seek a stage independent

design. Formally, for each agent 𝑖 , we aim to define a

pricing function: 𝜁𝑖 : R𝑛+ × Δ(𝑇 )𝑛 ×𝑇 → R,

with the interpretation that for bids 𝒃 ∈ R𝑛+, distributions 𝒑 ∈
Δ(𝑇 )𝑛 , and token 𝑡 ∼ 𝑞(𝒃,𝒑), the payment from agent 𝑖 is 𝜁𝑖 (𝒃,𝒑, 𝑡).
These pricing functions naturally lead to expected payments by

taking expectations over tokens. Namely, for each agent 𝑖 , we define

payment function: 𝑧𝑖 : R𝑛+ × Δ(𝑇 )𝑛 → R,

as the function that takes as input a vector of bids 𝒃 ∈ R𝑛+ and distri-

butions𝒑 ∈ Δ(𝑇 )𝑛 , andmaps these to 𝑧𝑖 (𝒃,𝒑) = E𝑡∼𝑞 (𝒃,𝒑) [𝜁𝑖 (𝒃,𝒑, 𝑡)].

Discussion. We believe that token auctions and our assumptions

offer the right level of abstraction for reasoning about the strategic

aspects of aggregating LLMs. This is because it seems impractical

(if not impossible) to fully express an agent’s preferences over all

possible generated creatives. The most plausible way to do so at the

current state of the art is perhaps to represent each agent as an LLM.

Indeed, by design, current LLMs naturally distill agent preferences

over texts to stateless distributions over tokens. Therefore, if agents’

are represented as LLMs, it seems natural to auction tokens based

on agents’ token preferences expressed by the LLMs.

At the same time, the detailed functioning of LLMs remains

rather opaque, and it seems implausible that agents could meaning-

fully misreport the outcome distributions of their LLMs in order to

achieve a more desirable aggregated output.

Our auction formulation offers a middle ground. We assume the

designer has access to the LLMs, but let the agents influence the

aggregation process through a single dimensional bid.

3 INCENTIVES IN TOKEN AUCTIONS
In this section, we examine the strategic properties of token auc-

tions. Our goal is robust incentive properties that rely on as few

assumptions about the agents’ preferences as possible. We first

formulate two natural properties that any reasonable mechanism

should satisfy, and show that they are equivalent to a monotonic-

ity requirement on the distribution aggregation function. We then

show that for any such monotone distribution aggregation function,

it is possible to define a natural second-price payment rule.

3.1 Desirable Incentive Properties
We begin by formulating two conditions that any reasonable to-

ken auction mechanisms should satisfy. The first is a monotonicity

condition on the payment function. It requires that agents’ pay

increases if and only if they obtain obviously better distributions.

Definition 3.1 (Payment Monotonicity). Mechanism M = ⟨𝑞, 𝑧⟩
satisfies payment monotonicity, if for all 𝒑, 𝒃−𝑖 and 𝑏𝑖 ≥ 𝑏′𝑖 we have
𝑧𝑖 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) ≥ 𝑧𝑖 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ⇐⇒ 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑).
It is a natural incentive constraint because if the payment func-

tion is not monotone, then bidders will naturally manipulate their

bids in order to induce better distribution with lower payment.

The second incentive constraint is about the consistency of the

aggregation function. Intuitively, whenever two bids lead to two

aggregated distributions with an obvious order, this order should

be consistent in the sense that it is not affected by others’ bids.

Definition 3.2 (Consistent Aggregation). The distribution aggre-

gation function 𝑞(𝒃,𝒑) is said to be consistent if it admits consistent

ordering across all 𝒃−𝑖 . Formally, if 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑)
for some 𝒃−𝑖 , then for all 𝒃′−𝑖 , 𝑞(𝑏𝑖 , 𝒃

′
−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏

′
𝑖
, 𝒃′−𝑖 ,𝒑).

Similar to payment monotonicity, this requirement of consistent

aggregation is imposed to avoid bidders’ concerns that the same

bid can lead to obviously better or worse distributions, depending

on the opponents’ bids. Notably, this constraints only apply to the

bids 𝑏𝑖 , 𝑏
′
𝑖
such that 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) for some 𝒃−𝑖 . If

𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) and 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) are not comparable, then they just

remain not comparable under different 𝒃′−𝑖 .
These two properties are quite common in the mechanism design

literature. For instance, in single-time auction design, allocation

consistency is a necessary condition for incentive compatible mech-

anisms [11], and it also induces a monotone payment function.

3.2 Monotone Aggregation Functions
Next we show a “revelation principle” type of result, stating that if

one is interested in mechanisms satisfying the desirable incentive

properties stated above (Definition 3.1 and Definition 3.2), then

one can without loss of generality focus on monotone aggregation

functions as captured in the following definition.

Definition 3.3 (Monotone Aggregation Function). The distribution

aggregation function 𝑞(𝒃,𝒑) is called monotone if any higher bid

from any agent 𝑖 leads to an obviously more preferred aggregated

distribution for 𝑖 . Formally, for all 𝒑, 𝒃−𝑖 and 𝑏𝑖 ≥ 𝑏′𝑖 :
𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) .

We are now ready to state our main finding in this subsection

with the following definition of strategic equivalence between two

mechanisms M and
˜M. In words, the aggregated distribution and

all agents’ payments will be the same under mechanismM and
˜M

after each agent 𝑖 applies some strategy mapping 𝜋𝑖 . Formally,

Definition 3.4 (Strategic Equivalence). Any twomechanismsM =

⟨𝑞, 𝑧⟩ and ˜M = ⟨𝑞, 𝑧⟩ are strategically equivalent if there exists a

profile 𝜋 of strategy mappings with a bijection 𝜋𝑖 : R+ → R+ for

every agent 𝑖 (i.e., 𝜋 (𝒃) = (𝜋1 (𝑏1), . . . , 𝜋𝑛 (𝑏𝑛))), such that ∀𝒃 ∈
R𝑛+,𝒑 ∈ Δ(𝑇 )𝑛, 𝑞(𝒃,𝒑) = 𝑞(𝜋 (𝒃),𝒑) and 𝑧 (𝒃,𝒑) = 𝑧 (𝜋 (𝒃),𝒑).

4
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Theorem 3.5 (Revelation Principle). Any mechanism M =

⟨𝑞, 𝑧⟩ with a consistent distribution aggregation function 𝑞 and a

monotone payment function 𝑧 is strategically equivalent to a mech-

anism
˜M = ⟨𝑞, 𝑧⟩ which has a monotone distribution aggregation

function 𝑞 and a monotone payment function 𝑧.

Remark. Theorem 3.5 can be viewed as a revelation principle in the

sense that it simplifies the design choice of aggregation functions. The

monotone aggregation functions are a strict subset of consistent aggre-

gation functions since monotonicity directly implies a total order over

possible aggregated distributions 𝑄 (𝒃−𝑖 ,𝒑) = {𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) : 𝑏𝑖 ∈
R+}, with the order naturally determined by the real-numbers’ order

on 𝑖’s bid 𝑏𝑖 and thus this order will be consistent across different 𝒃−𝑖
and𝒑. In this sense, one might think that consistency —which does not

impose any restriction at all whenever 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) and 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑)
are not comparable — might be a significantly weaker requirement on

aggregation functions than monotonicity which requires a total and

consistent order. Theorem 3.5 shows that this is not the case — they

are essentially the same as long as the natural incentive requirement

of payment monotonicity is also imposed.

The proof of Theorem 3.5 hinges on the following two lemmas,

Lemma 3.7 and Lemma 3.6. Together these two lemmas imply the

existence of a strategy mapping, under which the resulting aggre-

gation function becomes monotone. The proof of the theorem is

completed by applying the same mapping to the payment function,

and noting that this ensures payment monotonicity. We defer the

formal proofs of these results to Appendix B.

Lemma 3.6. Consider any consistent distribution aggregation func-

tion 𝑞. Suppose ⪰𝑖 defines a total order over aggregations𝑄 (𝒃−𝑖 ,𝒑) =
{𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) : 𝑏𝑖 ∈ R+} induced by agent 𝑖’s bid for any fixed 𝒃−𝑖
and 𝒑, then there exist a profile 𝜋 of strategy mappings such that

𝑞(𝒃,𝒑) = 𝑞(𝜋 (𝒃),𝒑) is a monotone aggregation function.

Lemma 3.7. For any distribution aggregation function 𝑞, there

exists a payment function 𝑧 such that mechanism M = ⟨𝑞, 𝑧⟩ is
payment-monotone if and only if ⪰𝑖 establishes a total order over

𝑄 (𝒃−𝑖 ,𝒑) = {𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) : 𝑏𝑖 ∈ R+} for any fixed 𝒃−𝑖 and 𝒑.

We conclude this subsection by giving two natural examples used

in today’s machine learning practice: an example of a monotone

aggregation function, and a non-monotone one.

Example 3.8 (Linear Aggregation). Consider 𝑞KL (𝒃,𝒑) defined as

𝑞KL = 1

𝐵

∑
𝑖∈[𝑛] 𝑏𝑖 · 𝑝𝑖 , where 𝐵 =

∑
𝑖∈[𝑛] 𝑏𝑖 .

It is easy to verify that this is a monotone aggregation function.

Example 3.9 (Log-linear Aggregation). Consider the aggregation

function 𝑞KL (𝒃,𝒑) defined by the following equations:

∀𝑡 ∈ 𝑇, ln𝑞KL (𝑡) = 1

𝐵

∑
𝑖∈[𝑛] 𝑏𝑖 · ln𝑝𝑖 (𝑡) −𝐶,

where 𝐵 =
∑
𝑖∈[𝑛] 𝑏𝑖 and 𝐶 = ln

∑
𝑡 ∈𝑇 𝑒

1

𝐵

∑
𝑖∈ [𝑛] 𝑏𝑖 ·ln𝑝𝑖 (𝑡 )

.

The following two-agent example shows that 𝑞KL is not mono-

tone: 𝑝1 = (.5, .4, .1) and 𝑝2 = (.5, .1, .4). When 𝑏1 = 𝑏2, 𝑞KL =

(
√
.25,

√
.04,

√
.04)/.9 = (5/9, 2/9, 2/9). Fix 𝑏2 = 1, either 𝑏1 → 0 or

𝑏1 → ∞, 𝑞KL (𝑡1) = .5 < 5/9. Hence 𝑞KL must not be monotone.

3.3 Second Price Payment Rules
Next we explore whether for monotone aggregation functions we

can create a pricing rule with a “second-price” semantic inspired

by the Vickrey auction notion of “minimum-bid-to-win”. In the

Vickrey auction, the payment corresponds to the critical bid where

an agent transitions from losing to winning. To port this notion

to our setting, we will show in Theorem 3.12 that any monotone

aggregation rule can be written as a distribution over deterministic

allocations from bids to tokens such that there is a critical bid where

the allocation transitions from a less preferred to a more preferred

token. Such a critical bid becomes then a natural candidate for the

payment. We will show that besides being payment monotone it has

other desirable properties, such as a Myerson-like characterization

[11] in terms of the total variation distance between the preferred

distribution and the outcome. To define our payment rule, we first

discuss the notion of stable sampling.

3.3.1 Stable Sampling. We analyze a monotone distribution ag-

gregation function 𝑞(𝒃,𝒑) from the perspective of a single agent

where the distributions 𝒑 and the bids of other agents 𝒃−𝑖 are fixed.
To simplify the notation, we refer to 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) as 𝑞(𝑏𝑖 ).

We define an implementation of 𝑞(·) as a function 𝜎 that maps

𝑏𝑖 and an exogenous random variable 𝑟 ∼ R (independent of 𝒃 and

𝒑) to a token 𝑡 ∈ 𝑇 . When 𝑟 is fixed, 𝜎 is fully deterministic. We

say that 𝜎 : R+ × R → 𝑇 is a valid implementation of 𝑞(·) if:
Pr𝑟∼𝑅 [𝜎 (𝑏𝑖 , 𝑟 ) = 𝑡] = 𝑞𝑡 (𝑏𝑖 ),∀𝑡 ∈ 𝑇 .

Next we define what it means for an implementation to be a

stable sampling. It is useful to split the token set𝑇 into𝑇+ = {𝑡 ∈ 𝑇 :

𝑞𝑡 (0) ≤ (𝑝𝑖 )𝑡 } and 𝑇− = {𝑡 ∈ 𝑇 : 𝑞𝑡 (0) > (𝑝𝑖 )𝑡 } corresponding to
undersampled (𝑇+) and oversampled (𝑇− ) tokens. The monotonicity

of aggregation function𝑞 is equivalent to themonotonicity of𝑞𝑡 (𝑏𝑖 )
as formalized in the following lemma (proof in Appendix C).

Lemma 3.10. A distribution aggregation function 𝑞 is monotone,

if and only if for every agent 𝑖 and 𝑏𝑖 ∈ R+,
(1) ∀𝑡 ∈ 𝑇+, 𝑞𝑡 (𝑏𝑖 ) ≤ (𝑝𝑖 )𝑡 and 𝑞𝑡 weakly increases;

(2) ∀𝑡 ∈ 𝑇− , 𝑞𝑡 (𝑏𝑖 ) ≥ (𝑝𝑖 )𝑡 and 𝑞𝑡 weakly decreases.

We can now define the key notion of stable sampling, and state

and prove our main result in this subsection.

Definition 3.11 (Stable Sampling). Let 𝑞𝑖 (𝑏𝑖 ) be an aggregation

function obtained by fixing 𝒃−𝑖 and 𝒑, and let 𝑇+ and 𝑇− be the

sets of undersampled and oversampled tokens for agent 𝑖 . Then we

say that an implementation 𝜎 is stable with respect to aggregation

function 𝑞 if for any 𝑟 ∈ R there are two tokens𝑢𝑟 ∈ 𝑇+ and 𝑜𝑟 ∈ 𝑇−
and a threshold 𝜃𝑟 ∈ R+ ∪ {∞} such that:

𝜎 (𝑏𝑖 , 𝑟 ) = 𝑜𝑟 , if 𝑏𝑖 < 𝜃𝑟 ; and 𝜎 (𝑏𝑖 , 𝑟 ) = 𝑢𝑟 , if 𝑏𝑖 ≥ 𝜃𝑟 .
Here is an example of stable sampling for a single undersampled

token 𝑢 and a single overampled token 𝑜 . Sample 𝑟 uniformly in

[0, 1]. If 𝑞𝑜 (𝑏𝑖 ) < 𝑟 assign 𝑜 ; assign 𝑢 otherwise. Note that this

implementation is: (i) deterministic for fixed 𝑟 ; (ii) monotone in the

bid; (iii) matches the probabilities of 𝑞 in expectation. The following

theorem generalizes this to any number of tokens.

Theorem 3.12. Given a monotone distribution aggregation func-

tion 𝑞 then for any agent 𝑖 and fixed 𝒃−𝑖 and 𝒑 there always exists a

stable implementation 𝜎 of 𝑞.
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Proof. Given an aggregation 𝑞(𝑏𝑖 ) we construct a stable sam-

pling procedure 𝜎 . Let 𝑄+ (𝑏𝑖 ) and 𝑄− (𝑏𝑖 ) be the probability of

sampling tokens from 𝑇+ and 𝑇− :

𝑄+ (𝑏𝑖 ) =
∑
𝑡 ∈𝑇+ 𝑞𝑡 (𝑏𝑖 ), 𝑄− (𝑏𝑖 ) =

∑
𝑡 ∈𝑇− 𝑞𝑡 (𝑏𝑖 ).

Both are monotone as 𝑞 is monotone (by Lemma 3.10). Reparameter-

ize functions 𝑞𝑡 (𝑏𝑖 ) in the range 𝐼 = [𝑄+ (0), 𝑄+ (∞)] by defining:
4

𝑞𝑡 (𝑥) = 𝑞𝑡 (𝑄−1

+ (𝑥)),∀𝑡 ∈ 𝑇, 𝑥 ∈ 𝐼 .
Since 𝑞𝑡 (𝑥) is monotone, by Lebesgue’s Differentiation Theorem,

it is differentiable almost everywhere on 𝐼 . We observe that:∑
𝑡 ∈𝑇+ 𝑞𝑡 (𝑥) = 𝑄+ (𝑄−1

+ (𝑥)) = 𝑥, ∑𝑡 ∈𝑇− 𝑞𝑡 (𝑥) = 𝑄− (𝑄−1

+ (𝑥)) = 1−𝑥 .
Then 𝑞′𝑡 (𝑥) for 𝑡 ∈ 𝑇+ forms a probability distribution over 𝑇+.
Similarly −𝑞′𝑡 (𝑥) for 𝑡 ∈ 𝑇− forms a probability distribution over

𝑇− . Define 𝜅+ (𝑥), 𝜅− (𝑥) ∈ Δ(𝑇 ) as 𝜅+𝑡 (𝑥) = 𝑞′𝑡 (𝑥) for 𝑡 ∈ 𝑇+, and
zero otherwise and 𝜅−𝑡 (𝑥) = −𝑞′𝑡 (𝑥) for 𝑡 ∈ 𝑇− and zero otherwise.

We also define the vector𝑞+, 𝑞− ∈ Δ(𝑇 ) such that𝑞+𝑡 = 𝑞𝑡 (0)/𝑄+ (0)
for 𝑡 ∈ 𝑇+ and zero for 𝑡 ∈ 𝑇− . Similarly: 𝑞−𝑡 = 𝑞𝑡 (∞)/𝑄+ (∞) for
𝑡 ∈ 𝑇 −

and zero otherwise.

Finally, we define a deterministic function

Sampler : Δ(𝑇 ) × [0, 1] → 𝑇

that takes a probability vector 𝑝 ∈ Δ(𝑇 ) and 𝑟 ∈ [0, 1] and outputs

an index 𝑡 ∈ 𝑇 such that

∑
𝑗<𝑡 𝑝 𝑗 < 𝑟 ≤

∑
𝑗≤𝑡 𝑝 𝑗 .

Now, we are ready to define the stable sampling procedure. Let

R be the uniform distribution over [0, 1]2
. Given 𝑟 = (𝑟𝐴, 𝑟𝐵) ∼ R

we define the output 𝑡 = 𝜎 (𝑏𝑖 , 𝑟 ) as follows:
(1) if 𝑟𝐴 ≤ 𝑄+ (0), 𝑡 = Sampler(𝑞+, 𝑟𝐵) ∈ 𝑇+;
(2) if 𝑄+ (0) < 𝑟𝐴 ≤ 𝑄+ (𝑏𝑖 ), 𝑡 = Sampler(𝜅+ (𝑟𝐴), 𝑟𝐵) ∈ 𝑇+;
(3) if 𝑄+ (𝑏𝑖 ) < 𝑟𝐴 ≤ 𝑄+ (∞), 𝑡 = Sampler(𝜅− (𝑟𝐴), 𝑟𝐵) ∈ 𝑇− ;
(4) if 𝑄+ (∞) < 𝑟𝐴 , 𝑡 = Sampler(𝑞−, 𝑟𝐵) ∈ 𝑇− .
Since 𝜎 (𝑏𝑖 , 𝑟 ) is deterministic, for any fixed 𝑟 , either the output

can not be influenced by the bid (𝑟𝐴 < 𝑄+ (0) or 𝑟𝐴 > 𝑄+ (∞)) or
it can only cause the output to shift from an oversampled token

Sampler(𝜅− (𝑟𝐴), 𝑟𝐵) to an undersampled token Sampler(𝜅+ (𝑟𝐴), 𝑟𝐵).
We now argue that tokens are sampled with the correct proba-

bilities. For 𝑡 ∈ 𝑇+, the total probability of getting sampled is:∫ 𝑄+ (0)
0

𝑞+𝑡 d𝑟𝐴 +
∫ 𝑄+ (𝑏 )
𝑄+ (0) 𝑞′𝑡 (𝑟𝐴)d𝑟𝐴 = 𝑞𝑡 (0) + 𝑞𝑡 (𝑄+ (𝑏)) − 𝑞𝑡 (𝑄+ (0))
= 𝑞𝑡 (0) + 𝑞𝑡 (𝑏) − 𝑞𝑡 (0) = 𝑞𝑡 (𝑏).

Similarly for tokens in 𝑇− , the probabily of being sampled is:∫ 𝑄+ (∞)
𝑄+ (𝑏 ) −𝑞′𝑡 (𝑟𝐴)d𝑟𝐴 +

∫
1

𝑄+ (∞) 𝑞
−
𝑡 d𝑟𝐴

= 𝑞𝑡 (𝑄+ (𝑏)) − 𝑞𝑡 (𝑄+ (∞)) + 𝑞𝑡 (∞) = 𝑞𝑡 (𝑏) − 𝑞𝑡 (∞) + 𝑞𝑡 (∞) = 𝑞𝑡 (𝑏) .
This completes the proof. □

3.3.2 Second Price via Stable Sampling. A stable implementation

of a monotone aggregation rule suggests a natural pricing rule: For

any given randomness 𝑟 , if the oversampled token 𝑜𝑟 is sampled,

the agent pays zero as it is the same token that would have been

sampled if their bid was zero. If the agent’s bid was high enough

to move from the oversampled to the undersampled token 𝑢𝑟 , then

the agent pays the critical bid 𝜃𝑟 .

4
Here𝑄−1

+ (𝑥 ) refers to a generalized inverse (or the quantile function [7]) so that it

is properly defined even when𝑄+ (𝑥 ) is discontinuous.

It has the property that the payment is proportional to the extent

to which it shifts the distribution 𝑞(𝑏𝑖 ) towards the desired distribu-
tion 𝑝𝑖 . Interestingly, the expected payment does not depend on the

actual implementation chosen. Moreover, the expected payment

corresponds to the standard Myersonian payment formula where

the distribution is replaced by the total variation distance between

the agent’s preferred distribution 𝑝𝑖 and the implemented distribu-

tion 𝑞(𝑏𝑖 ). We again omit the terms 𝒃−𝑖 ,𝒑 since they are fixed in

each context. If a token 𝑡 ∈ 𝑇− is sampled, the payment is naturally

𝜁𝑖 (𝑏𝑖 , 𝑡) = 0. For a token 𝑡 ∈ 𝑇+ we have:

𝜁𝑖 (𝑏𝑖 , 𝑡)𝑞𝑡 (𝑏𝑖 ) = E𝑟 [𝜃𝑟 · 1{𝜎 (𝑏𝑖 , 𝑟 ) = 𝑡}]

=E𝑟
∫ 𝑏𝑖
0

1{𝜎 (𝑏𝑖 , 𝑟 ) = 𝑡} − 1{𝜎 (𝑏′, 𝑟 ) = 𝑡}d𝑏′ =
∫ 𝑏𝑖
0
𝑞𝑡 (𝑏𝑖 ) − 𝑞𝑡 (𝑏′)d𝑏′ .

Hence:

𝑧𝑖 (𝑏𝑖 ) =
∑
𝑡 𝜁𝑖 (𝑏𝑖 , 𝑡)𝑞𝑡 (𝑏𝑖 ) =

∫ 𝑏𝑖
0

∑
𝑡 ∈𝑇+ 𝑞𝑡 (𝑏𝑖 ) −

∑
𝑡 ∈𝑇+ 𝑞𝑡 (𝑏

′)d𝑏′

= 1

2

∫ 𝑏𝑖
0

∥𝑞(𝑏𝑖 ) − 𝑝𝑖 ∥1 − ∥𝑞(𝑏′) − 𝑝𝑖 ∥1d𝑏′ .

Counterfactuals. The practical advantage of a stable sampling

implementation coupled with a second price rule is to offer adver-

tisers a description where it is clear that they only pay if they can

improve the outcome. Moreover, advertisers can more easily eval-

uate counterfactuals with a fixed 𝑟 , where they can only produce

one of two outcomes on each token that can easily be compared.

Universally Stable Sampling. We chose to define stable sampling

as a single-agent algorithm with fixed 𝒃−𝑖 . One may define a uni-

versal stable implementation as 𝜎univ : R𝑛 × R → 𝑇 such that

∀𝒃 ∈ R𝑛+, 𝑡 ∈ 𝑇, Pr𝑟∼𝑅 [𝜎univ (𝒃, 𝑟 ) = 𝑡] = 𝑞𝑡 ,

and for any 𝑖 and 𝒃−𝑖 , 𝜎univ (·, 𝒃−𝑖 , 𝑟 ) is stable. In Appendix D, we

provide counter-examples where such 𝜎univ do not always exist.

4 DESIGN OF AGGREGATION FUNCTIONS
In the previous section, we discussed payment schemes and incen-

tive properties assuming we have an aggregation function. Here

we investigate the design of aggregation functions. We adopt two

guiding principles: (1) We first define a welfare function to model

the overall satisfaction of the agents with the final distribution 𝑞,

weighted by their bids 𝑏𝑖 . The welfare function has the form:

Wel(𝒑, 𝒃, 𝑞) = ∑
𝑖 𝑏𝑖𝜌 (𝑝𝑖 , 𝑞),

where 𝜌 : Δ(𝑇 ) × Δ(𝑇 ) → R indicates how close the distribution

𝑞 is to the preferred 𝑝𝑖 . (2) The second is to define the closeness

function 𝜌 based on the typical loss functions in LLM training.

4.1 Review of LLM training
So far we assume that an LLM 𝑓 : 𝑇 ∗ → Δ(𝑇 ) is already trained.

In order to discuss the training process, it is useful to recall that

an LLM is a neural network parameterized by a vector of weights

𝑊 ∈ R𝑁 in a very high dimensional space. To discuss training, it is

useful to think of 𝑓 as a function of both input and weights:

𝑓 : 𝑇 ∗ × R𝑁 → Δ(𝑇 ) .
We represent the second argument by a superscript𝑊 . Training is

to optimize𝑊 such that 𝑓𝑊 (·) minimizes a certain loss function

over a dataset. A dataset is a sequence of pairs (𝑥𝑖 , 𝑦𝑖 ) with 𝑥𝑖 ∈ 𝑇 ∗
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(input sequence) and 𝑦𝑖 ∈ 𝑇 (label), and a loss function is a function

ℓ : 𝑇 × Δ(𝑇 ) → R. A network typically seeks to minimize:

min𝑊
∑
𝑖 ℓ (𝑦𝑖 , 𝑓𝑊 (𝑥𝑖 )) .

A widely used loss function in the first stage is the KL-divergence:

ℓKL (𝑦, 𝑥) = − ln[𝑓𝑊 (𝑦 |𝑥)]

where we use the notation 𝑓 (𝑦 |𝑥) to represent the probabiliy that

a token 𝑦 ∈ 𝑇 is sampled from 𝑓 (𝑥) ∈ Δ(𝑇 ).
It is useful to think of this problem in the limit where the size

of the dataset grows to infinity and it can be effectively thought

of as a full-support distribution over 𝑇 ∗ × 𝑇 . In that setting, we

can represent the dataset as a distribution 𝜇 ∈ Δ(𝑇 ∗ × 𝑇 ) over
input-label pairs (𝑥,𝑦) ∈ 𝑇 ∗ ×𝑇 . We will write 𝜇 (𝑥) = ∑

𝑦 𝜇 (𝑥,𝑦)
to denote the marginal distribution on 𝑥 and 𝜇 (·|𝑥) to denote the
conditional distribution of labels given an input 𝑥 . Then

min

𝑊
L𝜇KL (𝑓

𝑊 ), L𝜇KL (𝑓 ) :=
∑
𝑥∈𝑇 ∗𝜇 (𝑥) · 𝐷KL (𝜇 (·|𝑥)∥ 𝑓 (𝑥)), (KL)

where 𝐷KL (𝑝 ∥𝑞) =
∑
𝑡 𝑝 (𝑡) ln

𝑝 (𝑡 )
𝑞 (𝑡 ) is the KL-divergence.

LLMs are typically trained through a successive refinement of

weights:𝑊 pre →𝑊 SFT →𝑊 RL
. In pre-training we compute𝑊 pre

by solving problem (KL) on a generic dataset 𝜇pre via stochastic

gradient descent. In the second stage, we initialize the weights as

𝑊 =𝑊 pre
and run stochastic gradient descent to solve the same

problem (KL) on a more specialized dataset 𝜇SFT. In other words,

we solve the same problem on two different datasets.

The problem in the RLHF stage is different. The dataset only

contains 𝑥 (still represented by 𝜇) and for any 𝑦, we have a function

𝑟 (𝑥,𝑦) giving the reward of mapping 𝑥 to 𝑦. Then𝑊 RL
is obtained

by maximizing reward while minimizing the distance to the func-

tion 𝑓 SFT from previous stages (the PPO algorithm [12, 16]):

max

𝑊
L𝜇,𝑟RL (𝑓

𝑊 ), (RL)

L𝜇,𝑟RL (𝑓 ) :=
∑︁
𝑥∈𝑇 ∗

𝜇 (𝑥)
[∑︁
𝑦

𝑟 (𝑥,𝑦) 𝑓 (𝑦 |𝑥) − 𝛽𝐷KL (𝑓 (𝑥)∥ 𝑓 SFT (𝑥))
]
.

KL-divergence and entropy. For the next propositions it is useful

to recall that the entropy of a distribution 𝑝 ∈ Δ(𝑇 ) is 𝐻 (𝑝) =

−∑
𝑡 ∈𝑇 𝑝 (𝑡) ln𝑝 (𝑡). Given two distributions 𝑝, 𝑞 ∈ Δ(𝑇 ), the cross

entropy of 𝑞 relative to 𝑝 is 𝐻 (𝑝, 𝑞) = −∑
𝑡 ∈𝑇 𝑝 (𝑡) ln𝑞(𝑡). Hence

we can write 𝐷KL (𝑝 ∥𝑞) = 𝐻 (𝑝, 𝑞) − 𝐻 (𝑝). We will also use Gibbs’

inequality 𝐻 (𝑝) ≤ 𝐻 (𝑝, 𝑞),∀𝑝, 𝑞 ∈ Δ(𝑇 ).

4.2 KL-inspired aggregation
The first aggregation method will be based on the (KL) program.

When trying to aggregate LLMs 𝑓𝑖 according to bids 𝑏𝑖 , we will de-

sign a function 𝑞 that mimics the outcome of the following thought

experiment. We will imagine that each LLM was obtained by solv-

ing the (KL) on a dataset represented by 𝜇𝑖 , where the marginal over

inputs are the same 𝜇𝑖 (𝑥) = 𝜇 (𝑥),∀𝑖 but potentially differ on the

marginals on the labels 𝜇𝑖 (𝑦 |𝑥). In this thought experiment, we will

combine their LLMs by re-training an LLM on the combined labels

weighted by the bids. In other words, we will solve the problem:

min𝑊 L𝜇KL (𝑓
𝑊 ), where 𝜇 =

∑
𝑖 𝑏𝑖𝜇𝑖/∑𝑖 𝑏𝑖 . (3)

The next proposition morally says that we can obtain a solution

to the (KL) problem on the aggregated dataset (3) by combining its

solutions on individual datasets. The proof appears in Appendix E.

Proposition 4.1. Consider datasets 𝜇𝑖 such that 𝜇𝑖 (𝑥) = 𝜇 (𝑥),∀𝑖, 𝑥
and let 𝜇 be their weighted average. Let 𝑓𝑖 be the minimizer of L𝜇𝑖KL
and 𝑓 ∗ be the minimizer of L𝜇KL, the loss on the aggregated dataset.

Then 𝑓 ∗ is the solution to:

min𝑓

∑
𝑥 𝜇 (𝑥)

∑
𝑖 𝑏𝑖𝐷KL (𝑓𝑖 (𝑥)∥ 𝑓 (𝑥)). (4)

Proposition 4.1 motivates the following welfare function:

WelKL =
∑
𝑖∈[𝑛] 𝑏𝑖 ·𝜌KL (𝑝𝑖 , 𝑞) = −∑

𝑖∈[𝑛]
∑
𝑡 ∈𝑇 𝑏𝑖 ·𝑝𝑖 (𝑡) · ln

𝑝𝑖 (𝑡 )
𝑞 (𝑡 ) .

Now, we characterize the aggregation function that optimizes

WelKL. The proof in Appendix E uses Gibb’s inequality.

Lemma 4.2. The efficient aggregation function that maximizes

WelKL is the linear combination of 𝑝𝑖 :

∀𝑡 ∈ 𝑇, 𝑞KL (𝑡) =
∑

𝑖 𝑏𝑖 ·𝑝𝑖 (𝑡 )/∑𝑖 𝑏𝑖 .

Besides being monotone and aligned with how LLMs are trained,

this aggregation function has the advantage that in order to sample

a token from it, we only need to call a single LLM. We can choose

an index 𝑖 proportionally to the bids and then sample a token from

the 𝑖-th LLM. To compute second price payments, however, we still

need to query the LLMs for all agents.

4.3 RL-inspired aggregation
Now consider a different thought experiment where all agents use

the same pre-trained and fine-tuned model of weights𝑊 SFT
but

each one uses a different reward function 𝑟𝑖 (𝑥,𝑦) for RLHF. We

combine their LLMs by solving the (RL) problem on the combined

reward functions weighted by the bids. We will solve the problem:

max𝑊 L𝜇,𝑟RL (𝑓
𝑊 ), 𝑟 =

∑
𝑖 𝑏𝑖𝑟𝑖/∑𝑖 𝑏𝑖 .

Analogously to Proposition 4.1, we show that we can obtain the

solution to the aggregated problem by combining the solutions on

each dataset. We defer the proof of Proposition 4.3 to Appendix E.

Proposition 4.3. Consider datasets 𝜇, 𝑟𝑖 and let 𝑓
SFT

be the solu-

tion of program (KL) with data 𝜇. If 𝑓𝑖 is the maximizer of L𝜇,𝑟𝑖RL , let

𝑓 ∗ be the maximizer of L𝜇,𝑟RL where 𝑟 is the weighted average of the

reward functions, then 𝑓 ∗ is the function minimizing:

min𝑓

∑
𝑥 𝜇 (𝑥)

∑
𝑖 𝑏𝑖𝐷KL (𝑓 (𝑥)∥ 𝑓𝑖 (𝑥)). (5)

Similar to what we did in the previous subsection, we can also

define a welfare function inspired by Proposition 4.3. Namely:

WelKL =
∑
𝑖∈[𝑛] 𝑏𝑖 · 𝜌KL (𝑞, 𝑝𝑖 ) = −∑

𝑖∈[𝑛]
∑
𝑡 ∈𝑇 𝑏𝑖 ·𝑞(𝑡) · ln

𝑞 (𝑡 )
𝑝𝑖 (𝑡 ) .

Lemma 4.4. The efficient aggregation function that maximizes

WelKL is the log-linear combination of 𝑝𝑖 :

∀𝑡 ∈ 𝑇, ln𝑞KL (𝑡) = 𝐶 +
∑

𝑖 𝑏𝑖 ln ·𝑝𝑖 (𝑡 )∑
𝑖 𝑏𝑖

,

where 𝐶 is a normalization constant such that

∑
𝑡 𝑞KL (𝑡) = 1.

The proof follows directly from the proof of Proposition 4.3.

While not monotone (Example 3.9), the log-linear aggregation

function is a reasonable choice assuming that the agents’ prefer-

ences are aligned with the KL-divergence loss for the RL-stage

training.
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𝜆 Linear aggregation function 𝑞KL Log-linear aggregation function 𝑞KL

1 Alpha Airlines: Your ticket to paradise.

0.75 Alpha Airlines: Fly to Hawaii and experience the beauty of the

islands with aloha.

Beta Resorts: Stay at our resorts and enjoy the best of Hawaii.

Feel the magic of Hawaii with a flight on Alpha Airlines, now
offering 20% off all flights when you book with us today!

0.6 Alpha Airlines flies you to Hawaii, where you can enjoy a week-

long stay at the Beta resort for just $1000.
Experience the magic of Hawaii with a flight on Alpha Airlines,
now offering 20% off all flights when you book with us today!

0.55 Alpha Airlines flies you to Hawaii, where you can enjoy a week-

long stay at the Beta resort.
Escape to the tropical paradise of Hawaii with [Alpha Airlines]!

0.5 Alpha Airlines flies you to Hawaii, where you can enjoy a beau-

tiful sunset on the beach. Stay 3 nights and get the 4th free at the

Beta Resort.

Experience the magic of Hawaii with a stay at the luxurious [Beta
Resort] and a refreshing flight on [Alpha Airlines].

0.45 Fly Alpha Airlines to sunny Hawaii and enjoy the secluded

beaches and private lagoons of the Royal Hawaiian Beta Resort.
Experience the magic of Hawaii with a stay at the luxurious [Beta
Resort] and a special flight offer from [Alpha Airlines].

0.4 Fly Alpha Airlines to sunny Hawaii and enjoy the first-class

treatment that awaits you at Beta Resort, all for one low price.

Experience the magic of Hawaii at the [Beta Resort], where you’ll
feel like you’re in a tropical paradise.

0.25 Experience the magic of Hawaii at the Beta Resort, where the
sun shines brighter and the waves crash louder — book your stay

today with our exclusive 20% off discount!

Experience the magic of Hawaii at the Beta Resort, where you’ll
be pampered like royalty and surrounded by breathtaking beauty.

0 Hawaii’s Beta Resort: a paradise where the sun shines brighter, the waves sing sweeter, and the sand feels softer.

Table 2: Text generation from two aggregation functions with different 𝜆 = 𝑏1/(𝑏1 + 𝑏2).

5 DEMONSTRATION
We implement the aggregation functions proposed in Section 4 and

discuss the examples they produce. Off-the-shelf LLMs respond full

text passages. In our case, we need to peak at the internal states

of LLMs (the probability distributions over tokens) at each token

generation stage. For that reason, we use a custom version of the

[REDACTED FOR BLIND REVIEW] model with a custom inference

method that allows us to access the distributions. The aggregation

functions are implemented inside the inference method.

Starting from the same base model, we customize it for different

agents by prompt-tuning. We start with a based model 𝑓 : 𝑇 ∗ →
Δ(𝑇 ) and for each agent 𝑖 we come up with a “prompt” 𝑠𝑖

0
∈ 𝑇 ∗

and

now we define for each agent 𝑖 the LLM 𝑓𝑖 : 𝑇 ∗ → Δ(𝑇 ) as:

𝑓𝑖 (𝑠) = 𝑓 (𝑠𝑖0 ⊕ 𝑠)
Therefore if 𝜏1, . . . , 𝜏𝑘−1

are the first 𝑘 − 1 tokens generated, then

the preferred distribution of agent 𝑖 over the 𝑘-th token is given by:

𝑝𝑖 = 𝑓 (𝑠𝑖0 ⊕ 𝑠 ⊕ 𝜏1 ⊕ · · · ⊕ 𝜏𝑘−1
),

One key advantage of simulating LLM agents with different

prompts is that one does not need to serve multiple LLMs at the

same time, but instead making multiple queries to the served one.

Because of their large sizes, serving multiple LLMs can be very

costly and practically challenging. As one of the key strengths of

LLMs, the flexibility to accomplish various tasks with properly

designed prompts sheds light to the possibility of training one uni-

versal LLM that can, for example, generate different ads according to

agent-specific prompts. That is, the universal advertising LLM, plus

an advertiser-specific prompt, behaves like an advertiser-specific

LLM through the online in-context few-shot learning.

5.1 Setup
The example we show here involves two agents, each of themwould

like to advertise for their brands, “Alpha Airlines” and “Beta Resort”,

regarding a shared topic “Hawaii”. We choose fictitious brands to

avoid the model directly using any existing ads. We use the brand

names “Alpha” and “Beta” that do not have strong meanings on

their own to minimize any potential hallucination, as we are using

a common purposed LLM that is not optimized for our task. Each

agent is given the following prompt:

“You are an expert of writing texts that naturally

combines two ads together. Your choice of words

and sentences is full of artistic flair.

Write a one-sentence ad for .”

Agent 𝐴 uses “a flight to Hawaii using [Alpha Airlines]” to fill

the blank, while agent 𝐵 uses “a vacation in Hawaii at the [Beta
Resort]”. The first two sentences in the prompt aim to improve

the quality of the ad generation through assigning roles (see, for

example, [24]).

Two bids as one parameter. Since in both the linear aggregation

rule 𝑞KL and the log-linear aggregation rule 𝑞KL, there is only one

degree of freedom, we parameterize the response by 𝜆 = 𝑏1/(𝑏1+𝑏2 ).

5.2 Results
The results are listed in Table 2, where from top to bottom, the

value of 𝜆 decreases from 1 to 0. As we can see for both aggregation

functions, the generated texts roughly follow the pattern of “only

Alpha Airlines” → “both Alpha Airlines and Beta Resort” → “only

Beta Resort” when 𝜆 goes from 1 to 0. This is expected, as 𝜆 going

from 1 to 0 corresponds to 𝑏2 increasing from 0 to ∞ with 𝑏1 fixed

(or 𝑏1 decreasing from ∞ to 0 with 𝑏2 fixed). The thresholds of

pattern changes are 0.75 and 0.4 for the linear aggregation, and 0.5

and 0.45 for the log-linear aggregation.

We emphasize that the examples are generated with a general

purposed LLM, and it is reasonable to believe that the performance

can be improved with proper fine-tuning for specific tasks.
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A ADDITIONAL RELATEDWORK
To the best of our knowledge, the exact research question and our

approaches in this work have not been studied previously. How-

ever, our work is indeed connected to a few lines of research. The

most relevant to us is perhaps the recent growing literature on fine-

tuning LLMs, with the reinforcement learning fromhuman feedback

(RLHF) as a representative approach [2, 3, 12, 21]. At a high level,

fine-tuning and RLHF seek to align a generally pre-trained LLM

with certain desirable behaviors. This is in spirit analogous to our

goal of designing LLMs to better align with a group of agents’ over-

all preferences. However, our research challenges and methods are

both different from fine-tuning. Specifically, fine-tuning refines the

underlying model’s parameters whereas our approach is one-layer

up and directly aggregates the output distributions from multiple

models. The main challenge we address is the potential incentive

misalignment while eliciting LLM agents’ preferences, whereas

human labelers or other models that generate reward feedback for

RLHF are assumed to be genuine and do not misrepresent their own

preferences. In-context learning [6, 22, 23] is similar to us in the

sense that they also do not change themodel parameters. They influ-

ence token distributions by conditioning on better-generated prefix

contexts, whereas our approach directly aggregates distributions

from multiple LLM agents.

Another related line of research is the celebrated field of mecha-

nism design (MD), particularly for the choice of a “public project”

[9, 13] (which is the output of the designed LLM in our situation)

that maximizes a certain welfare function. Similar to these type of

design problem, a core challenge in our problem is to elicit truthful

preferences from unknown agents. However, the design problem in

our case is fundamentally different —we choose a high-dimensional

distribution from an R𝑇 space with only partial knowledge about

agents’ preferences whereas previous MD for public project typi-

cally pick a choice from a discrete (often exponentially large) set

with clear agent valuation functions [9, 13]. From this perspective,

our work also bear some similarity to the rich literature of robust

mechanism design. Most of robust MD literature still assume ex-

istence of value functions with uncertainty modeled by Bayesian

beliefs or in a max-min sense [4, 5, 8, 15]. However, assuming such

a valuation function over tokens or their distributions does not

appear realistic in creatives generation, thus our model is more

similar to a worst-case style consideration during which we only

assume partial yet “obvious” preferences.

B OMITTED PROOFS FROM SECTION 3.2
Proof of Lemma 3.6

Proof. Since the distribution aggregation function 𝑞 is consis-

tent, we can define a partial order ⪰𝑖,𝒑 over R+ implied by the order

over 𝑄 (𝒃−𝑖 ,𝒑) (assumed by the lemma) such that,

∀𝑏𝑖 , 𝑏′𝑖 ∈ R+, 𝑏𝑖 ⪰𝑖,𝒑 𝑏
′
𝑖 ⇐⇒ 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) .

By assumption of the lemma, ⪰𝑖 establishes a total order over
𝑄 (𝒃−𝑖 ,𝒑). We argue that this implies that ⪰𝑖,𝒑 will be a total order

overR+. Concretely, for every pair𝑏𝑖 , 𝑏′𝑖 ∈ R+ wehave𝑞(𝑏𝑖 ), 𝑞(𝑏
′
𝑖
) ∈

𝑄 (𝒃−𝑖 ,𝒑). So either 𝑞(𝑏𝑖 ) ⪰𝑖 𝑞(𝑏′𝑖 ) or 𝑞(𝑏
′
𝑖
) ⪰𝑖 𝑞(𝑏𝑖 ), due to the

lemma’s assumption of total order over𝑄 (𝒃−𝑖 ,𝒑). Hence every pair
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𝑏𝑖 , 𝑏
′
𝑖
∈ R+ has an order under ⪰𝑖,𝒑 , so it must be a total order over

R+.
Consequently, there exists a bijection ⟨𝑓𝑖,𝒑, 𝑓 −1

𝑖,𝒑 ⟩ betweenR+ and
R+ such that,

∀𝑏𝑖 , 𝑏′𝑖 ∈ R+, 𝑏𝑖 ⪰𝑖,𝒑 𝑏
′
𝑖 ⇐⇒ 𝑓𝑖,𝒑 (𝑏𝑖 ) ≥ 𝑓𝑖,𝒑 (𝑏′𝑖 ) .

Letting𝜋𝑖 (𝑏) = 𝑓 −1

𝑖,𝒑 (𝑏), we have that𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) = 𝑞(𝜋𝑖 (𝑏𝑖 ), 𝒃−𝑖 ,𝒑)
is a monotone distribution aggregation function for agent 𝑖 . Apply-

ing the same argument and relabeling procedure for every 𝑖 from 1

to 𝑛, we completed the proof. □

Proof of Lemma 3.7
Proof. We first prove the “only if” (“=⇒”) direction. That is,

suppose M = ⟨𝑞, 𝑧⟩ is payment-monotone, then it must imply a

total order over 𝑄 (𝒃−𝑖 ,𝒑) = {𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) : 𝑏𝑖 ∈ R} for any fixed

𝒃−𝑖 and 𝒑.
Fix any 𝒃−𝑖 and 𝒑. For any 𝑞, 𝑞′ ∈ 𝑄 (𝒃−𝑖 ,𝒑) = {𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) :

𝑏𝑖 ∈ R} such that 𝑞 = 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑), 𝑞′ = 𝑞(𝑏′
𝑖
, 𝒃−𝑖 ,𝒑). Let 𝑧𝑖 =

𝑧𝑖 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) and 𝑧′𝑖 = 𝑧𝑖 (𝑏
′
𝑖
, 𝒃−𝑖 ,𝒑) be the corresponding payment

given byM. Without loss of generality, suppose 𝑧𝑖 ≥ 𝑧′𝑖 . Then by

payment-monotonicity of the mechanismM, we have 𝑞 ⪰𝑖 𝑞′. In
other words, ⪰𝑖 establishes a total order over 𝑄 .

Next we show the “if” (“⇐=”) direction. That is, given a total order

over 𝑄 (𝒃−𝑖 ,𝒑) = {𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) : 𝑏𝑖 ∈ R} for any fixed 𝒃−𝑖 and
𝒑, we can construct a payment rule 𝑧 such that M = ⟨𝑞, 𝑧⟩ is

payment-monotone.

Fix any 𝒃−𝑖 and 𝒑. For any 𝑞, 𝑞′ ∈ 𝑄 (𝒃−𝑖 ,𝒑), since ⪰𝑖 estab-
lishes a total order over 𝑄 (𝒃−𝑖 ,𝒑), we must have either 𝑞 ⪰𝑖 𝑞′
or 𝑞′ ⪰𝑖 𝑞. Without loss of generality, suppose 𝑞 ⪰𝑖 𝑞′. Since ⪰𝑖
establishes a total order over 𝑄 (𝒃−𝑖 ,𝒑), which is isomorphic to

a subset of R+ by definition of 𝑄 , this implies the existence of a

bijection 𝑓𝑖,𝒃−𝑖 ,𝒑 between𝑄 (𝒃−𝑖 ,𝒑) and some subset of R such that

∀𝑞, 𝑞′ ∈ 𝑄 (𝒃−𝑖 ,𝒑),

𝑞 ⪰𝑖 𝑞′ ⇐⇒ 𝑓𝑖,𝒃−𝑖 ,𝒑 (𝑞) ≥ 𝑓𝑖,𝒃−𝑖 ,𝒑 (𝑞
′),

where “≥” here is in the standard order of real numbers. Letting

𝑧𝑖 (𝒃,𝒑) = 𝑓𝑖,𝒃−𝑖 ,𝒑 (𝑞(𝒃,𝒑)), we obtain a payment-monotone mech-

anism ⟨𝑞, 𝑧⟩. □

Proof of Theorem 3.5
Proof. Applying Lemma 3.7, we know that the payment mono-

tonicity ofM implies a total order over 𝑄 (𝒃−𝑖 ,𝒑). Then applying

Lemma 3.6, we know that there exists a bijection 𝜋𝑖 : R+ → R+ for

each 𝑖 such that 𝑞 — defined via 𝑞(𝒃,𝒑) = 𝑞(𝜋 (𝒃),𝒑) for 𝒃 ∈ R𝑛+
and 𝒑 ∈ Δ(𝑇 )𝑛 — is a monotone aggregation function.

Now let us further define 𝑧 (𝒃,𝒑) = 𝑧 (𝜋 (𝒃),𝒑) for each 𝒃 ∈ 𝑅𝑛+
and 𝒑 ∈ Δ(𝑇 )𝑛 . Since 𝜋 is a bijection, M = ⟨𝑞, 𝑧⟩ and ˜M = ⟨𝑞, 𝑧⟩
are strategically equivalent by definition.

It remains to show that the mechanism
˜M = ⟨𝑞, 𝑧⟩ is payment-

monotone. We know that the orignial mechanismM = ⟨𝑞, 𝑧⟩ sat-
isfies payment monotonicity, meaning that for each 𝒑, 𝒃−𝑖 , and
𝑏𝑖 ≥ 𝑏′𝑖 ,

𝑧𝑖 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) ≥ 𝑧𝑖 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ⇐⇒ 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) .

But then, with 𝒃 = (𝑏𝑖 , 𝒃−𝑖 ) and 𝒃′ = (𝑏′
𝑖
, 𝒃−𝑖 ), we also have

𝑧𝑖 (𝒃,𝒑) = 𝑧𝑖 (𝜋 (𝒃),𝒑) ≥ 𝑧𝑖 (𝜋 (𝒃′)) = 𝑧𝑖 (𝒃′,𝒑)
⇐⇒ 𝑞(𝒃, 𝑝) = 𝑞(𝜋 (𝒃),𝒑) ⪰𝑖 𝑞(𝜋 (𝒃′),𝒑) = 𝑞(𝒃′,𝒑),

so the pair 𝑞, 𝑧 satisfies payment monotonicity as needed. □

C OMITTED PROOFS FROM SECTION 3.3
Proof of Lemma 3.10

Proof. We first prove the “only if” (“=⇒”) direction. Suppose 𝑞

is a monotone distribution aggregation function. By Definition 3.3,

for any agent 𝑖 and 𝑏′
𝑖
≥ 𝑏𝑖 ≥ 0, we have

𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(0, 𝒃−𝑖 ,𝒑) .
For any undersampled token 𝑡 ∈ 𝑇+, because 𝑞𝑡 (0, 𝒃−𝑖 ,𝒑) ≤ (𝑝𝑖 )𝑡 ,
then by Definition 2.1, we have

𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑), 𝑞𝑡 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ∈ [𝑞𝑡 (0, 𝒃−𝑖 ,𝒑), (𝑝𝑖 )𝑡 ] .
Hence by 𝑞(𝑏′

𝑖
, 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑), we have

𝑞𝑡 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ≥ 𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑),
namely, 𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) weakly increases with 𝑏𝑖 and never goes

above (𝑝𝑖 )𝑡 .
Similarly, we can prove that for any oversampled token 𝑡 ∈ 𝑇− ,

𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) weakly decreases with 𝑏𝑖 and never goes below (𝑝𝑖 )𝑡 .
Then we prove the “if” (“⇐=”) direction. Consider any 𝑏′

𝑖
≥

𝑏𝑖 . For any undersampled token 𝑡 ∈ 𝑇+, as 𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) ≤ (𝑝𝑖 )𝑡
weakly increases with 𝑏𝑖 , we have

𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) ≤ 𝑞𝑡 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ≤ (𝑝𝑖 )𝑡 .
Similarly, we have for any oversampled token 𝑡 ∈ 𝑇− ,

𝑞𝑡 (𝑏𝑖 , 𝒃−𝑖 ,𝒑) ≥ 𝑞𝑡 (𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ≥ (𝑝𝑖 )𝑡 .
Then by Definition 2.1,

𝑞(𝑏′𝑖 , 𝒃−𝑖 ,𝒑) ⪰𝑖 𝑞(𝑏𝑖 , 𝒃−𝑖 ,𝒑),
which then implies the monotonicity of 𝑞. □

D UNIVERSALLY STABLE SAMPLING
Example D.1 (Counterexample 4-token). Consider two agents

{1, 2} and 4 tokens {𝑡1, 𝑡2, 𝑡3, 𝑡4}. Assume that both agents have

the same preferred distribution 𝑝1 = 𝑝2 = (0, 0, .5, .5) and the

allocation function is such that if both agents bid zero the allocation

is (.5, .5, 0, 0). Hence both both agents have the same set of favored

tokens 𝑇+ = {𝑡3, 𝑡4} and less favored tokens 𝑇− = {𝑡1, 𝑡2}. The
aggregation function 𝑞(𝑏1, 𝑏2, 𝑝1, 𝑝2) is given by the following table:

𝑏1 = 0 𝑏1 = 1

𝑏2 = 0 𝑞00 = (.5, .5, 0, 0) 𝑞10 = (0, .5, .5, 0)
𝑏2 = 1 𝑞01 = (.5, 0, .5, 0) 𝑞11 = (0, 0, .5, .5)

One can verify that the aggregation function is monotone: When

either of the agents increase the bid from 0 to 1, exactly 1/2 of the

probability mass moves from 𝑇− = {𝑡1, 𝑡2} to 𝑇+ = {𝑡3, 𝑡4}.
Now we show that there does not exist a universally stable sam-

pling algorithm that implements this aggregation function. Suppose

there exist one,𝜎 , let 𝑟𝐴 = {𝑟 |𝜎 (𝑞00, 𝑟 ) = 𝑡1} and 𝑟𝐵 = {𝑟 |𝜎 (𝑞00, 𝑟 ) =
𝑡2}. Because 𝜎 is stable for bidder 1, when bidder 1 increases bid,

the probability mass only transfers from 𝑇− to 𝑇+.
10
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In this case, when the bid profile (𝑏1, 𝑏2) moves from (0, 0) to
(1, 0), we must have

𝜎 (𝑞10, 𝑟 ) =
{
𝑡3, 𝑟 ∈ 𝑟𝐴
𝑡2, 𝑟 ∈ 𝑟𝐵

.

Further apply the same argument when (𝑏1, 𝑏2) moves from (1, 0)
to (1, 1), we have

𝜎 (𝑞11, 𝑟 ) =
{
𝑡3, 𝑟 ∈ 𝑟𝐴
𝑡4, 𝑟 ∈ 𝑟𝐵

.

However, if we consider (𝑏1, 𝑏2) moves along the path (0, 0) →
(0, 1) → (1, 1), we should have

𝜎 (𝑞01, 𝑟 ) =
{
𝑡1, 𝑟 ∈ 𝑟𝐴
𝑡3, 𝑟 ∈ 𝑟𝐵

, 𝜎 (𝑞11, 𝑟 ) =
{
𝑡4, 𝑟 ∈ 𝑟𝐴
𝑡3, 𝑟 ∈ 𝑟𝐵

.

We end up with a contradiction on the value of 𝜎 (𝑞11, 𝑟 ) while
moving from (0, 0) to (1, 1) along two different paths.

Example D.2 (Counterexample 3-token). Consider two agents

{1, 2} and 3 tokens {𝑡1, 𝑡2, 𝑡3}, where the agents have different sets of
favored (less favored) tokens. In particular, 𝑇 +

1
= {𝑡1, 𝑡3},𝑇 −

1
= {𝑡2}

and 𝑇 +
2
= {𝑡3},𝑇 −

2
= {𝑡1, 𝑡2}. The aggregation function is given by

the following table:

𝑏1 = 0 𝑏1 = 1

𝑏2 = 0 𝑞00 = (.5, .5, 0) 𝑞10 = (.5, 0, .5)
𝑏2 = 1 𝑞01 = (0, .5, .5) 𝑞11 = (.5, 0, .5)

One can verify that the aggregation function is monotone: When

𝑏1 increases from 0 to 1, exactly 1/2 of the probability mass moves

from 𝑡2 to 𝑡3 (when 𝑏2 = 0) or 𝑡1 (when 𝑏2 = 1). When 𝑏2 increases

from 0 to 1, either 1/2 of the probability mass moves from 𝑡1 to 𝑡3
(when 𝑏1 = 0) or no move (when 𝑏1 = 1).

Similarly, suppose that there exists a universally stable sampling

algorithm 𝜎 that implements 𝑞. Let 𝑟𝐴 = {𝑟 |𝜎 (𝑞00, 𝑟 ) = 𝑡1} and
𝑟𝐵 = {𝑟 |𝜎 (𝑞00, 𝑟 ) = 𝑡2}.

Following the same argument in Example D.1, consider the bid

profile (𝑏1, 𝑏2) moves along the path (0, 0) → (1, 0) → (1, 1), we
must have

𝜎 (𝑞10, 𝑟 ) = 𝜎 (𝑞11, 𝑟 ) =
{
𝑡1, 𝑟 ∈ 𝑟𝐴
𝑡3, 𝑟 ∈ 𝑟𝐵

.

However, consider the bid profile (𝑏1, 𝑏2) moves along the path

(0, 0) → (1, 0) → (1, 1), we must have

𝜎 (𝑞01, 𝑟 ) =
{
𝑡3, 𝑟 ∈ 𝑟𝐴
𝑡2, 𝑟 ∈ 𝑟𝐵

, 𝜎 (𝑞11, 𝑟 ) =
{
𝑡3, 𝑟 ∈ 𝑟𝐴
𝑡1, 𝑟 ∈ 𝑟𝐵

.

We end up with a contradiction on the value of 𝜎 (𝑞11, 𝑟 ).

E OMITTED PROOFS FROM SECTION 4
Proof of Proposition 4.1

Proof of Proposition 4.1. We prove the theorem by showing

that the loss L𝜇KL and the loss in equation (4) differ by a constant

and hence have the same minimizer. For 𝐵 =
∑
𝑖 𝑏𝑖 and a fixed 𝑥

we will show that:

𝐵 · 𝐷KL (
∑
𝑖
𝑏𝑖
𝐵
𝜇𝑖 (·|𝑥)∥ 𝑓𝑊 (𝑥)) − ∑

𝑖 𝑏𝑖𝐷KL (𝑓𝑖 (𝑥)∥ 𝑓𝑊 (𝑥)) = const.

For notation simplicity, we omit the parameters 𝑥 and𝑊 when it

is clear from the context and write

∑
𝑖 𝑏𝑖 𝑓𝑖 (𝑥)/𝐵 = ¯𝑓 (𝑥). Below we

treat any term that doesn’t depend on 𝑓 as a constant:∑︁
𝑖

𝑏𝑖𝐷KL (𝑓𝑖 ∥ 𝑓 ) =
∑︁
𝑖

𝑏𝑖𝐻 (𝑓𝑖 ) −
∑︁
𝑦

𝑏𝑖 𝑓𝑖 (𝑦 |𝑥) ln 𝑓 (𝑦 |𝑥)

= −𝐵
∑︁
𝑦

∑
𝑖 𝑏𝑖 𝑓𝑖 (𝑦 |𝑥)

𝐵
· ln 𝑓 (𝑦 |𝑥) +

∑︁
𝑖

𝑏𝑖𝐻 (𝑓𝑖 )

= −𝐵 · 𝐻 ( ¯𝑓 , 𝑓 ) +
∑︁
𝑖

𝑏𝑖𝐻 (𝑓𝑖 )

= 𝐵 · 𝐷KL ( ¯𝑓 ∥ 𝑓 ) − 𝐵 · 𝐻 ( ¯𝑓 ) +
∑︁
𝑖

𝑏𝑖𝐻 (𝑓𝑖 )

= 𝐵 · 𝐷KL ( ¯𝑓 ∥ 𝑓 ) − const.

To complete the proof, observe that if 𝑓𝑖 is the unconstrained mini-

mizer of L𝜇𝑖KL (𝑓 ) we must have 𝑓𝑖 (𝑦 |𝑥) = 𝜇𝑖 (𝑦 |𝑥). □

Proof of Lemma 4.2
Proof of Lemma 4.2. Let 𝐵 =

∑
𝑖 𝑏𝑖 and consider𝑊KL:

𝑊KL = −
∑︁
𝑖∈[𝑛]

𝑏𝑖 · (𝐻 (𝑝𝑖 , 𝑞) − 𝐻 (𝑝𝑖 ))

=
∑︁
𝑖∈[𝑛]

𝑏𝑖 · 𝐻 (𝑝𝑖 ) +
∑︁
𝑖∈[𝑛]

𝑏𝑖 ·
∑︁
𝑡 ∈[𝑇 ]

𝑝𝑖 (𝑡) ln𝑞(𝑡)

=
∑︁
𝑖∈[𝑛]

𝑏𝑖 · 𝐻 (𝑝𝑖 ) +
∑︁
𝑡 ∈[𝑇 ]

ln𝑞(𝑡)
∑︁
𝑖∈[𝑛]

𝑏𝑖 · 𝑝𝑖 (𝑡)

=
∑︁
𝑖∈[𝑛]

𝑏𝑖 · 𝐻 (𝑝𝑖 ) + 𝐵 ·
∑︁
𝑡 ∈[𝑇 ]

∑
𝑖∈[𝑛] 𝑏𝑖 · 𝑝𝑖 (𝑡)

𝐵
ln𝑞(𝑡)

=
∑︁
𝑖∈[𝑛]

𝑏𝑖 · 𝐻 (𝑝𝑖 ) − 𝐵 · 𝐻 (𝑞KL, 𝑞)

By Gibbs’ inequality, the cross entropy 𝐻 (𝑞KL, 𝑞) is minimized if

and only if 𝑞 = 𝑞KL. Hence this is also the maximizer of𝑊KL. □

Proof of Proposition 4.3
Proof. For a fixed 𝑥 , 𝑓 ∗ (𝑦 |𝑥) can be obtained by solving:

max

𝑓 ( · |𝑥 )

∑︁
𝑦

𝑓 (𝑦 |𝑥)𝑟 (𝑥,𝑦) − 𝛽𝐷KL (𝑓 (𝑥)∥ 𝑓 SFT (𝑥))

s.t.

∑︁
𝑦

𝑓 (𝑦 |𝑥) = 1 and 𝑓 (𝑦 |𝑥) ≥ 0.

By the standard KKT conditions, the solution has the form:

𝑓 ∗ (𝑦 |𝑥) = 𝑓 SFT (𝑦 |𝑥)𝑒𝑟 (𝑥,𝑦)/𝛽𝐶𝑥 .

where 𝐶𝑥 is a normalization constant to ensure

∑
𝑦 𝑓

∗ (𝑦 |𝑥) = 1.

For the same reason, we have that:

𝑓𝑖 (𝑦 |𝑥) = 𝑓 SFT (𝑦 |𝑥)𝑒𝑟𝑖 (𝑥,𝑦)/𝛽𝐶𝑖,𝑥 .

If 𝑓 ◦ is the function minimizing problem (5), then we can apply

KKT conditions to obtain:

𝑓 ◦ (𝑦 |𝑥) = exp

(
1

𝐵

∑︁
𝑖

𝑏𝑖 ln 𝑓𝑖 (𝑦 |𝑥)
)
·𝐶′
𝑥
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for normalization constants 𝐶′
𝑥 and 𝐵 =

∑
𝑖 𝑏𝑖 . Replacing the for-

mula for 𝑓𝑖 (𝑥) from the previous line, we obtain that:

𝑓 ◦ (𝑦 |𝑥) = exp

(
1

𝐵

∑︁
𝑖

𝑏𝑖

(
𝑟𝑖 (𝑥,𝑦)/𝛽 + ln 𝑓 SFT (𝑦 |𝑥)

))
·𝐶′′
𝑥

= exp

(
𝑟 (𝑥,𝑦)/𝛽 + ln 𝑓 SFT (𝑦 |𝑥)

)
·𝐶′′
𝑥 = 𝑓 ∗ (𝑦 |𝑥).

This completes the proof. □
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