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Abstract

When exposed to complex queries contain-001
ing multiple conditions, today’s large language002
models (LLMs) tend to produce responses that003
only partially satisfy the query while neglecting004
certain conditions. We therefore introduce the005
concept of Intent Hallucination, a phenomenon006
where LLMs either omit (neglecting to address007
certain parts) or misinterpret (responding to in-008
vented query parts) elements of the given query,009
leading to intent hallucinated generation. To010
systematically evaluate intent hallucination, we011
introduce FAITHQA, a novel benchmark for012
intent hallucination that contains 20,068 prob-013
lems, covering both query-only and retrieval-014
augmented generation (RAG) setups with vary-015
ing topics and difficulty. FAITHQA is the first016
hallucination benchmark that goes beyond fac-017
tual verification, tailored to identify the funda-018
mental cause of intent hallucination. By eval-019
uating various LLMs on FAITHQA, we find020
that (1) intent hallucination is a common is-021
sue even for state-of-the-art models, and (2)022
the phenomenon stems from omission or mis-023
interpretation of LLMs. To facilitate future re-024
search, we introduce an automatic LLM gener-025
ation evaluation metric, CONSTRAINT SCORE,026
for detecting intent hallucination. Human eval-027
uation results demonstrate that CONSTRAINT028
SCORE is closer to human performance for in-029
tent hallucination compared to baselines.030

1 Introduction031

The generation ability of Large Language Models032

(LLMs) has been widely proven for various tasks033

(OpenAI et al., 2024; Dubey et al., 2024; Jiang034

et al., 2023). Nonetheless, evaluating their gener-035

ation quality is accompanied by the challenge of036

hallucination (Ji et al., 2023; Huang et al., 2023).037

Specifically, when given a complex query contain-038

ing multiple conditions as shown in Fig 1, LLMs’039

generation may deviate from the query, leading to040

an unsatisfied generation result. We term such a041

phenomenon as "Intent Hallucination", which has 042

been largely overlooked in current research (Min 043

et al., 2023; Hou et al., 2024; Manakul et al., 2023). 044

Unlike factual hallucination (Li et al., 2023; 045

Cao et al., 2021), which can be directly detected 046

through search-based fact-checking (Sellam et al., 047

2020; Min et al., 2023), evaluating intent hallu- 048

cination is challenging. This is because complex 049

queries often contain duplicate intents, and LLMs 050

may satisfy only a portion of them, making dissat- 051

isfaction hard to detect or quantify. Furthermore, 052

as LLMs continue to be advanced, users tend to 053

provide these stronger LLMs with more and more 054

complicated queries, which even for human beings 055

could be hard to understand. It demonstrates the 056

need for LLMs to be not only factually correct but 057

intentionally correct. 058

Our paper aims to address two under-explored 059

yet crucial questions: (1) Why do LLMs tend to 060

have Intent Hallucination? and (2) How can we 061

detect Intent Hallucination? Answering these ques- 062

tions is vital for LLM applications relying on both 063

factual accuracy and accurately addressing queries. 064

For the first question, we propose that LLM’s 065

omission (e.g., ignoring query components) or mis- 066

interpretation (e.g., responding to invented query 067

components) over word-level meaning is the fun- 068

damental cause of intent hallucination. To further 069

investigate, we introduce FAITHQA, the first bench- 070

mark specifically designed to address intent hallu- 071

cination’s two key scenarios: omission and misin- 072

terpretation. FAITHQA consists of 20,068 queries 073

for analysis. We conducted extensive human eval- 074

uations to ensure the quality of our benchmark. 075

FAITHQA covers a wide range of topics with dif- 076

ferent difficulty, and has proven to be challenging 077

even for state-of-the-art models. Our benchmark 078

reveals that increasing query complexity correlates 079

with a higher likelihood of intent hallucination. 080

To address the second question, we introduce 081

CONSTRAINT SCORE, a new evaluation metric that 082
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Figure 1: Examples of two types of intent hallucination (omission and misinterpretation). For omission,
GPT-4o omits "particularly from Spain", leading to factually accurate yet hallucinated outputs. For misinterpretation,
GPT-4o misinterprets the missing article as provided, which leads to hallucinated outputs.

focuses on detecting intend hallucination. Our ap-083

proach involves two major steps: (1) decomposing084

the query by concepts and actions then converting it085

into a series of short statements, each representing086

a specific requirement the generation must meet;087

and (2) assigning an importance-weighted binary088

label to each constraint, allowing a fine-grained089

evaluation. Our human evaluation shows that CON-090

STRAINT SCORE significantly out-performs LLM-091

as-the-judge (Manakul et al., 2023; Mishra et al.,092

2024; Sriramanan et al., 2024), as they tend to offer093

biased evaluation comparing with human score.094

Taken together, our key contributions include:095

• We propose the concept of intent hallucination096

beyond the existing factual hallucination.097

• We developed FAITHQA, the first hallucina-098

tion benchmark that focuses on the evalua-099

tion of intent hallucination. Our result shows100

that intent hallucination is a prevalent phe-101

nomenon even for state-of-the-art LLMs.102

• We introduce CONSTRAINT SCORE, a novel103

evaluation metric to automatically assess104

LLM generation by breaking the query into105

intent constraints and computing a weighted106

score. Our analysis shows that CONSTRAINT107

SCORE significantly outperforms pure LLM108

grading baselines, which tend to be biased.109

2 Related Works110

Hallucinations in LLMs. In LLMs, "hallucina-111

tion" refers to outputs that are nonfactual, irrele-112

vant, or fabricated. This issue appears in tasks like113

question answering (Sellam et al., 2020), transla- 114

tion (Lee et al., 2018), summarization (Durmus 115

et al., 2020), and dialogue (Balakrishnan et al., 116

2019), as noted in several studies (Ji et al., 2023; 117

Azaria and Mitchell, 2023; Huang et al., 2023; 118

Cao et al., 2021). To address this issue, many ef- 119

forts have been made. Min et al. (2023) evaluate 120

factual accuracy by checking core facts (atomic 121

facts) in each sentence against reliable sources 122

like Wikipedia. Hou et al. (2024) propose a hid- 123

den Markov tree model that breaks statements into 124

premises and assigns a factuality score based on the 125

probability of all parent premises. Manakul et al. 126

(2023) detect hallucinations by sampling multiple 127

responses and using self-consistency to identify 128

discrepancies. Despite all these great efforts, lim- 129

itations remain. Most work (1) focuses only on 130

factual precision or in-context recall, overlooking 131

the role of the query in generation (Li et al., 2023; 132

Yang et al., 2023; Niu et al., 2024) (e.g., scoring 133

both outputs equally in Fig 2), or (2) treats the 134

query as a whole (Zhang et al., 2024a), resulting in 135

coarse-grained evaluation. 136

Hallucination Benchmarks. Recent work on hal- 137

lucination detection for LLMs includes HaluEval 138

(Li et al., 2023) (synthetic and natural responses), 139

FELM (Chen et al., 2023) (natural responses across 140

domains), RAGTruth (Niu et al., 2024) (RAG 141

hallucinations), and InfoBench (Qin et al., 2024) 142

(instruction-following via query decomposition). 143

These benchmarks mainly focus on factual halluci- 144

nations or require manual annotation. In contrast, 145

2



FAITHQA is the first, to our knowledge, to assess146

non-factual hallucinations from a query-centric per-147

spective. Despite discussing a similar topic, Zhang148

et al. (2024b)’s work is more focused on discover-149

ing intent hallucination’s cause in training corpus150

perspective, while our paper is providing a compre-151

hensive evaluation metric with an extensive bench-152

mark to test with.153

3 Preliminary154

For a complex query containing multiple condi-155

tions, it has been reported that the model produces156

responses that only partially satisfy the conditions.157

To further investigate this, here we outline our two158

key insights for intent hallucination in this paper.159

3.1 Intent Constraint: a Fundamental Unit160

A query typically consists of multiple concepts and161

actions, each representing a distinct intent and car-162

rying specific meaning within the given context.163

Refer to Fig 1, LLMs failed to address constraints164

provided in the query, leading to an intent halluci-165

nated generation which deviates from the query.166

To enable a fine-grained, query-centric evalua-167

tion, we introduce Intent Constraint – short state-168

ments that each express a single requirement for169

the generation to address (see examples in Fig 2).170

A query, defined by the concepts and actions within171

the context, can be broken down into these intent172

constraints, with each one representing a distinct173

concept or action. Addressing each of these con-174

straints helps reduce the risk of hallucinated re-175

sponses that misalign with the query’s intent.176

Definition 3.1 (Intent Constraint Mapping Func-177

tion). Let Q denote the set of all queries and I de-178

note the set of all possible intent constraints. Both179

q ∈ Q and c ∈ I are text-based description. For180

any query q ∈ Q, we define the intent constraint181

mapping function182

C : Q → P(I),183

such that184

C(q) = Cm(q) ∪ Ci(q) ∪ Co(q),185

Where:186

• Cm(q) ⊂ I is the set of mandatory con-187

straints (constraints that must be addressed188

with the highest priority),189

• Ci(q) ⊂ I is the set of important constraints 190

(constraints that should be addressed after the 191

mandatory ones), and 192

• Co(q) ⊂ I is the set of optional constraints 193

(constraints that are desirable but not essen- 194

tial). 195

This mapping ensures that the aggregated set C(q) 196

preserves the original meaning of the query q. 197

3.2 Intent Hallucination: Omission or 198

Misinterpretation of Intent Constraints. 199

After establishing a fine-grained, query-centric per- 200

spective, we formally define intent hallucination 201

as LLM’s failure to address word-level concepts 202

or actions, which expresses itself as an omission 203

or misinterpretation of intent constraints. When 204

LLMs either omit parts of the query (e.g., failing 205

to address specific concepts or actions) or misin- 206

terpret it (e.g., responding to concepts or actions 207

that were not mentioned), the generation fails to 208

align with the original query, regardless of whether 209

it is factually accurate. 210

Having intent constraint as the fundamental eval- 211

uation metric for intent hallucination is particu- 212

larly important when dealing with complex, multi- 213

condition queries. Under such cases, a language 214

model might generate a response that only ad- 215

dresses the query partially while failing to address 216

the rest. Evaluating the fulfillment of generation 217

over intent constraint offers an approach to distin- 218

guish these nuance differences effectively. 219

Definition 3.2 (Intent Hallucination). Let q be a 220

query and Pθ be the LLM, with y ∼ Pθ(· | q) being 221

the response. Using the intent constraint mapping 222

function, the intend constraints extracted from q 223

are C(q). Ideally, we have 224

y ∼ Pθ(· | q) ≡ Pθ

(
· | C(q) = c1, . . . , ck

)
. 225

However, in practice, Pθ implicitly modifies C(q) 226

to an alternative constraint set Ĉ(q) (e.g., replacing 227

ci with c′i or deleting some ci), so that 228

yh ∼ Pθ

(
· | Ĉ(q)

)
. 229

This discrepancy between yh and y is defined as 230

Intent Hallucination. 231

4 Detecting Intent Hallucination 232

We introduce CONSTRAINT SCORE, a new evalua- 233

tion metric to detect intent hallucination based on 234
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intent constraints. To operationalize the constraint235

mapping function C(·) defined earlier, we develop236

a multi-step process that systematically extracts237

and categorizes constraint set C(q) = Cm(q) ∪238

Ci(q) ∪ Co(q) from queries. Our method has high239

flexibility, accommodating different queries involv-240

ing RAG. The prompt template can be found in241

Appendix A.5.242

4.1 Intent Constraint Mapping243

Step 0: Preliminary assessment. The LLM first244

analyzes the query q to verify the presence of suf-245

ficient information for constraint extraction. This246

step is crucial for RAG queries to mitigate external247

content influence (Liu et al., 2023; Wu et al., 2024).248

If insufficient information is detected, the process249

halts and requests additional input, ensuring C(q)250

is well-defined.251

Step 1: Semantic role identification. Draw-252

ing from Semantic Role Labeling (Pradhan et al.,253

2005), we extract the fundamental components of254

q: subject, action, and context. This structured255

decomposition enables robust constraint identifica-256

tion across diverse query types.257

Step 2: Constraint set extraction. We first in-258

struct the language model to analyze the context of259

a given prompt generated from Step 1 over seven260

categories: location, time, subject, action, quali-261

fiers, and quantity. Then, we further reformulate262

them into our three sets of constraints Cm(q), Ci(q)263

and Co(q), as described below:264

• Cm(q): This set includes location, time, sub-265

ject, and action constraints.266

• Ci(q): This set includes qualifiers and quan-267

tity constraints.268

• Co(q): This set includes other constraints269

LLMs may provide, such as exclusions or270

domain-specific requirements.271

This process yields a structured decomposition272

of the original query into hierarchical constraint273

sets, allowing us to detect intent hallucination by274

comparing the implicit constraint set Ĉ(q) used by275

the model against our explicitly extracted C(q).276

4.2 Intent Constraint Scoring277

Given intent constraint set C(q) together with278

three subsets Cm(q), Ci(q) and Co(q), we target279

at evaluating the response’s adherence to intent280

constraints. For each intent constraint c ∈ C(q)281

and each response y, we define a binary satisfac- 282

tion function Sϕ(c, y) parameterized with an LLM. 283

Sϕ(c, y) = 1 when y satisfies intent constraint c 284

while Sϕ(c, y) = 0 otherwise. 285

To calculate a intent constraint score for each y, 286

we first calculate the total weight Wt of all intent 287

constraints: 288

Wt(q) = wm |Cm(q)|+ wi |Ci(q)|+ wo |Co(q)|, 289

where wm, wi, and wo are pre-defined importance 290

weights for each type of intent constraints and 291

|Cm(q)| represents the size of a constraint set. 292

Furthermore, based on the satisfaction function, 293

we calculate satisfied weight Ws as follows: 294

Ws(q, y) =
∑

g∈{m,i,o}

wg

∑
c∈Cg(q)

Sϕ(c, y) 295

where wg is the same weights as mentioned in 296

Wt(q) and S(c, y) is the satisfaction function for 297

each intent constraint and response. 298

Based on the satisfied weights and the total 299

weights, the final CONSTRAINT SCORE for a re- 300

sponse y to a query q is defined as: 301

CONSTRAINT SCORE(q, y) =
Ws(q, y)

Wt(q)
× 10. 302

A high CONSTRAINT SCORE (≥ 9) indicates 303

strong adherence to mandatory and key constraints. 304

Mid-range scores (7–8) suggest partial satisfaction 305

or modification, while low scores (≤ 7) indicate 306

major intent hallucinations. 307

5 FAITHQA Benchmark 308

Here, we introduce FAITHQA benchmark, the first 309

benchmark focusing on intent hallucination with 310

20,068 queries under 4 different task setups. The 311

primary goal of FAITHQA is to elicit the two fun- 312

damental causes of intent hallucination: (1) Omis- 313

sion, where LLM ignores part of the query, and 314

(2) Misinterpretation, where the LLM misunder- 315

stands parts of the query. Table 1 provides statis- 316

tical details. Table 2 provides representative ex- 317

amples from FAITHQA. For details of the dataset 318

construction, please refer to Appendix A.6. 319

5.1 Omission Task 320

This dataset focuses on the extent to which LLMs 321

tend to omit certain intent constraints when only 322

provided with the query as a prompt. Each query 323

consists of varying numbers of constraints across 324
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Figure 2: CONSTRAINT SCORE calculation process. Despite both generations being factually accurate, Generation
1 is not ideal compared to Generation 2, as Generation 1 omits the requirement "the explorers must be from Spain".

different topics. An ideal response should address325

all constraints accurately.326

Fact checking. LLM is given an Open Answer327

Fact checking query with multiple constraints. We328

vary the difficulty by adjusting the number of con-329

straints. The model must generate a list of subjects330

meeting all criteria, topics include culture, technol-331

ogy, and history.332

Creative writing. LLM is given a writing task333

with multiple constraints. We vary the difficulty by334

adjusting the number of constraints. Tasks are in335

two formats: story and poem.336

5.2 Misinterpretation Task337

This dataset examines the extent to which LLMs338

misinterpret intent constraints in a Retrieval-339

Augmented Generation (RAG) setup. Each query340

requires all multiple external contents provided to341

answer. We manually remove one piece of content342

per case to test whether LLMs incorrectly assume343

it is provided. Detailed analysis is in Appendix344

A.8. An ideal response should detect the missing345

content and seek clarification or refuse to answer.346

Response evaluation. LLM evaluates how well347

a human’s response aligns with an external arti-348

cle, using the query, response, and article as three349

required inputs. One of the inputs is randomly re-350

moved per case. LLM should detect the missing351

content and refrain from evaluation. Topics include352

culture, technology, health, and history.353

Content analysis. LLM manipulates three external 354

articles based on a query. Tasks are in two forms: 355

relationship analysis, assessing relationships be- 356

tween articles; and content summary, summarizing 357

and comparing articles. One article is randomly 358

removed per case. LLM should detect the missing 359

content and refrain from analysis. Topics include 360

culture, technology, health, and history. 361

6 Experiment Settings 362

Baselines. Following Li et al. (2023); Mündler 363

et al. (2024); Yang et al. (2023), we adopt a zero- 364

shot prompting strategy as the baseline for detect- 365

ing intent hallucination. The baseline setup is simi- 366

lar to CONSTRAINT SCORE by determining from 367

1 to 10 to what extent the response addresses the 368

query. To ensure the robustness of the baseline, we 369

adopt the Self-Consistency strategy. Please refer to 370

Appendix A.4 for more details. 371

Models and hyper-parameters. We evaluated 372

several LLMs, mostly state-of-the-art LLMs in 373

FAITHQA Benchmark: OpenAI’s (OpenAI et al., 374

2024) GPT-4o1 and GPT-4o-mini, Meta’s (Dubey 375

et al., 2024) LLaMA3-70B2 and LLaMA3-7B3, An- 376

thropic’s Calude-3.54 and Claude-35, and Mistral- 377

1gpt-4o-2024-05-13
2Meta-Llama-3-70B-Instruct-Turbo
3Meta-Llama-3-8B-Instruct-Turbo
4claude-3-5-sonnet-20240620
5claude-3-sonnet-20240229
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Datasets Difficulty

Easy Hard Total

Omission

Fact Checking Open Answer 1,500 1,500 3,000

Creative Writing
Story 500 500 1,000
Poem 500 500 1,000

Misinterpretation

Response Evaluation – – – 3,210

Content Analysis
Relationship – – 5,929
Summary – – 5,929

Total 20,068

Table 1: FAITHQA’s Statistics. Easy indicates con-
straint number ≤ 4, Hard indicates constraint number
> 4. For Omission’s Fact Checking, topics include
Tech, Culture, and History. For Misinterpretation, top-
ics include Tech, Health, Culture, and History.

7B6(Jiang et al., 2023). For all baselines, we set378

temperature τ = 0.3. For CONSTRAINT SCORE,379

we use GPT-4o as the default model with tempera-380

ture τ = 0 to generate and evaluate. We evaluate381

LLMs on the test set (150 randomly sampled ques-382

tions) of FAITHQA across every single category383

and difficulty due to monetary costs, while we en-384

courage future research to leverage the extended385

version for enhanced evaluation.386

Metrics.. We report (1) Perfect, indicating the rate387

of perfect responses (no hallucination responses,388

CONSTRAINT SCORE = 10) and (2) CONSTRAINT389

SCORES (CS), the average CONSTRAINT SCORE390

of all responses to provide a quantitative perspec-391

tive. The overview result is reported in Table 3.392

For the Omission dataset’s Fact Checking setup,393

we further report the Factual Verifiable Halluci-394

nation Rate (Fact)—the proportion of hallucinated395

responses that are factually accurate upon verifica-396

tion—in Table 4.397

7 Experimental Results398

Baseline is biased. We conducted a human evalu-399

ation to grade 1000 randomly sampled responses.400

Specifically, we sampled 1000 prompt-response401

pairs from the Omission Dataset, with 500 from402

Fact Checking and 500 from Creative Writing. The403

evaluation rubric for human annotators is to calcu-404

late the Constraint Score based on how well they405

6Mistral-7B-Instruct-v0.3

FAITHQA Examples

Fact Checking
List three European explorers who circumnavigated the
globe before the 18th century and were not born in England
or Portugal.

Creative Writing
Compose a poem of four stanzas. Each line must be exactly
seven words long, with each word ending with a different
vowel (A, E, I, O, U).

Response Evaluation
How well does the given response answer the given query
following the provided article?
Query: Existing Content

Article: Existing Content

Response: Missing Content

Relationship Analysis
How well does the given response answer the query based
on the provided article?
Query: Missing Content

Article: Existing Content

Response: Existing Content

Table 2: Representative examples from FAITHQA.
Fact Checking and Creative Writing are from Omission,
while Response Evaluation and Relationship Analysis
(RAG setup) are from Misinterpretation. Missing Content

denotes missing contents, and Existing Content denotes
provided contents.

consider the response addressed each of the decom- 406

posed intent constraints. 407

Figure 3: Deviation distributions from human scores
for Baseline (blue) and CONSTRAINT SCORE (red).
Distributions are estimated using KDE. CONSTRAINT
SCORE is more tightly centered around zero, indicating
closer alignment with human evaluation, whereas base-
line shows a broader spread, reflecting higher error.

Figure 3 shows the distribution of deviations 408

from human scores for both the Baseline and CON- 409

STRAINT SCORE, using Kernel Density Estima- 410

tion (KDE). CONSTRAINT SCORE demonstrates a 411

much tighter distribution, centered closer to zero, 412

with 66.3% of the scores falling within one stan- 413

6



Datasets
FAITHQA

GPT-4o GPT-4o-mini LLaMA3-70B LLaMA3-8B Claude-3.5 Claude-3 Mistral

Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS

Omission

Fact Checking Open Answer 0.49 8.62 0.36 7.86 0.57 8.93 0.46 8.52 0.37 6.73 0.44 8.14 0.20 7.15

Creative Writing
Story 0.38 7.99 0.31 7.75 0.29 7.55 0.25 7.21 0.34 7.64 0.32 7.84 0.08 5.92
Poem 0.40 8.29 0.30 7.79 0.51 8.64 0.27 7.71 0.60 9.02 0.47 8.45 0.07 5.49

Misinterpretation

Response Evaluation – 0.09 5.73 0.11 5.44 0.07 4.78 0.11 5.58 0.29 5.92 0.22 5.61 0.23 4.46

Content Analysis
Relationship 0.12 6.83 0.14 6.10 0.07 5.46 0.11 6.05 0.15 7.15 0.08 6.63 0.22 5.41
Summary 0.06 7.60 0.07 7.71 0.04 7.35 0.07 7.24 0.09 7.87 0.05 7.41 0.11 6.08

Table 3: Overview results for FAITHQA. Metrics are reported on Perfect (rate of hallucination-free generation,
higher the better) along with CONSTRAINT SCORES (CS) (score of the generation, higher the better). Results are
presented by aggregating across different difficulty and topic setups.

Tasks
FAITHQA: Fact Checking

GPT-4o GPT-4o-mini Llama3-70b Llama3-8b Claude-3.5 Claude-3 Mistral

Perfect Fact (%) Perfect Fact (%) Perfect Fact (%) Perfect Fact (%) Perfect Fact (%) Perfect Fact (%) Perfect Fact (%)

Fact Checking

Culture
Easy 0.51 54.9 0.41 81.7 0.48 75.0 0.57 83.8 0.45 33.3 0.48 82.1 0.30 61.8
Hard 0.36 36.1 0.30 47.1 0.66 83.7 0.35 89.5 0.29 56.8 0.28 68.0 0.10 57.7

History
Easy 0.70 30.0 0.47 72.0 0.52 81.1 0.51 92.0 0.43 52.6 0.50 72.9 0.25 70.3
Hard 0.43 39.5 0.29 76.9 0.63 62.8 0.42 87.2 0.30 66.7 0.34 85.7 0.15 50.7

Tech
Easy 0.42 63.5 0.34 78.6 0.57 82.1 0.45 90.9 0.43 19.2 0.47 82.9 0.28 70.5
Hard 0.53 56.6 0.35 85.0 0.56 86.7 0.46 97.6 0.30 14.1 0.37 77.5 0.12 90.1

Table 4: Results for Fact Checking setup for FAITHQA. Results are reported in Perfect (rate of hallucination-free
generation, higher the better) and Factual Verifiable Hallucination Rate (Fact) (the percentage of hallucinated
responses that are factually accurate upon verification, higher the better).

dard deviation. In contrast, the Baseline method414

displays a wider spread with a mean deviation of -415

0.73, whereas the mean deviation for CONSTRAINT416

SCORE is 0.47, indicating it tends to underestimate417

compared to the human scores. Given the discrete418

nature of the scores, we choose Mean Squared Er-419

ror (MSE) for performance evaluation. The MSE420

for CONSTRAINT SCORE is 0.50, which is signifi-421

cantly lower than the Baseline’s MSE of 4.72. This422

highlights that CONSTRAINT SCORE outperforms423

the Baseline and aligns more closely with human.424

The Number of Intent Constraints Matters.425

From Table 4, we observe that as the number of426

intent constraints increases (from Easy to Hard),427

the Perfect rate consistently declines. This trend428

is further corroborated by Table 3, where we429

analyze RAG setups on the Misinterpretation430

Dataset—featuring longer and more complex input431

queries—and observe an even more pronounced432

drop in the Perfect rate. These findings suggest a433

clear pattern: LLM performance tends to degrade 434

as the numbers of intent constraints grow. 435

Factual check is less effective for larger mod- 436

els. We performed extra Factual Check for Fact 437

Checking’s responses, implementation details can 438

be found in Appendix A.5.3. An important finding 439

we observed is that as language models increase in 440

size, they tend to produce fewer factually incorrect 441

responses. Table 4 illustrates this trend across mod- 442

els within the same family (e.g., GPT-4o vs GPT- 443

4o-mini). Larger models consistently show a lower 444

Factual Verifiable Hallucination Rate, meaning it 445

becomes more challenging to detect hallucinations 446

through factual checks as the model size grows – 447

they tend to generate intent hallucinated responses. 448

LLMs struggle with missing contents. As shown 449

in Table 4, all LLMs performed poorly on the mis- 450

interpretation Dataset. The models struggled to 451

accurately determine whether specific content was 452

present within long, complex inputs in an RAG set- 453
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Figure 4: Distribution of violated Intent Constraints across evaluation scenarios in FAITHQA. LLMs frequently
fail on subjects and actions (blue), especially in open-ended tasks like Creative Writing and Response Evaluation.
Errors on fine-grained details like location, time, and quantity (green) are less common. This highlights LLMs’
struggle with core semantic subjects when given long complex queries.

-ting. This suggests that, despite advancements454

in extending context window length, LLMs still455

face difficulties when processing and reasoning456

over lengthy inputs. While larger models showed457

slightly better performance, there remains substan-458

tial room for improvement in long-context tasks.459

8 Discussion and Analysis460

LLMs know when they are omitting. We per-461

formed a qualitative analysis of hallucinated out-462

puts in the Omission dataset; details are provided in463

Appendix A.8. A key finding under Fact Checking464

setup is that LLMs often appear to be aware when465

they are omitting parts of the query. LLMs first466

acknowledge how their response might not fully467

satisfy the query, but then still proceed to provide468

an incorrect answer. This behavior tends to occur469

when the incorrect answer involves a well-known470

subject. We hypothesize that this might be due to471

the LLM’s training, where it was explicitly encour-472

aged to explain its reasoning process during the473

instruct-tuning phase.474

LLMs prefer famous subjects. Another key475

finding for Fact Checking setup under the Omis-476

sion dataset, as we partially addressed previously,477

is LLMs prefer famous subjects as answers –478

even when they are the wrong answer. Refer to479

Appendix A.8 for examples. We suppose this480

phenomenon directly correlates to LLM’s over-481

generalization of common subjects within its train-482

ing corpus, as discussed in (Zhang et al., 2024b).483

LLMs struggle with numbers and words. In the484

Creative Writing setup, a common type of halluci-485

nation is when LLMs fail to generate text that ad-486

heres to specific character-level requirements (e.g.,487

creating a poem where every line ends with the let-488

ter ’w’) or producing the correct number of words 489

per sentence (e.g., generating a poem with exactly 490

8 words per line). Similar issues have been reported 491

in (Zhou et al., 2023). We believe this phenomenon 492

is directly related to the limitations of LLM’s to- 493

kenizer, which may struggle with strict character 494

and word-level constraints. 495

Subjects and actions are most challenging.. Anal- 496

ysis of failed constraints (Fig.4) shows LLMs han- 497

dle fine-grained details like location, time, quali- 498

fiers, and quantity well, but often overlook or mis- 499

interpret core semantic elements like subjects and 500

actions. This suggests LLMs default to plausible 501

yet flawed outputs when key roles are underspeci- 502

fied, highlighting the limits of longer context alone. 503

LLMs alter the query to proceed.. In the Mis- 504

interpret dataset under the Response Evaluation 505

setup, LLMs often alter the original query to com- 506

plete the task; details are provided in Appendix A.8. 507

LLMs first assume the missing query is provided 508

but then shift the task from "evaluating how well 509

the Response addresses the Query using the Arti- 510

cle" to "evaluating how well the Response summa- 511

rizes the Article." 512

9 Conclusion 513

We introduced Intent Hallucination, a non-factual 514

hallucination phenomenon where models omit or 515

misinterpret elements of complex queries. We fur- 516

ther presented FAITHQA, a 20,068-query bench- 517

mark, and CONSTRAINT SCORE, a metric that 518

decomposes queries into atomic intents to assess 519

query-response alignment. Our experiment reveals 520

(1) state-of-the-art models struggle with intent hal- 521

lucination, and (2) our CONSTRAINT SCORE sur- 522

passes LLM-as-the-judge in human assessment. 523
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Limitation524

While we present a first step toward investigating525

intent hallucinations in LLM, our category is still526

at a rather coarse level with only 2 types of major527

causes (omit, misinterpret) and 4 types of tasks528

(Fact Checking, Creative Writing, Response Evalu-529

ation, Content Analysis). Future work should inves-530

tigate sub-categorizations of these tasks, or other531

new tasks under new setups (like inference time532

reasoning). Future work can also investigate how533

to better quantify and detect intent hallucination in534

a even more fine-grained way, like from layer-level535

detection. Finally, we did not include any reason-536

ing models (e.g., o1 series or deepseek-r1) due to537

their release date (there was only o1 three months538

ago, deepseek-r1 was not released until last month)539

and computational cost.540
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A Appendix943

A.1 Science Artifacts944

In this section, we list all the necessary infor-945

mation for our use of models and data. In946

our paper, we used OpenAI’s (OpenAI et al.,947

2024) GPT-4o7 and GPT-4o-mini, Meta’s (Dubey948

et al., 2024) LLaMA3-70B8 and LLaMA3-7B9, An-949

thropic’s Claude-3-5-sonnet10, Claude-3-sonnet11,950

and Mistral-7B12(Jiang et al., 2023) for our model951

usage. We also rely on articles from the follow-952

ing publicly available websites in our research for953

FAITHQA’s Misinterpretation benchmark: MIT954

News, Common Crawl, Culture24, Medical News955

Today, WHO News Releases, and The Guardian956

Open Platform. These data sources were used in957

accordance with their respective licenses and terms958

of use.959

A.1.1 Data License960

MIT News (link)961

License: All content ©Massachusetts Institute of962

Technology963

Common Crawl (link)964

License: Open Data Commons Attribution License965

(ODC-BY)966

Culture24 (link)967

License: Not explicitly specified; assumed to be968

for personal and non-commercial use969

Medical News Today (link)970

License: Copyright owned by Healthline Media,971

content available for non-commercial use with at-972

tribution973

WHO News Releases (link)974

License: Open access, content may be used with975

attribution in accordance with WHO terms976

The Guardian Open Platform (link)977

License: Content API available for non-978

commercial use, subject to Guardian Open Plat-979

form terms980

A.1.2 Model License981

GPT-4o, GPT-4o-mini (OpenAI) (link)982

License: Proprietary, limited API access under983

OpenAI terms of service984

LLaMA3-70B, LLaMA3-7B (Meta) (link)985

License: Open source, with a custom commercial986

7gpt-4o-2024-05-13
8Meta-Llama-3-70B-Instruct-Turbo
9Meta-Llama-3-8B-Instruct-Turbo

10claude-3-5-sonnet-20240620
11claude-3-sonnet-20240229
12Mistral-7B-Instruct-v0.3

license 987

Claude-3-5-sonnet, Claude-3-sonnet (An- 988

thropic) (link) 989

License: Proprietary, limited API access under 990

Anthropic terms of service 991

Mistral-7B (Mistral) (link) 992

License: Open source, Apac 993

A.1.3 Model and Data Usage 994

Personally identifiable information. All of the 995

used articles in this paper are derived from public 996

sources. Therefore, there is no exposure of any 997

personally identifiable information that requires 998

informed consent from those individuals. The used 999

articles relates to people insofar as it draws text 1000

from public sources that relate to people, or people 1001

created, obeying related licenses. 1002

Offensive content claim. All the used articles 1003

are already public and widely viewed. While these 1004

datasets may contain instances of offensive content, 1005

our work does not aim to generate or amplify such 1006

content. Instead, we employ these articles to study 1007

and understand intent hallucination. Our use of 1008

these articles follows ethical guidelines, and we 1009

do not endorse or support any offensive material 1010

contained within them. 1011

A.2 Model Details 1012

A.2.1 Model Name 1013

To simplify the terminology in our paper, we use 1014

short names for the models we employ. Specifically, 1015

GPT-4o refers to OpenAI’s gpt-4o-2024-05-13 1016

model, while GPT-4o-mini denotes a lightweight 1017

version from OpenAI’s GPT-4o series. LLaMA3- 1018

70B corresponds to Meta’s Meta-Llama-3-70B- 1019

Instruct-Turbo, and LLaMA3-7B refers to Meta- 1020

Llama-3-8B-Instruct-Turbo. We use Claude-3.5- 1021

sonnet to indicate Anthropic’s claude-3-5-sonnet- 1022

20240620 model and Claude-3-sonnet for claude- 1023

3-sonnet-20240229. Finally, Mistral-7B signifies 1024

Mistral’s Mistral-7B-Instruct-v0.3 model. 1025

A.2.2 Model Size 1026

GPT-4o and GPT-4o-mini are proprietary models, 1027

and OpenAI has not disclosed their exact parame- 1028

ter counts. LLaMA3-70B is a 70-billion-parameter 1029

language model from Meta, while LLaMA3-7B 1030

is a smaller 8-billion-parameter version within 1031

the same series. Claude-3.5-sonnet and Claude- 1032

3-sonnet are proprietary models from Anthropic 1033

with undisclosed parameter sizes. Mistral-7B is 1034
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a 7-billion-parameter instruction-tuned model de-1035

veloped by Mistral. These models vary signifi-1036

cantly in scale, with the LLaMA3-70B and GPT-1037

4o representing large-scale models aimed at high-1038

performance language understanding and genera-1039

tion, while the LLaMA3-7B and Mistral-7B offer1040

more compact alternatives suitable for efficiency-1041

oriented applications. GPT-4o-mini likely repre-1042

sents an efficiency-optimized variant of GPT-4o,1043

though precise parameter details are not publicly1044

available. The Claude models are part of An-1045

thropic’s Claude series, designed to balance per-1046

formance and efficiency, though their exact archi-1047

tectures remain proprietary.1048

A.3 Human Evaluation1049

Human Annotations. Annotations from five paid1050

student annotators, previously discussed in Sec-1051

tion 7, were utilized. Given the wide range of1052

topics and query amounts covered by the instruc-1053

tion set, it is improbable for a single annotator to1054

possess comprehensive proficiency across all sub-1055

jects. Therefore, we implemented a majority voting1056

system, supplemented by the use of online research1057

tools, to enhance the accuracy of these expert an-1058

notations. All annotators were fairly compensated,1059

with wages exceeding the minimum hourly stan-1060

dard. All annotators are told and have consented1061

that their data will be collected anonymously for1062

research usage. The guideline for paid student an-1063

notators and interface used is demonstrated in Fig-1064

ure 5. Annotators are asked to read the guidelines1065

before starting the annotation.1066

A.4 Prompt Template for LLM-as-the-judge1067

In Table 5, we provide the detailed prompt tem-1068

plate for LLM-as-the-judge. We performed self-1069

consistency check for running 2 times. If the results1070

do not match, rerun until the results match. The1071

model setup follows Section 6, GPT-4o as the de-1072

fault model with temperature τ = 0 to generate1073

and evaluate.1074

A.5 Prompt Template for CONSTRAINT1075

SCORE.1076

Here we provide the Detailed Prompt Template for1077

CONSTRAINT SCORE.1078

A.5.1 Intent Constraint Mapping1079

Table 6 provides the detailed prompt of Intent Con-1080

straint Generation in CONSTRAINT SCORE. We1081

put all steps together instead of seperating them1082

for (1) efficiency, one call of LLM is enough and 1083

(2) self-consistency, user may run this prompt for 1084

multiple times to ensure the constraint consistency. 1085

A.5.2 Intent Constraint Scoring 1086

Similarly, we provide Table 7 for the prompt tem- 1087

plate for Intent Constraint Scoring. 1088

A.5.3 Fact Check 1089

As defined in Section 3.2, intent hallucination oc- 1090

curs when an LLM’s generation fails to align with 1091

the query, regardless of its factual accuracy. While 1092

this is not our primary focus, we introduce an addi- 1093

tional fact check step here to provide further analy- 1094

sis over LLM’s generation. Inspired by Min et al. 1095

(2023) and Wang et al. (2023), we adopt a two- 1096

step approach to ensure the factual correctness of 1097

LLM’s generation. 1098

Model Setup. For the factual evaluation, we still 1099

use GPT-4o but only change the temperature τ = 1100

0.3. 1101

Step 0: Self-Consistency Check. First, we in- 1102

struct the language model to evaluate (1) whether 1103

there are any factual inaccuracies in the generated 1104

response, and (2) whether the generation neglects 1105

any factual information that is required by the 1106

query. This check is performed five times indepen- 1107

dently, and the most consistent result is selected as 1108

the final output. We performed manual evaluation 1109

before we decide to adopt this strategy. 1110

Step 1: Wikipedia as reliable source. When 1111

LLM reports factual inaccurate or missing fac- 1112

tual information, we further perform knowledge 1113

retrieval for the generation. In particular, we adopt 1114

the Retrieval-Augmented Generation (RAG) frame- 1115

work developed based on Wikipedia knowledge 1116

base (Semnani et al., 2023) to validate the fact 1117

check result in the previous step. 1118

Manual Check. We manually checked the per- 1119

formance of self-consistency over 100 cases with 1120

GPT-4o under τ = 0.3. We found that for 93 cases 1121

the results are consistent and accurate, indicating 1122

it is providing the correct outcome. For the rest 7 1123

cases, the 5 false-factual-inaccurate cases are de- 1124

tected by LLMs, leaving only 2 wrong cases. Due 1125

to monetary constraint and time constraint, we be- 1126

lieve this result is satisfying enough for us to adopt 1127

Self-Consistency method. 1128

A.6 Dataset Construction 1129

Our benchmark dataset was constructed using GPT- 1130

4 to generate all queries. To ensure the quality and 1131
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clarity of the instructions, we adopted a two-stage1132

validation process. First, we employed an LLM-as-1133

judge system to assess the answerability of each1134

query. This was followed by a secondary verifi-1135

cation step conducted by human experts. Table 11136

provides representative query samples from each1137

task category.1138

A.6.1 Omission1139

The Omission dataset contains two tasks: Fact1140

Checking and Creative Writing. For Fact Check-1141

ing, we began by extracting 3,000 distinct concepts1142

from Wikidata—a comprehensive knowledge base1143

covering all Wikipedia entities. These concepts1144

were drawn from four diverse domains: culture,1145

health, history, and technology. Each concept was1146

then processed using an LLM to generate a query1147

featuring multiple conditions. We calibrated the dif-1148

ficulty level based on concept popularity: queries1149

involving well-known concepts were designed to1150

be simpler (fewer than 3 conditions), while those1151

involving less common concepts were made more1152

complex (more than 3 conditions).1153

For Creative Writing, we manually designed 401154

unique constraints, detailed in the Appendix. The1155

LLM was instructed to generate stories and poems1156

while incorporating a randomized subset of these1157

constraints. Varying the number of constraints al-1158

lowed us to create samples with different difficulty1159

levels.1160

A.6.2 Misinterpretation1161

The Misinterpretation tas contains two tasks: Re-1162

sponse Evaluation and Content Analysis, both un-1163

der RAG setup. We first curated a collection of1164

200 reports from publicly Accessible news web-1165

sites, ensuring equal representation across four cat-1166

egories: culture, health, history, and technology1167

(50 articles each). We then manually crafted task-1168

specific prompts for Response Evaluation and Con-1169

tent Analysis. Each prompt was paired with three1170

RAG-retrieved reports on the same topic, which1171

were integrated into the query to simulate realistic1172

information retrieval and synthesis scenarios.1173

A.7 Detailed Experiment Result1174

Please refer to Table 9, Table 10 and Table 11 for1175

more results.1176

A.7.1 Content Analysis1177

Here we report the complete result for Content1178

Analysis in Table 10. We report different types of1179

missing materials respectively, i.e., No Query Hal- 1180

lucination (NQH), No Response Hallucination 1181

(NRH), and No Article Hallucination (NAH). We 1182

report the average hallucination rate across all three 1183

types only in Section 7. 1184

A.7.2 Response Evaluation 1185

Here we report the detailed result for Response 1186

Evaluation in Table 11. To provide a more detailed 1187

analysis, we further performed hallucination type 1188

analysis, where T1 refers to type Incorrect article 1189

count (did not correctly mention that only two ar- 1190

ticles are provided), and T2 refers to Invented or 1191

hypothetically created a third article. Others rep- 1192

resent other types of hallucination. As T1 is still 1193

following the prompt, we report the average of T2 1194

as hallucination rate in Section 7. 1195

A.8 Analysis 1196

Here we put the extra analysis with examples, as 1197

shown in Table 13 and Table 12. 1198

LLMs could proceed the task by inventing. 1199

We conducted a qualitative analysis of the hallu- 1200

cinated cases in the Misinterpret dataset. In the 1201

Content Analysis-Relationship Analysis setup, a 1202

notable finding is that LLMs sometimes invent 1203

missing articles in order to continue generating a 1204

response, as shown in Table 13. This phenomenon 1205

is particularly intriguing because the invention by 1206

the LLM can occur in two distinct ways: (1) pure 1207

hallucination, where the model simply fabricates a 1208

non-existent article, or (2) an intentional invention, 1209

where the LLM acknowledges that the article is 1210

hypothetical and explicitly states this before pro- 1211

ceeding with its invention and final response. The 1212

second scenario corresponds to our earlier finding, 1213

"LLMs know when they are omitting," suggesting 1214

that LLMs at some extent tend to proceed the task 1215

by themselves, neglecting human instructions. 1216

15



Figure 5: Human Evaluation Webpage Screenshot.
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Component Details

Context Your goal is to evaluate whether a response from a language model (LLM) fully and accurately satisfies
the requirements of a given query. A query can be broken down into smaller, specific requirements
called intent constraints, which represent distinct conditions that must be addressed in the response.
Key Definitions
Intent Constraints: Clear, specific requirements derived from the query. They can be categorized as:

• Mandatory (Cm): Must be addressed with the highest priority.

• Important (Ci): Should be addressed but are slightly less critical.

• Optional (Co): Nice to have but not essential.

Intent Hallucination: When the model’s response fails to satisfy the query due to:

• Omission: Skipping one or more intent constraints.

• Misinterpretation: Addressing concepts or actions that were not in the query or distorting the
intended meaning.

Evaluation Instructions

• Identify Intent Constraints: Given the query, list the key intent constraints (Cm, Ci, Co).

• Check Response Alignment: Assess whether the response addresses each constraint:

– Does it fulfill all mandatory constraints (Cm)?
– Does it reasonably cover important constraints (Ci)?
– Does it optionally address optional constraints (Co)?

• Detect Hallucination:

– Omission: Are any mandatory or important constraints missing?
– Misinterpretation: Does the response introduce concepts or actions not present in the

query?

Output
For each evaluation, return:

• Constraint Fulfillment: List each constraint and whether it was addressed.

• Hallucination Summary:

– Omission (Yes/No): [describe if applicable]
– Misinterpretation (Yes/No): [describe if applicable]

Table 5: LLM-as-the-judge Prompt Template.
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Component Details

Prefix You are an advanced linguist tasked with processing queries using a constraint-based approach.
Decompose the given query step by step, following the instructions below.

Query: Existing Content

Suffix 0. Preliminary Check:
- Focus solely on the TASK QUERY.
- Check if any external content, documents, or data are provided.
- Verify if ALL NECESSARY external contents are provided.

If ANYTHING is missing, request clarification.
Example: If the user asks you to evaluate a response based on a given article but forgets to provide it,
you should request the missing information.
If the Preliminary Check fails, IGNORE the following steps and politely ask for clarification. Use
"START:" to begin the final listing.

1. Identify Core Elements:
- Determine the main subject, action, and context of the query. Focus on the query’s intent, but

not the task itself (e.g., put words like "name/list" as an action).
- Ensure the necessary content is available if the action involves processing external content.
- DECOMPOSE AS THOROUGHLY AS YOU CAN. EACH ELEMENT MUST BE A SINGLE

OBJECT, NOT MULTIPLE. Do not overanalyze the query—if the query is simple, then it would not
have many constraints.

2. Decompose into Constraints:
a) Essential Components Extraction:

- Identify all explicit conditions, requirements, or limitations in the query.
- Map each to one of the following components: Location, Time, Subject, Action, Qualifiers,

Quantity.
- Treat each condition as a separate constraint.

b) Constraint Prioritization and Formulation:
- For each constraint, assess its importance:

- Mandatory: Critical elements that must be addressed. Include all Location, Time, Subject,
Action.

- Important: Elements that should be addressed if possible. Include all Qualifiers, Quantity.
- Optional: Elements that can be addressed if convenient. Include all others.
- Formulate constraints for each component, specifying the priority, using the template:

"[Priority Level]: [Component] must/should [condition]"
At the end, provide the list of constraints a response should cover, grouped by priority levels ONLY.
Use "START:" to begin the final listing.
YOU MUST ONLY LIST THE FINAL CONSTRAINTS AT THE END, AFTER START. NOTHING
ELSE.

Table 6: Prompt Template for Intent Constraint Mapping. The final prompt is Prefix + Query+ Suffix.

Component Details

Task Overview Given a query and a response, evaluate if the response addresses all constraints derived from the query.

Input Format QUERY: The original user query
CONSTRAINTS: List of intent constraints derived from the query
RESPONSE: The response to be evaluated

Evaluation Steps 1. Manual Constraint Evaluation:
- Evaluate each constraint individually
- Determine if each constraint is satisfied in the response

2. Constraint Satisfaction Summary:
- Group constraints by priority levels
- Calculate satisfaction ratio for each group
- Format as "[Priority Level]: X/Y"

Output Format Final Listing:
- Begin with "START:"
- List satisfaction ratios by priority groups
- No additional content after the listing

Table 7: Prompt Template for Intent Constraint Scoring.

18



Datasets FAITHQA: Dataset Statistics

Easy Hard Total

Minor Fabrication

Fact Checking Open Answer
Tech 500 500 1000
Culture 500 500 1000
History 500 500 1000

Creative
Writing

Story – 500 500 1000
Poem – 500 500 1000

Major Fabrication

Response
Evaluation

Tech – – 810
Health – – 750
Culture – – 810
History – – 840

Content
Analysis Relationship

Tech – – 1431
Health – – 1225
Culture – – 1436
History – – 1837

Summary

Tech – – 1431
Health – – 1225
Culture – – 1436
History – – 1837

Table 8: Dataset statistics for FAITHQA. Each cell shows the number of problems across difficulty and topic. Easy:
constraints ≤ 4, Hard: constraints > 4.

Tasks
FAITHQA: Creative Writing

GPT-4o GPT-4o-mini LLaMA3-70B LLaMA3-8B Claude-3.5 Claude-3 Mistral-7B

Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS Perfect CS

Creative Writing

Story
Easy 0.53 8.41 0.41 8.17 0.36 7.84 0.32 7.65 0.43 7.79 0.43 8.03 0.12 6.42
Hard 0.22 7.58 0.20 7.33 0.22 7.26 0.17 6.76 0.25 7.48 0.21 7.66 0.04 5.42

Poem
Easy 0.44 8.51 0.35 8.22 0.51 8.61 0.33 8.11 0.60 8.88 0.48 8.44 0.09 6.38
Hard 0.35 8.06 0.25 7.37 0.51 8.68 0.20 7.32 0.59 9.16 0.45 8.46 0.04 4.60

Table 9: Results for the Omission dataset, categorized by difficulty level. Performance metrics include Perfect
(higher the better) and Constraint Score (CS) (average score, higher the better) for Fact Checking and Creative
Writing (Story/Poem) tasks. Tasks are classified as Easy (constraints ≤ 4) or Hard (constraints > 4). Bold and
underlined values indicate the best performance for each task and difficulty level. CS column is highlighted for
visual emphasis.
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Tasks FAITHQA: Misinterpretation - Content Analysis

GPT-4o GPT-4o-mini LLaMA3-70B LLaMA3-8B Claude-3 Claude-3.5 Mistral

NQH NRH NAH NQH NRH NAH NQH NRH NAH NQH NRH NAH NQH NRH NAH NQH NRH NAH NQH NRH NAH

Culture

0.80 0.87 0.80 0.93 0.73 0.93 1.00 0.93 1.00 1.00 0.53 1.00 0.73 0.40 0.80 0.67 0.60 0.80 1.00 0.93 1.00

Health

0.87 0.60 0.67 0.47 0.87 0.80 0.93 1.00 0.93 1.00 0.87 0.93 0.80 0.40 0.80 0.73 0.40 0.80 1.00 1.00 1.00

History

1.00 0.33 0.87 0.73 0.60 0.73 1.00 0.87 1.00 1.00 0.87 1.00 0.60 0.47 0.80 0.53 0.60 1.00 1.00 0.87 1.00

Technology

0.93 0.40 0.87 1.00 1.00 0.87 0.93 0.80 1.00 1.00 0.80 0.93 0.73 0.47 1.00 0.93 0.47 1.00 1.00 0.93 1.00

Table 10: Results of Perfect, reported on No Query Hallucination (NQH), No Response Hallucination (NRH),
and No Article Hallucination (NAH) (rate of hallucination-free generation, lower is better).

Datasets GPT-4o GPT-4o-mini LLaMA3-70B LLaMA3-8B Claude-3 Claude-3.5 Mistral

T1 T2 Other T1 T2 Other T1 T2 Other T1 T2 Other T1 T2 Other T1 T2 Other T1 T2 Other

Culture

Perfect 0.08 0.83 0.09 0.20 0.79 0.01 0.05 0.94 0.01 0.07 0.88 0.05 0.07 0.92 0.01 0.05 0.89 0.06 0.02 0.84 0.14

Health

Perfect 0.05 0.95 0.00 0.07 0.91 0.02 0.10 0.86 0.04 0.14 0.86 0.00 0.01 0.89 0.09 0.05 0.92 0.03 0.29 0.66 0.05

Tech

Perfect 0.19 0.81 0.00 0.13 0.86 0.01 0.15 0.84 0.01 0.16 0.84 0.00 0.11 0.81 0.08 0.08 0.87 0.05 0.37 0.50 0.13

Table 11: Categorized types of Hallucination for Response Evaluation.

Prompt Generation

List three European explorers who circumnavigated
the globe before the 18th century and were not born
in England or Portugal.

Here is a list:
1. Ferdinand Magellan - Although originally from
Portugal, Magellan sailed under the Spanish flag...

Name two traditional festivals celebrated in England
only, meanwhile these festivals are originated before
the Norman Conquest in 1066.

Here is a list:
1. Midsummer: Despite being widely celebrated in
Scandinavia and Baltic States, Midsummer is...

Table 12: Examples from GPT-4o under Fact Checking’s Open Answer setup. GPT knows it could be omitting,
as it mentions how the answer may not address the query, but it can’t help with providing these famous subjects
as answer. In the first example, GPT (intentionally) omits the constraint "not born in England or Portugal" and
provides Magellan as the answer, who was born in Portugal. In the second example, GPT omits "celebrated in
England only" and names Midsummer, a festival that is also widely celebrated in Scandinavia and Baltic States.
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Prompt Generation

For the following three articles, explain how the
first article contradicts with the second article and is
supported by the third article.
Article 1: Existing Content

Article 2: Existing Content

Article 3: Missing Content

To analyze the relationship between the three articles,
we can break down how Article 1 contradicts Article
2 while being supported by Article 3.

• Article 1: (summary)
• Article 2: (summary)
• Article 3: (invented summary)

In summary, Article 1 contradicts Article 2 by (con-
cepts), which is supported by arguments in Article 3
(invented concepts)...

How well does the given response answers the given
query following the provided article?
Query: Missing Content

Article: Existing Content

Response: Existing Content

The response provided addresses the query by sum-
marizing the key sectors of (concepts). Here’s an
evaluation of how well the response answers the
query:...
Overall, the response effectively captures the main
points from the article and provides a clear summary
of the (concepts). It accurately reflects the article’s
argument on (concepts).

Table 13: Examples from GPT-4o under Content Analysis (Relationship Analysis) and Response Evaluation setup.
GPT misinterprets by either (1) inventing a non-existent article to help itself or (2) altering the query to avoid the
missing content. In the first example, GPT invents a non-existent Article 3 to complete the analysis task required by
the query. In the second example, GPT similarly invents a non-existent query to provide an answer, but ultimately
claims that the Response offers a clear summary of the Article—thereby altering the original query, which was
meant to evaluate how well the Response addressed the Query with the provided Article.
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