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ABSTRACT

Super-resolution (SR) is an ill-posed inverse problem with a
large set of feasible solutions that are consistent with a given
low-resolution image. Various deterministic algorithms aim
to find a single solution that balances fidelity and percep-
tual quality; however, this trade-off often causes visual arti-
facts that bring ambiguity in information-centric applications.
On the other hand, diffusion models (DMs) excel in generat-
ing a diverse set of feasible SR images that span the solution
space. The challenge is then how to determine the most likely
solution among this set in a trustworthy manner. We observe
that quantitative measures, such as PSNR, LPIPS, DISTS, are
not reliable indicators to resolve ambiguous cases. To this ef-
fect, we propose employing human feedback, where we ask
human subjects to select a small number of likely samples and
we ensemble the averages of selected samples. This strat-
egy leverages the high-quality image generation capabilities
of DMs, while recognizing the importance of obtaining a sin-
gle trustworthy solution, especially in use cases, such as iden-
tification of specific digits or letters, where generating mul-
tiple feasible solutions may not lead to a reliable outcome.
Experimental results demonstrate that our proposed strategy
provides more trustworthy solutions when compared to state-
of-the art SR methods.

Index Terms— super-resolution, diffusion models, arti-
facts, trustworthy sample selection, human feedback

1. INTRODUCTION

Single-image super-resolution (SR) is an ill-posed inverse
problem, where a single input image can correspond to multi-
ple feasible output images, introducing ambiguity into the SR
reconstruction process. Early deep learning based SR meth-
ods [9] treated SR as a deterministic re-
gression problem and generated a single output image based
on a set of LR-HR paired training data.
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Fig. 1: Visual performance of recent x4 SR methods on
a crop from Urban100 dataset (img-6) [8]. SOTA methods
reconstruct “5” as “6”, whereas the opening in the lower part
of “5” is visible in our result confirming that the proposed
strategy resolves the ambiguity and provide a thrustworthy
solution. Note PSNR, DISTS and other quantitative scores
are not reliable indicators to resove such ambiguity.

Recognizing the inherently ill-posed nature of the SR
problem, many recent methods 18] and
challenges [20} propose learning a one-to-many mapping
that is consistent with the conditional distribution of output
images given the input, aiming to generate a diverse set of
feasible SR images that span the SR space. These formula-
tions prioritize photo-realism of solutions, consistency with
the LR image, and diversity (coverage of the SR space).
However, such stochastic generative models introduce a new
problem: how to find a trustworthy solution when extracting
critical information from many possibly conflicting SR im-
ages, e.g., whether a digitis 5 or 6. In such cases, there is need
for reliable methodology to determine whether it is possible
to rule out certain solutions and pick a trustworthy outcome.



We observe that the traditional objective quality (fidelity)
measures such as Peak Signal-to-Noise Ratio (PSNR) and
SSIM, as well as popular perceptual quality measures such
as LPIPS [22] and DISTS [23], are inadequate to evaluate
trustworthy SR solutions. Indeed there exists a divergence
between human visual evaluations and known quantitative
measures, particularly when evaluating generated high-
frequency (HF) details. Therefore, one cannot rely solely
on numerical measures to evaluate trustworthiness in SR.

To this effect, we propose a human feedback-centric ap-
proach to assess trustworthiness of SR solutions. Human sub-
jects are asked to select up to 5 most likely outputs from a set
of feasible SR images. The images selected by each subject
are then ensembled according to the requirements of the task.
We introduce a straightforward yet highly effective image en-
sembling strategy in this study, enabling diffusion models to
leverage human feedback to resolve the ambiguity in gen-
erated samples. In essence, our goal is to address the chal-
lenge of finding a trustworthy solution with accurate details.
Our experimental results demonstrate that a pre-trained La-
tent Diffusion Model (LDM) with strategic sample selection
guided by human feedback (LDM-SS) and image ensembling
outperforms state-of-the-art SR methods considering both re-
liability and visual image quality. However, we observe that
the success of LDM-SS in improving trustworthiness and sub-
jective visual quality does not necessarily translate into im-
provements in traditional quantitative measures.

Our main contributions are summarized as follows:

1. We address the challenge of obtaining a single trustworthy
solution in the SR space spanned by diffusion models when
information extraction is critical.

2. We introduce a human feedback-centric approach for SR
sample selection, along with an ensembling strategy, demon-
strating the superiority of the diffusion model in achieving
accurate and reliable results.

3. Our suggested approach is versatile, as the combination of
ensembling strategy and the integration of human feedback
can be applied to any stochastic generative model, guiding it
to produce trustworthy and consistent SR images.

2. RELATED WORKS

One-to-One SR Inference. Many popular SR models, in-
cluding EDSR [1]], RRDB [4] and PDASR [24], are deter-
ministic regressive mappings from LR to HR images trained
by [y or 5 reconstruction losses. Even though these models
achieve high fidelity, measured by PSNR, they still produce
serious artifacts that contribute to the ambiguity problem.
Generative adversarial networks (GAN) have been pro-
posed to generate photo-realistic images [25]. Many SR mod-
els based on the principles of GAN have been proposed over
the years [[L1l], [4], [2], [Sl, [7], [3] to generate a single SR
image (per A). It is well known that GANs hallucinate HF
details. It is obvious to humans that some of these halluci-

nations are artifacts, while some others may look like real al-
though they are fake. Hence, GAN-based SR models cannot
offer a trustworthy solution to resolve the ambiguity problem.

One-to-Many SR Inference. To generate rich diversity,
likelihood-based model training prioritizing accurate density
estimation such as variational autoencoders (VAE) [26} 27]
and normalizing flow based SR methods [14, |15} 28] have
been introduced. They offer notable benefits compared to
GAN-based methods including monotonic convergence, sta-
ble training and efficiency while generating multiple SR
images, however, they exhibit low fidelity in terms of image
quality. Similarly, autoregressive models (ARM) [29, [30]
excel in density estimation but face high computational com-
plexity for inference due to their sequential sampling process.
In addition, pixel-based image representations require pro-
longed training times to learn subtle HF details [31].

Recently, significant progress has been made in one-to-
many SR image generation with the advent of diffusion mod-
els [32,133,134,135,136.116L 117, 19]. However, current diffusion
models still face some challenges, including but not limited
to complex two-stage pipelines, high computational require-
ments for training, and presence of unnatural artifacts result-
ing in unreliable ambiguous SR outputs. In this work, we em-
ploy a pre-trained LDM for x4 SR to avoid lengthy training
and propose strategic sample selection via human feedback to
address the challenge of trustworty SR image reconstruction
by integrating the strengths of diffusion models, human feed-
back, and image ensembling within a practical framework.
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Fig. 2: Demonstration of the SR space spanned by LDM [[17]]
samples, proposed LDM-SS and other state-of-the-art meth-
ods on the PSNR-DISTS plane. We note that perception-
distortion tradeoff with respect to known metrics does not cor-
relate well with visual quality and trustworthiness.
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Fig. 3: Block diagram of our approach depicting sample selection from the diffusion model SR space by human feedback.

3. LDM-SS: RESOLVING AMBIGUITY THROUGH
SAMPLE SELECTION IN DIFFUSION SR SPACE

3.1. SR Space Spanned by LDM

Diffusion models [32]] are statistical models designed to learn
a data distribution, p(x), through progressively denoising a
normal distributed variable. This process involves learning
the inverse operation of a Markov Chain with a fixed length T'.
Recently proposed LDM [[17] method performs diffusion pro-
cess in a low dimensional latent space and provides compu-
tationally tractable and flexible SR images what we refer as
subspace spanned by LDM as demonstrated in Fig. [2l On one
hand all diffusion-based methods including LDM have a com-
mon problem: generation of SR image samples exhibiting
rich textures but lack fidelity. On the other hand, in order
to compare the performance of DMs and one-to-one SR ap-
proaches, we need to map the set of outputs to a single SR
image. One can simply select a certain realization from the
set. However, since there is a significant variety among all
possible SR realizations produced by DMs, it is hard to ob-
tain the well-suited result in the first realization. Therefore,
generating numerous possible solutions in such information-
centric applications may not result in a conclusive decision.

3.2. Resolving Ambiguity in the Diffusion SR Space

Our proposed method involves combining various diffusion
samples into a unified, trustworthy image by ensembling them
through human feedback. The objective is to strike a balance
between high fidelity and perceptual distortion, particularly
for information-centric applications. The block diagram illus-
trating our proposed approach is depicted in Fig. Specif-
ically, while developing the concept of strategic sample se-
lection for trustworthy SR images, we employ LDM method
to construct SR space by sampling from the learned distribu-
tion at inference time. For each LR image, we generate up to
100 images for human selection, then top 5 selected images
by majority voting are ensembled by pixel-wise averaging to
construct the SR image.

A hypothetical use case is demonstrated in the following
example: Suppose an evidence, shown in Fig. [@}(a), is pre-
sented to a court of law. The prosecution confidently asserted
that the digit in the image is unequivocally “5.” On the op-
posing side, the defense argued persuasively for an undeni-

Table 1: Thirty participants were asked to select two samples
out of 324 generated samples that are most helpful to identify
the specific digit.

Perceived as “5”  Perceived as “6”

# of People 22 (73.3%) 8 (26.7%)
LR  HAT[6]  SROOE[3]  Avg. “5” Avg. “6”

Fig. 4: Identification of the digit from LR image is impossible
and results of state-of-the-art methods HAT [6] (Regressive)
and SROOE [3] (GAN-SR) are ambiguous. However, the five
most selected figures were combined through pixel-wise aver-
aging, yielding single, informative SR image. The prevalence
of the perception of “5” enables mitigating ambiguity.

able “6.” As experts in image processing were summoned to
the witness stand, they face a tough challenge. They have
employed state-of-the-art regressive and generative SR algo-
rithms, including HAT [6] and SROOE [3]. Yet, they have
not reached a consensus. This ambiguity in SR problems
exemplifies the profound complexities awaiting a solution.
Since the correct answer, the presented digit being 5 or 6 can
be deduced from the plausible SR space spanned by diffu-
sion samples, then direct human evaluation can be employed.
Specifically, we use mean opinion score (MOS) and total of
30 participants are tasked with identifying the specific number
depicted. Subsequently, they are asked to select the 2 samples
among 324 generated ones that are most helpful to identify the
digit. As presented in Table|l} 22 among 30 participants per-
ceived generated samples as “5”, whereas 8 of them predicted
the number as “6”. Then, 5 most selected figures for the digit
is ensembled by pixel-wise averaging resulting in a single, in-
formative SR image demonstrated in Fig. [4}(d) and (e). It is
important to note that participants are not provided with infor-
mation regarding the actual, ground-truth digit, relying solely
on their visual preferences. Since, most people perceived the
number as “5”, the ambiguity is resolved to sum extend.
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Fig. 5: Visual comparison of proposed method and state-of-the art regressive (purple), GAN-based (blue), flow-based (red) and
LDM SR methods on Mnist dataset [38]]. It can be seen that the proposed LDM-SS method provides more reliable SR images
for information retrieval, but quantitative metrics are insufficient to capture the nuances of visual artifacts or trustworthiness.

4. EXPERIMENTAL RESULTS

Implementation Details and Benchmarks. We selected
two popular datasets as benchmarks: Mnist dataset [38] and
DIV2K [39]. Since, the size of Mnist images is 28x28,
we obtain 7x7 LR images after downsampling by 4 in each
dimension using Matlab’s bicubic kernel. Then, each LR im-
age is upsampled by the latent diffusion model (LDM) [17]].
Since LDM is designed to upsample images from 64x64
to 256x256, 7x7 LR sample is repeated 9 times both verti-
cally and horizontally before applying the diffusion process.
Since it is a stochastic process each SR image contains vari-
ety of upsampled numbers. Similarly, cropped 32x32 pixels
of RGB images from DIV2K [39] are fed into the pretrained
LDM model with a scaling factor of 4 x.

Human Evaluation. Since none of the highly utilized evalu-
ation metrices including PSNR, LR-Consistency [20], SSIM,
LPIPS [22] and DISTS [23] do not correlate with the infor-
mation that has been conveyed through the SR images. Ac-
cordingly, we employ direct human assessment for evalua-
tion. While the mean opinion score (MOS) is a prevalent
measure for assessing image quality has been found to be a
more reliable method for such subjective quality assessments.
In Task-1, the 30 participants are assigned the task of identify-
ing a specific number from the Mnist [38]] dataset, followed by
the requirement to select the two numbers deemed most “nat-
ural” from a pool of 324 generated samples. Task-2 is similar,
subjects are presented 15 natural images from DIV2K [39]],
focusing solely on selecting the more photo-realistic image.
In both tasks, the ground-truth image is not provided, hence
participants just rely entirely on their visual preferences.

4.1. Comparison with the State-of-the-Art Methods

Quantitative Comparison. Table [2] demonstrates quantita-
tive comparison for 4 x SR methods and our proposed strate-

gic sample selection approach for Task-2. The main objec-
tive of Task-2 is to have the subjects concentrate exclusively
on choosing the image that appears more ’photo-realistic”
among 15 diffusion samples. In each round, fifteen 128x128
samples are presented simultaneously to each participant and
asked to select at most 3 images with natural looking details,
colors and lightning. To have a concrete evaluation, this se-
lection process is repeated for 10 images from DIV2K [39]
dataset. Also, in order not to biased the participants, the
ground-truth image is kept hidden. The top 3 selected images
are ensembled by pixel-wise averaging. Then, we compare
the ensembled images with the existing state-of-the-art meth-
ods including EDSR [1]], RRDB [4], HAT [6], ESRGAN+
[2], SPSR [5], LDL [7], SROOE [3]] as well as stochastic
SR methods like HCFLow++ [37], SRFlow-DA [15]. Even
though we provide quantitative comparison results for our
proposed approach, the efficacy of evaluating visual artifacts
in SR tasks cannot solely rely on metrics such as PSNR or
other quantitative perceptual scores. While these metrics pro-
vide numerical insights into image quality, they might not
capture the nuances of visual artifacts effectively. In this con-
text, it becomes crucial to explore alternative methods that go
beyond quantitative assessments.

Qualitative Comparison. Visual comparisons among 4 x SR
approaches and LDM-SS are presented in Fig. [I] [5] and [6]
These figures showcase the effectiveness of strategic sample
selection by human feedback in mitigating visual artifacts. In
details, we observe that all GAN-SR results including ESR-
GAN+ [2], SPSR [S], LDL [[7]l, SROOE [3] as well as stochas-
tic SR methods like HCFLow++ [37], SRFlow-DA [15]] pro-
duce visible artifacts and experience excessive sharpness. For
instance, the visual results presented in Fig. [5|demonstrate the
effectiveness of human feedback for information-centric ap-
plications by enabling the outcome of the accurate digit. The
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Fig. 6: Comparison of the proposed method with the state-of-the-art for x4 SR on natural images from DIV2K validation
set [39]. Even though the proposed LDM-SS method with human feedback has clear advantages in reconstructing realistic
high-frequency details while inhibiting artifacts, popular quantitative metrics are insufficient to reflect the visual improvements.



SRModel PSNR{ LR Consistency 1 SSIM{ LPIPS LPIPSygg) PieAPP| DISTS, NRQMft
EDSR 25.962 43.047 0.803  0.115 0.231 0.901 0.194 5.142
Regressive RRDB 25316 39.508 0.788  0.103 0.225 0.799 0.187 5.850
HAT 27.408 44.673 0.826  0.089 0.201 0.686 0.179 5.518
ESRGAN+  22.666 31718 0.716  0.083 0.224 0.292 0.168 7757
GAN-based SPSR 24.760 36.520 0762 0.063 0.184 0.523 0.138 7.159
LDL 27.194 43.360 0.852  0.053 0.145 0.396 0.125 7.079
SROOE  25.894 41.040 0.790  0.061 0.166 0.562 0.132 6.741
Flow-based SRFlowDA  27.510 46.929 0.852 0.062 0.172 0.686 0.145 6.699
HCFlow  25.062 43.302 0.777  0.067 0.183 0.641 0.141 6.896
SR3 21.596 25.587 0.683  0.231 0.299 2.065 0.357 6.649
Diffusion-based LDM 24.234 29.655 0.780  0.122 0.244 0.898 0.185 5.794
IDM 24.573 29.526 0.716  0.149 0.294 0.651 0.227 6.496
LDM-SS  26.047 31.447 0.823  0.141 0.227 1.120 0.194 5.195

Table 2: Performance comparison of x4 (32x32 — 128x128) SR models on DIV2K validation set. Even though LDM-SS
successfully suppresses distortions, contributing to visually enhanced and reliable outputs, there exists an intriguing divergence
between the notable visual performance and the quantitative measures.

first digit presented by state-of-the-art methods can be per-
ceived as “6.” On the contrary, LDM-SS provides the accurate
digit “5.” Similarly, second digit obtained by SOTA methods
is not a clear “8”, unlike the output of LDM-SS. In addition,
the qualitative results from DIV2K [39] dataset demonstrated
in [6] prove LDM-SS visibly suppresses unwanted distortions
and enhances overall image quality in a perceptually mean-
ingful way and enables visually on-par or better results with
SOTA SR methods.

5. CONCLUSION

DMs are able to generate not one but a set of plausible SR
images at their output. While this improves diversity, it brings
the ambiguity of how to select the single trustworthy SR so-
lution when the goal is to extract crucial information from
LR images. In this work, we are primarily interested in ob-
taining a consistent and reliable image SR result within the
space spanned by diffusion models. Specifically, we benefit
from human feedback while selecting diverse set of diffusion
samples since we found that we cannot rely on quantitative
metrics to select a trustworthy result. Then, we ensemble
the selected images to resolve the ambiguity in SR images
and to obtain a reliable, photo-realistic solution. Our ap-
proach achieves promising results on DIV2K validation set
and information-centric applications. While our method,
LDMS-SS, excels in delivering visually appealing results by
reducing artifacts, these improvements may not be accurately
reflected in quantitative scores like PSNR, MS-SSIM, LPIPS,
DISTS, etc. The proposed method for selection of diffusion
samples is generic in the sense that any off-the-shelf diffusion
model can be easily plugged into this framework to benefit
from human feedback to resolve the ambiguity.
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