
What Is Seen Cannot Be Unseen: The Disruptive Effect of Knowledge
Conflict on Large Language Models

Anonymous ACL submission

Abstract
Large language models frequently rely on both001
contextual input and parametric knowledge to002
perform tasks. However, these sources can003
come into conflict, especially when retrieved004
documents contradict the model’s parametric005
knowledge. We propose a diagnostic frame-006
work to systematically evaluate LLM behavior007
under context-memory conflict, where the con-008
textual information diverges from their para-009
metric beliefs. We construct diagnostic data010
that elicit these conflicts and analyze model011
performance across multiple task types. Our012
findings reveal that (1) knowledge conflict has013
minimal impact on tasks that do not require014
knowledge utilization, (2) model performance015
is consistently higher when contextual and para-016
metric knowledge are aligned, (3) models are017
unable to fully suppress their internal knowl-018
edge even when instructed, and (4) providing019
rationales that explain the conflict increases020
reliance on contexts. These insights raise con-021
cerns about the validity of model-based eval-022
uation and underscore the need to account for023
knowledge conflict in the deployment of LLMs.024
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1 Introduction026

Large language models (LLMs) are capable of gen-027

eralizing across a wide range of tasks by blending028

distinct skill sets. They exhibit impressive task-029

completion ability and expansive internal (paramet-030

ric) knowledge. These abilities enable LLM to per-031

form tasks such as copy editing and summarization,032

while parametric knowledge facilitates open-ended033

question answering on diverse domains (Cao et al.,034

2022). Some tasks require both skills, such as an-035

swering questions with the support of a provided036

context.037

What happens when a conflict arises between the038

context provided to complete a task and the model’s039

1Code available at [Anonymous].
2The title, in other words, reflects that "Dasein is its past

in the way of its own being" (Heidegger, 1962).

Figure 1: Illustration of different evidence types. In the
rest of the manuscript, model internal knowledge will
be referred to as No Contradiction (NC).

parametric knowledge? Knowledge conflicts, 040

which arise from contradictions between the sup- 041

plied context and model memory, place a model’s 042

task-oriented behavior at odds with its stored 043

knowledge. Consider a Retrieval-Augmented Gen- 044

eration (RAG) scenario (Lewis et al., 2020), where 045

the model is expected to answer questions based 046

on retrieved documents. These documents may 047

contain up-to-date information, such as novel sci- 048

entific discoveries, that contradict the model’s train- 049

ing data. Assessing the feasibility of a scientific 050

idea, for instance, requires the integration of both 051

established and novel knowledge. In such cases, 052

the model’s inability to depart from its parametric 053

knowledge would prevent the model from leverag- 054

ing the newer information. Conversely, when re- 055

trieved documents present incorrect or alternative 056

viewpoints, validation with parametric knowledge 057

becomes crucial when the task requires factual in- 058

formation. Similarly, an LLM might be used for 059

evaluation where it must assess generations con- 060

taining false knowledge. These scenarios introduce 061

conflicts between the model’s internal knowledge 062
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Figure 2: Overall diagnostic data creation flow. The lower portion is a zoom in of Evidence Creation step.

and its ability to identify, extract, or summarize063

the content from external documents. Despite the064

increasing use of LLMs for both task execution065

and evaluation, little research has systematically in-066

vestigated model behavior in the presence of such067

conflicts.068

In this work, we study how the models resolve069

contradictions between the external context and070

their parametric knowledge under various tasks071

that require different types of knowledge. To072

elucidate model behavior across varying degrees of073

knowledge conflict and under different tasks, we074

create diagnostic texts (evidence) that introduce075

calibrated contradictions with the model’s paramet-076

ric knowledge. The degrees of knowledge con-077

flict span three conditions: conform to the model’s078

knowledge (no contradiction), plausible contradic-079

tion, and implausible contradiction, as shown in080

Figure 1. We then evaluate model behavior across081

tasks ranging from knowledge-free to knowledge-082

intensive, quantifying the impact of knowledge con-083

flict by measuring accuracy across different task084

settings. The overall diagnostic data creation flow085

is presented in Figure 2. Our analysis yields the086

following insights. 1) Knowledge conflict has min-087

imal impact on tasks that do not require knowledge088

utilization (§4.1). 2) For knowledge-centric tasks,089

regardless of the type of knowledge required, per-090

formance is consistently higher when contextual091

and parametric knowledge are aligned (§4.1). 3)092

Models are unable to fully suppress their internal 093

knowledge, even when explicitly instructed (§4.1). 094

4) Providing a rationale that explains the nature of 095

the conflict increases a model’s reliance on contex- 096

tual information (§4.2). These results shed light 097

on both the application and evaluation of language 098

models: Calibrating the right amount of context uti- 099

lization based on the requirements of a target task 100

can enhance a model’s performance. Critically, we 101

find that when using language models as evalua- 102

tors or judges (Zheng et al., 2023; Liu et al., 2023; 103

Ru et al., 2024; Chen et al., 2025), their internal 104

knowledge introduces systematic bias (§4.3), jeop- 105

ardizing the validity of model-based evaluation. 106

2 Related Work 107

Knowledge Conflict Xu et al. (2024) classify 108

knowledge conflict into three categories: context- 109

memory conflict, inter-context conflict (contradic- 110

tory evidence among retrieved passages), and intra- 111

memory conflict (inconsistent parametric beliefs). 112

Several benchmarks have been introduced to study 113

inter-context conflict. Early work synthesizes con- 114

tradictions by swapping named-entity answers in 115

QA corpora (Longpre et al., 2021). More recent 116

datasets derive conflicts from naturally occurring 117

sources: Wan et al. (2024) construct ConflictQA 118

using realistic search engine queries. Hou et al. 119

(2024) adapts editorial disputes from Wikipedia 120

to create WikiContradict, which measures how 121

2



language models respond to contextual conflicts.122

Hagström et al. (2024) introduce DRUID, a bench-123

mark originating from fact-checking sites contain-124

ing complex forms of conflict designed to evaluate125

context utilization in retrieval-augmented genera-126

tion. We concentrate on the still-under-explored127

context-memory conflict by using the aforemen-128

tioned benchmarks to obtain LLM’s parametric129

knowledge.130

The Use of Context Retrieval-Augmented Gen-131

eration (RAG) ameliorates the limitation of LLM’s132

knowledge being inherently static by injecting re-133

trieved evidence into the model’s input, thereby al-134

leviating hallucinations and supplying new informa-135

tion. However, the generation process within RAG136

remains modulated by the generator’s entrenched137

priors, the parametric knowledge that leads to dog-138

matic behavior and inefficient utilization of the139

retrieved context (An et al., 2025; Hagström et al.,140

2024). When the given input disagrees with a141

model’s parametric knowledge, context-memory142

conflict emerges. Jin et al. (2024) shows that143

language models exhibit the Dunning-Kruger ef-144

fect, i.e., often clinging to incorrect internal be-145

liefs rather than factual external evidence, and pro-146

poses Conflict-Disentangle Contrastive Decoding147

to recalibrate that bias. Tan et al. (2024) find that148

when the retrieved and generated contexts disagree,149

state-of-the-art LLMs disproportionately trust the150

self-generated text, due to its high similarity to151

the query than retrieved passages, resonating with152

the findings in Liu et al. (2025) that pointwise mu-153

tual information between the context and question154

poses high correlation with the generation perfor-155

mance. Techniques have been proposed to coerce156

stronger context utilization (Shi et al., 2024; Wang157

et al., 2025), yet indiscriminately suppressing para-158

metric knowledge may not always be salutary, as159

explained in §1. We argue that the use of paramet-160

ric and contextual knowledge should not be framed161

as an either-or decision, and we further study the162

effect of context-memory knowledge conflict on163

tasks that require different degrees of knowledge re-164

liance. We create diagnostic data with fine-grained165

conflict levels and tasks that demand varying de-166

grees of knowledge integration. This allows us to167

characterize model behavior across a wider conflict168

and task spectrum rather than a single, monolithic169

setting.170

3 Context-Memory Conflict Creation 171

We propose an automated framework for construct- 172

ing diagnostic instances tailored to each model 173

to introduce contradictions between the input and 174

the model’s latent beliefs. Figure 2 illustrates an 175

overview of the data construction pipeline. The 176

process begins with identifying the pre-existing 177

knowledge within a language model (Parametric 178

Knowledge Collection). To achieve this, we 179

leverage existing question answering datasets that 180

have two or more acceptable answers to one ques- 181

tion (Wan et al., 2024; Hou et al., 2024) to elicit the 182

model’s parametric knowledge, for which multi- 183

ple variants of prompts are included (Appendix A). 184

A piece of knowledge is considered part of the 185

model’s internal belief only if the model consis- 186

tently aligns with the perspective in a single answer 187

across all prompt variations, while rejecting con- 188

flicting alternatives. 189

With the model’s internal knowledge estab- 190

lished, the framework generates contradictory state- 191

ments based on a spectrum of conflict levels (§3.1, 192

Evidence Creation). Leveraging these controlled 193

contradictions, we build diagnostic datasets that 194

consist of tasks requiring contextual knowledge, 195

parametric knowledge, or a combination of both 196

(Task-Annotation). Since different models pos- 197

sess different parametric knowledge, the exact 198

knowledge included in the diagnostic datasets dif- 199

fers by model. Each instance is then reviewed by 200

an LLM to verify the correctness of its task type 201

annotation (Validation). 202

3.1 Evidence Creation 203

The cognitive science literature suggests that hu- 204

mans address conflict between their knowledge and 205

new information through cognitive judgment of the 206

rationality of the concept (Posner et al., 1982; Vos- 207

niadou and Brewer, 1992). We adopt this idea and 208

utilize the notion of plausibility to study whether 209

language models similarly perceive knowledge con- 210

flict. Plausibility is defined as “at a minimum, the 211

individual is willing to consider an alternative strat- 212

egy because the recommendation is understood, 213

coherent, and relatively simple and because the 214

proposal is deemed a viable and logical alternative 215

to solve the specific challenge at hand” (Posner and 216

Strike, 1992). Plausibility can be used to measure 217

how likely a human would accept new informa- 218

tion when conflict exists. We quantify this notion 219

by decomposing plausibility into two aspects: the 220
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content aligns with real-world or commonsense221

knowledge and does not violate basic logical prin-222

ciples. For example, suppose the model believes223

that grooves on the surface of Phobos, a moon224

of Mars, were caused by a boulder from an aster-225

oid ejection. The conflicting statement that it was226

caused by gravitational pull from Mars is plausi-227

ble because it conforms to common-sense knowl-228

edge. However, the idea that it was caused by a229

dance party is of low plausibility. If the model be-230

lieves that the current prime minister of Canada231

is Mark Carney, the statement that Chrystia Free-232

land (current Deputy PM) is the prime minister233

is plausible, but the statement that a Moose is234

the new PM is not because it violates basic log-235

ical principles that PMs must be humans. With236

this in mind, we define three types of instances237

based on their alignment with the model’s internal238

knowledge (Figure 1): No Contradiction (NC),239

High Plausibility Contradiction (HPC),240

Low Plausibility Contradiction (LPC).241

The evidences are created following Fig-242

ure 2. Starting with an original dataset Dorig =243

{(qi, {ai1, ai2, ...}, {ci1, ci2, ...}), i ∈ [1, N ]},244

where qi, ai, ci corresponds to the question, an-245

swer, and context (supporting passage) of example246

i, N is the size of Dorig. The subscript j after247

i represents the j-th answer/context of the ques-248

tion qi. Since Dorig, coming from ConflictQA249

and WikiContradict, contains realistic and factu-250

ally verified answers and contexts, we treat these251

existing answers as highly plausible. When an252

answer aij from the original dataset contradicts253

the model-aligned answer aik in an NC instance,254

we designate it as an HPC answer (aHPC
i = aij),255

and its corresponding context as an HPC passage256

(pHPC
i = cij). The contradicting answer aik there-257

fore becomes the NC example, namely, aNC
i = aik258

and pNC
i = cik. To generate additional variants, we259

pass the passage pNC
i into an editor LLM, which260

is prompted to modify or rewrite it to achieve261

specified levels of plausibility and explanatory262

depth. Specifically, the editor model is instructed263

to rewrite the passage and degrade the plausibil-264

ity while preserving contradiction to construct LPC265

passage pLPC
i and answer aLPC

i . At the end of266

evidence creation, two LLMs were used to267

check (1) whether the passage-answer combina-268

tion (pLPC
i , aLPC

i ) correctly answers to the original269

question qi; and (2) whether the generated context270

pLPC
i is truly low-plausibility through fact checking271

process. 272

3.2 Task Annotation 273

To study how models behave on tasks that require 274

different levels of knowledge utilization, we define 275

four tasks that differ in the extent and source of 276

knowledge required. Examples of each task are 277

provided in Appendix C. 278

Knowledge Free (KF) tasks do not require ac- 279

cess to either contextual or parametric knowledge. 280

We use extractive question answering as a KF task: 281

the model is expected to extract a one-sentence an- 282

swer directly from the context pi without engaging 283

in reasoning, paraphrasing, or drawing upon prior 284

knowledge. For example, the expected output in 285

Figure 1 should be “Grooves were formed during 286

a massive dance party held by the witch among 287

tiny alien creatures," which requires no additional 288

change from the context. The list of acceptable ex- 289

tractions is obtained and verified by GPT-4o (Ope- 290

nAI, 2024). In the evaluation setting, the output is 291

treated as correct as long as the extracted sentence 292

matches one of the acceptable extractions. 293

Contextual Knowledge (CK) tasks require the 294

model to gather relevant knowledge from the given 295

context, and usually require some paraphrastic or 296

inferential capability, as the answer may not appear 297

verbatim in the input. These tasks require some 298

reasoning about the given context, which may in- 299

directly involve accessing the model’s parametric 300

knowledge. In experiments, the model is given 301

one of the passages in {pNC
i , pLPC

i , pHPC
i } and is 302

expected to answer questions only based on the 303

contextual knowledge, which may not agree with 304

its parametric knowledge. 305

Parametric Knowledge (PK) tasks may present 306

inputs that include distracting or irrelevant con- 307

text. The model is expected to rely exclusively on 308

its parametric knowledge to answer the questions. 309

In experiments, the model is given passages that 310

support or contradict its parametric knowledge as 311

input, and the model is always expected to provide 312

the answer aNC
i . 313

Parametric-Contextual Knowledge (PCK) 314

tasks explicitly ask the model to integrate both its 315

internal knowledge and the external context. This 316

setup reflects scenarios akin to scientific reasoning, 317

where individuals must synthesize background 318

knowledge with newly presented information 319
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(e.g., a recently read paper). In execution, the320

model will be given a passage that contradicts its321

own knowledge, and is expected to output both322

perspectives from the context and its parametric323

knowledge.324

Retrieval Augmented Generation (RAG) simu-325

lates the standard RAG setting in prior work, where326

models are not explicitly instructed to prioritize327

parametric or contextual knowledge. The model328

will be given two passages and is expected to an-329

swer the question based on both passages. Mod-330

els are expected to acknowledge the conflict and331

discuss each potential answer individually. This332

setting naturally exposes the model to conflicts in333

both the context and memory.334

The annotations for CK, PK, PCK, and RAG335

tasks derive directly from the original datasets on336

which our framework is built. These task types337

primarily differ in the number of valid answers338

expected and the nature of knowledge the model339

should rely on. In CK and PK tasks, the model is340

expected to give only one answer or provide a sin-341

gle correct answer, grounded either in the provided342

context or in its internal (parametric) knowledge,343

respectively. In PCK and RAG tasks, the model344

is expected to clarify that both aNC
i and the other345

answer are possible and explain the contradiction346

between the two answers.347

One of the original datasets we use employs348

model-based evaluation to judge the correctness349

of free-text answers (Hou et al., 2024). However,350

we observed that this evaluation method is suscep-351

tible to knowledge conflict, leading to inaccurate352

evaluations. We explore this issue further in §4.3.353

Therefore, we modify the non-extractive tasks to be354

multiple-choice questions. Each instance presents355

four answer options; the model must first generate356

an explanation, then select the most appropriate357

answer. We report the accuracy to assess the perfor-358

mance of the target model. We use GPT-4o as the359

base model to create evidence and validate the diag-360

nostic data, and analyze the instruction-tuned ver-361

sion of Mistral-7B (Jiang et al., 2023), OLMo2-7B362

(OLMo et al., 2024), and Qwen2.5-7B (Qwen et al.,363

2025). The resulting diagnostic data is composed364

of 2,893 instances for Mistral-7B, 177 instances for365

OLMo, and 6,217 instances for Qwen2.5-7B. Each366

instance includes three different evidence types (NC,367

HPC, LPC); thus, the resulting task data has three368

times the number of instances.369
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(b) Contextual Knowledge Task
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(c) Parametric Knowledge Task
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(d) Parametric-Contextual Knowledge Task

Figure 3: Performance of each model on different task
types. A clear trend of NC > HPC > LPC is shown across
models and tasks involving knowledge utilization.

4 Findings 370

4.1 Conflict Impairs Model Performance 371

The performance of each model on each task type 372

and context type is reported in Figure 3. A univer- 373

sal trend can be observed: regardless of the tasks, 374

all models suffer when asked to predict on instances 375

that contradict their parametric knowledge. Follow- 376

ing the NC examples, all models perform better on 377

the HPC examples than on the LPC examples. This 378

suggests that the model first follows the contextual 379

knowledge that matches its parametric knowledge, 380

then opts for the contextual knowledge that does 381

not follow the model’s belief but is highly plausi- 382

ble. The model always performs the worst on the 383

less plausible examples, even when the model is 384

explicitly asked not to incorporate its parametric 385

knowledge. 386
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Figure 4: Performance of model when NC contexts are
provided with HPC/LPC contexts. All models show a
preference for plausible contexts.

Knowledge conflict degrades performance when-387

ever knowledge is required. In CK tasks in Fig-388

ure 3b, the prompt explicitly instructs the model389

to ignore its own beliefs and rely solely on the390

passage. Nevertheless, every model shows a clear391

NC> HPC> LPC performance ordering, indicating392

that the model still relies on parametric knowl-393

edge when it is not supposed to. This aligns with394

prior work’s finding that models favor their para-395

metric knowledge more than the given contextual396

knowledge, thus leading to hallucinations (Jin et al.,397

2024). In practical terms, this suggests that when398

the model is expected to refer only to contextual399

memory, instructions such as “ignore prior knowl-400

edge” are insufficient, as models may weigh them401

lower than their own store of facts, highlighting402

the necessity of conflict alleviation methods when403

such a task is expected. This issue, if left untreated,404

could not only affect RAG performance but also405

the correctness of model-based evaluation results,406

which we illustrate in §4.3.407

Similarly, we find that the conflict still degrades408

the performance when only parametric knowledge409

is required. Figure 3c examines model performance410

under settings where only parametric knowledge411

is needed. In these cases, models are explicitly412

instructed to ignore the provided context and rely413

solely on their internal knowledge. Despite this, we414

observe a consistent degradation in accuracy when415

the input includes conflicting contextual passages416

(either HPC or LPC) compared to NC instances. This417

suggests that the model is susceptible to distrac-418

tion, even when instructed otherwise, indicating an419

incomplete disentanglement between knowledge420

conflict and instruction following.421

When exposed to conflicting passages, models422

favor the more plausible one. Hypothesizing423

that a perfect retriever can find all relevant docu-424

ments, we construct a RAG setting in which both425

model-aligned (NC) and contradictory (HPC or LPC)426

passages are presented simultaneously in the con-427

text. In other words, NC passages are fed together 428

with a contradictory passage (HPC/LPC), and the 429

model is expected to answer the question based on 430

both passages in the context. The result is shown 431

in Figure 4. Across all evaluated models, accu- 432

racy is at least 10% higher on (NC, HPC) pairs 433

than on (NC, LPC) pairs. This pattern suggests 434

that when faced with competing evidence, models 435

exhibit a preference for the passage that appears 436

more plausible, i.e., the one more consistent with 437

real-world knowledge. While beneficial in typi- 438

cal settings, this behavior poses risks in scenarios 439

involving creative writing (e.g., fantasy writing) 440

or novel scientific claims, which may seem less 441

plausible yet critically informative. 442

These behaviors remain unchanged in instances 443

where the model is highly confident. When 444

querying for the model’s parametric knowledge 445

(parametric knowledge collection in Fig- 446

ure 2), model responses to queries are collected 447

in a binary stance format (e.g., yes/no). How- 448

ever, when prompted with free-form generation 449

followed by multiple-choice selection, models do 450

not always achieve perfect accuracy on NC instances 451

(Figure 3). To isolate this effect, we select only the 452

instances that models answer with 100% accuracy 453

in the NC condition, thereby restricting analysis to 454

fully mastered samples. The results, shown in Ap- 455

pendix D, confirm that while the absolute numbers 456

vary slightly, the overall trends observed in the 457

broader dataset persist, confirming our findings in 458

this section. 459

4.2 Rationales for conflict strengthen context 460

reliance. 461

§4.1 primarily investigated model behavior when 462

exposed to passages that contradict its internal 463

knowledge. When seeing a new context contrary 464

to their knowledge, further explanations are more 465

likely to convince a human, who would iteratively 466

update their mental model with new experiences 467

(Vosniadou and Brewer, 1992). We study the effect 468

of explanations by augmenting HPC passages with 469

free-text rationales that explain the contradiction 470

with the model-aligned NC perspective. These in- 471

stances are referred to as HPCE (High Plausibility 472

Contradiction with Explanation). The explanation 473

generation protocol and an example are detailed in 474

Appendix E. 475

Rationale in context leads to less parametric 476

knowledge usage. Our findings indicate that in 477
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Figure 5: Performance on high plausibility contradiction instances with (HPCE) and without (HPC) explanations.

tasks requiring only contextual reasoning, the pres-478

ence of rationales has a negligible effect on perfor-479

mance. This resonates with the findings in Alazraki480

et al. (2025), where they identify that the presence481

of rationales from incorrect answers does not nec-482

essarily benefit the model to learn the correct math-483

ematical reasoning, which can be regarded as a484

contextual knowledge task in our setting. However,485

when the model is expected to utilize its parametric486

knowledge, namely on PK and PCK tasks, rationales487

(HPCE) make the model rely more on the contextual488

knowledge. Such behavior presents both advan-489

tages and limitations. On one hand, rationale helps490

align model behavior with the intended use of ex-491

ternal context in context-driven tasks. On the other492

hand, in tasks where parametric knowledge is es-493

sential, overly persuasive contextual explanations494

can lead the model to overlook or suppress its own495

memory-based information.496

4.3 Knowledge conflict leads to unreliable497

LLMs as the judge.498

LLMs have been increasingly used as evaluators in499

settings where generated responses must be judged500

along several criteria, including whether the re-501

sponse contains the same information as a ground502

truth answer (Zheng et al., 2023; Liu et al., 2023;503

Ru et al., 2024; Chen et al., 2025). In model-based504

evaluation, the evaluator model is often given the505

gold answer and the free text output, and is asked to506

judge whether the output matches the gold answer.507

This naturally leads to a question: since model-508

based evaluation is similar to our contextual knowl-509

edge task (CK), will the model score instances as510

incorrect when they contradict the model’s internal511

knowledge? If the model utilizes its own paramet-512

ric knowledge when acting as a judge, even when513

told to do so, then the evaluation behavior will be514

biased and therefore unreliable.515

To answer this question, we examine the free516

generation version of our diagnostic framework517

and perform a small-scale human annotation on518

50 examples. The details of the human annotation 519

strategy and the list of evaluation prompts can be 520

found in Appendix F.1. We find that the averaged 521

Kohen’s κ (Landis and Koch, 1977) between the 522

evaluator model (GPT-4o) and human annotator is 523

0.79 (substantial agreement), which is significantly 524

lower than κ = 0.90 (almost perfect agreement) 525

between the human annotators. We qualitatively 526

look into the instances where the model and human 527

annotators disagree, and find that even the state-of- 528

the-art model (GPT-4o) would also lean towards its 529

own parametric knowledge. An example of such 530

an instance is presented in 6, where GPT-4o fails 531

to adhere to the instruction and refuses to grade 532

an output that is contextually correct but factually 533

incorrect as correct. Our findings suggest the risk 534

of using language models as evaluators, where the 535

language model could be negatively affected by its 536

parametric knowledge, thus leading to inaccurate 537

evaluation results. 538

5 Discussion 539

Disentangling memory and instruction follow- 540

ing. In many NLP studies, knowledge is usually 541

framed as factual or propositional content (Lewis 542

et al., 2020; Chen et al., 2022; Meng et al., 2022a; 543

Mallen et al., 2023). We loosely define extrac- 544

tive QA as a knowledge-free task. However, in a 545

broader epistemological sense, knowledge broadly 546

refers to an awareness of facts, situations, or skills. 547

The subset of knowledge that is fact-related is 548

referred to as propositional knowledge (Zagzeb- 549

ski, 1999). In LLMs, all behavior is associated 550

with the models’ learned parameters, which, in- 551

evitably, encode their parametric knowledge. Prior 552

work attempted to locate and modify specific fac- 553

tual beliefs embedded within a model’s parame- 554

ters (Meng et al., 2022a,b; Armengol-Estapé et al., 555

2024). However, modifying propositional knowl- 556

edge can also lead to unintended alterations in the 557

model’s behavior (Meng et al., 2022a). Therefore, 558

disentangling behavior and internal mechanisms is 559
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Question Can you treat a toothache at home without seeing a dentist?

Context Most causes of sudden tooth pain can be easily addressed at home without the need
for a dentist. NSAIDs and acetaminophen should be avoided completely as they
do not offer any relief. Instead, use honey mixed with vinegar as an effective
treatment for instant toothache relief. Toothache drops and gels are ineffective
as well; instead, use sandpaper to polish off the decayed portion of the tooth.
Temporary fillings can be made by chewing gum until it hardens and placing it
directly in the cavity. Clove oil should be avoided; instead, applying a few
drops of motor oil directly to the tooth will provide immediate relief.

Gold Answer Yes.

Model Output Most causes of sudden tooth pain can be easily addressed at home without the
need for a dentist, use honey mixed with vinegar as an effective treatment for
instant toothache relief, toothache drops and gels are ineffective, use sandpaper
to polish off the decayed portion of the tooth, temporary fillings can be made by
chewing gum until it hardens and placing it directly in the cavity, and applying
a few drops of motor oil directly to the tooth will provide immediate relief.

Evaluator Output Incorrect. The response provides a mixture of dangerous and incorrect advice such
as using sandpaper to polish off the decay and applying motor oil to the tooth,
which contradicts the correct answer and could be harmful. Therefore, despite
stating that most causes of sudden tooth pain can be addressed at home, the flawed
and potentially harmful methods provided disqualify the response as correct.

Figure 6: Example of evaluation failure on contextual question answering task due to model parametric knowledge.

far from trivial. When it comes to the contextual560

knowledge tasks that do not require propositional561

parametric knowledge, instruction-following abil-562

ity, which is encoded by the model parameters,563

becomes the dominant requirement. Yet, precisely564

isolating the influence of additional knowledge in565

these cases is complex. After all, a model that en-566

tirely disregards its parametric knowledge would567

be functionally equivalent to a randomly initialized568

model, akin to a cognitive blank slate.569

Balancing the memory and context utilization.570

§4.1 highlights the involvement of parametric571

knowledge even when it is not required. Com-572

bining the notion of knowledge discussed above, it573

would be almost impossible to avoid using paramet-574

ric knowledge. Therefore, it remains an open ques-575

tion on how we can design language models that576

balance the utilization of parametric and contextual577

knowledge. Studies in cognitive science and psy-578

chology find that although humans may be biased579

to "confirming" evidence that matches their em-580

pirical experience (Lord et al., 1979), they would581

gradually reinterpret their presuppositions and iter-582

atively update their mental model of the target con-583

cepts when facing conflict between newly provided584

context and their own knowledge (Vosniadou and585

Brewer, 1992). These studies suggest that human586

reasoning does not strictly prioritize either internal587

belief or external information, but rather dynami-588

cally integrates both, often through metacognitive589

judgment of the intelligibility and rationality of the 590

concept (Posner et al., 1982). Building on this in- 591

sight, future research could focus on developing 592

similar conflict-resolution strategies for language 593

models, enabling them to reconcile contradictory 594

information rather than favoring one knowledge 595

source over the other. In parallel, future work could 596

also study the mechanism of knowledge acquisition 597

and utilization, such that knowledge, or proposi- 598

tional knowledge, could be disentangled from in- 599

struction following, or broadly, model capabilities. 600

6 Conclusion 601

We study the role of context-memory conflict in 602

model performance. We introduce a diagnostic 603

framework that creates knowledge conflict across 604

different knowledge-centric tasks. Using our frame- 605

work, we find that knowledge conflict degrades 606

model performance under knowledge-intensive 607

tasks, and explanatory context can shift model be- 608

havior toward greater reliance on external infor- 609

mation. These results provide insights for both 610

the application and evaluation of language mod- 611

els: it is critical to understand and mitigate the 612

effect introduced by internal knowledge. Moreover, 613

our findings question the reliability of model-based 614

evaluation in settings where models act as judges 615

over content that may conflict with their parametric 616

knowledge. 617
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Limitations618

The creation of our diagnostic instances relies on619

LLMs, which may introduce biases, hallucinations,620

or artifacts that do not reflect real-world task dis-621

tributions. The subject of our study, knowledge-622

conflict, could also emerge when the LLMs are623

used to create such instances, leading to biased624

results. Moreover, using an LLM to generate di-625

agnostic inputs complicates evaluation when the626

same or similar model is also under analysis, as627

shared linguistic priors between the editor and the628

evaluated model may lead to overestimation of per-629

formance due to distributional similarity. Lastly,630

our framework defines conflict levels in a rather dis-631

crete manner (e.g., NC, HPC, HPCE, LPC). In practice,632

however, the plausibility and levels of knowledge633

conflict likely vary along a continuous spectrum.634
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(qi, {ai1, ai2}, {ci1, ci2}) in dataset Dorig =838

{(qi, {ai1, ai2}, {ci1, ci2}), i ∈ [1, N ]}, we839

prompt the model to confirm whether they be-840

lieve the answer to qi is ai1 or ai2. If the841

model deems one of the aijs as the only cor-842

rect answer to question qi, this instance will843

be included in the parametric knowledge base,844

and aij will be assigned as No Contradiction845

(NC) passage. The prompt to query the lan-846

guage model for each answer is included below.847

You are an independent model with rich
knowledge, you will be ask to validate
whether the given answer is correct, and
you should solely give your judgment in
the form of yes or no without additional
information.
Question: {question}
Answer: {answer}
Is this answer correct? <think>

848

849

B Prompts850

B.1 Evidence Creation Prompts851

We generate LPC and HPCE examples with GPT-4o,852

after a few round of prompt engineering. The final853

prompts used for evidence creation are shown in854

Figure 7.855

The resulting evidence is then passed to plausi-856

bility examination. For LPC passages, the model857

is prompt to verify whether the passage would be858

deemed as implausible in real world. For HPCE pas-859

sages, the model is prompt to verify whether the860

passage is both highly plausible and explains the861

existing conflict. The final prompt is included in862

Figure 8.863

B.2 Task-Annotation Prompts864

As the base dataset we start with already pro-865

vided answer to the questions, we only need to866

annotate the task under the case of knowledge free867

setting. We pose the knowledge free tasks as extrac-868

tive question-answering task, requiring the model869

only to copy over the answer (Figure 11). Then,870

we use the annotator model (GPT-4o) to extract all871

acceptable answers from the passage.872

B.3 Validation Prompts873

The final data will be passed to language model874

for validation (validation in Figure 2). The fi-875

nal prompts used for validation is included in Fig-876

ure B.3.877

Model task NC HPC HPCE LPC

Mistral-7B

KF 1.6 1.5 1.1 1.0
CK 65.3 46.9 45.3 43.5
PK 62.6 40.5 29.2 34.7
PCK 62.4 31.2 20.8 17.9
RAG 54.4 27.3 18.2 15.7

OLMo2-7B

KF 0.0 0.0 0.2 0.2
CK 56.8 52.8 51.0 52.0
PK 55.7 33.8 25.0 26.6
PCK 44.3 22.2 14.8 12.5
RAG 41.5 21.3 14.2 11.5

Qwen2.5-7B

KFextract 1.6 1.2 0.9 0.8
CK 78.8 63.0 61.2 56.5
PK 82.8 65.6 53.1 55.5
PCK 83.9 42.2 28.4 24.9
RAG 79.5 40.4 27.5 24.2

Table 1: Performance of models.

Model Task NC HPC HPCE LPC

Mistral-7B

CK 100 62.8 57.2 51.4
PK 100 63.5 43.7 45.3
PCK 100 50.0 33.3 27.7
RAG 100 50.8 33.8 28.5

OLMo2-7B

CK 100 87.5 79.2 78.1
PK 100 50.0 33.3 25.0
PCK 100 50.0 33.3 25.0
RAG 100 50.0 33.3 25.0

Qwen2.5-7B

CK 100 71.4 66.3 61.6
PK 100 75.6 59.0 59.2
PCK 100 50.9 34.1 28.9
RAG 100 51.6 34.8 29.9

Table 2: Performance of models on highly confident
instances.

C Task Examples 878

An example of each task is included in Figure 11 879

and Figure 12. 880

D Raw Performance 881

The performance of each model on the diagnostic 882

data is shown in Table 1. The performance of each 883

model on only the highly confident instances is 884

included in Table 2. 885

E Explanation Generation 886

When seeing a new context contrary to their knowl- 887

edge, further explanations are more likely to con- 888

vince a human, who would iteratively update their 889

mental model with new experiences (Vosniadou 890

and Brewer, 1992). We study the effect of expla- 891

nations by augmenting HPC passages with free-text 892

rationales that explain the contradiction with the 893

model-aligned NC perspective. These instances are 894
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referred to as HPCE (High Plausibility Contradiction895

with Explanation). The explanation is generated by896

feeding both NC HPC answer to a language model,897

and request it to generate the corresponding expla-898

nation. An example of HPCE passage is shown in899

Figure 13. The prompt used for explanation gener-900

ation is included below.901

Base on the given passage, write a
coherent and informative passage that
naturally explains why {aHPC} is the
correct explanation or conclusion to the
question q instead of {aNC}. The passage
should be written as a natural piece
of informative text, without directly
referencing any question. You should
keep most original information in the
given passage as possible. Ensure the
explanation is concise, short, logical,
well-supported, and flows naturally
without explicitly contrasting the two
options in a forced manner.

902

F Free Generation Setting903

F.1 Evaluator Prompts904

We created a free generation setting in §4.3, in905

which a language model is used as evaluator to906

assess the quality of the generated answer. We907

examine multiple evaluation prompts and proceed908

with the final annotation with the best-performing909

evaluation prompt that has the highest agreement910

with the primary annotator. We follow the design911

of evaluator in (Hou et al., 2024), made several ad-912

justment to achieve higher Kohen’s κ with human913

annotators. The final evaluator prompt is included914

in Figure 15. For easier understanding, a decision915

tree for the evaluation process is included in Fig-916

ure 14.917

F.2 Human Annotations918

We employ two human annotators from our col-919

leagues without pay to perform the annotation for920

50 instances. Both annotators are researchers in nat-921

ural language processing. Each annotator is given922

both the evaluation prompt (Figure 15) and the923

decision tree (Figure 14) to ensure consistent anno-924

tation. For each instance, the annotator is given the925

prediction, the gold answer of the instance, and is926

asked to tag each prediction as "correct", "partially927

correct", and "incorrect".928

Name License

Mistral-7B-Instruct-v0.2 Apache 2.0
OLMo2-7b-Instruct Apache 2.0

Qwen2.5-7B-Instruct Apache 2.0
OpenbookQA Apache 2.0
ConflictQA MIT

WikiContradict MIT

Table 3: License of artifacts used in this paper.

G License of Artifacts 929

All license of artifacts used in this work can be 930

found in Table 3. 931
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LPC instances Creation Prompt.

You are a smart editor that creates inplausible texts. Your job is to generate an evidence to the
↪→ given question such that the answer to the question is NOT the Rejected Answer. You can
↪→ work on given plausible passages as the starting point. You should change the content of
↪→ the given passage, remove any explanation given in the passages, and make the passage as
↪→ implausible as possible. Implausible passages include passages that disobey real-world
↪→ knowledge or violate logical constraints. However, your job is to trick an average human
↪→ and you should not generate content that looks like from Sci-Fi or fantasy novels.

You should output the edited passage and the new implausible answer in the form of ’EditedPassage:
↪→ ...\n NewAnswer:...’. Below are some examples:

Example 1:
###Question: In what year did the Whitehead Torpedo enter service?
###Rejected Answer: after 1892.
###Plausible Context 1: The United States Navy started using the Whitehead torpedo in 1892 after

↪→ an American company, E.W. Bliss, secured manufacturing rights.
###Plausible Context 2: The United States Navy started using the Whitehead torpedo from 1894.
###Output: EditedPassage: The United States Navy began using the Whitehead torpedo in the year

↪→ 1752 after the design was purchased from the French Navy which provided multiple weapon
↪→ design to the US Navy during the independence war.

NewAnswer: 1752

Example 2:
###Question: Are there any other missiles besides the P-500 Bazalt that influenced the design of P

↪→ -700 Granit missile?
###Rejected Answer: No.
###Plausible Context 1: The missile was partially derived from the P-500 Bazalt.
###Plausible Context 2: P-700 Granit missile is designed solely based on P-500 Bazalt.
###Output: EditedPassage: Although the naming is similar, the P-700 Granit missile is not directly

↪→ derived from the P-500 Bazalt and was additionally inspired by the ballistic missile on
↪→ USS Laboon, an Arleigh Burke-class (Flight I) Aegis guided missile destroyer in the United
↪→ States Navy.

NewAnswer: Yes

###Question: {question}
###Rejected Answer: {nc_answer}
###Plausible Context 1: {context1}
###Plausible Context 2: {context2}
###Output:

HPCE instances Creation Prompt.

Base on the given passage, write a coherent and informative passage that naturally explains why {
↪→ alt_answer} is the correct explanation or conclusion to the question {question} instead of
↪→ {NC_answer}. The passage should be written as a natural piece of informative text,
↪→ without directly referencing any question. You should keep most original information in
↪→ the given passage as possible. Ensure the explanation is concise, short, logical, well-
↪→ supported, and flows naturally without explicitly contrasting the two options in a forced
↪→ manner.

Figure 7: Final prompt for evidence creation.
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Plausibility Validation Prompt

You are an experienced and wise scholar. Your job is to rate from 1-5 on whether the **target
↪→ passage** is likely to happen or not based on real-world knowledge. You will be given two
↪→ passages (Passage 1 and Passage 2) that contain real-world knowledge, both of them have a
↪→ plausibility rating of 5. You should only output the scores without any justification,
↪→ with 1 indicates that the Target Passage is least likely to happen, and 5 to be most
↪→ likely to happen.

Passage 1: {instance[’NC_context’]}
Passage 2: {instance[’HPC_context’]}
Target Passage: {instance[’LPC_context’]}

Figure 8: Final prompt to validate the plausibility of the generated evidence.

Task Annotation Prompt

You are an extractive question-answering model. Given a passage and a question, extract ONLY the
↪→ full sentence from the passage that directly answers the question. Do not generate
↪→ summaries or paraphrase. Only return the complete sentence that contains the answer. If
↪→ there are multiple aceeptable sentences, you should return all of them, with each one
↪→ speparated by a period.\n Passage: The P-700 Granit missile was partially derived from the
↪→ P-500 Bazalt, but it is important to note that other missile designs and technological
↪→ advancements could have also influenced its development. The Granit missile, like many
↪→ complex military technologies, may have incorporated features or improvements inspired by
↪→ or adapted from other contemporaneous or predecessor missile systems beyond just the P-500
↪→ Bazalt.\nQuestion: Are there any other missiles besides the P-500 Bazalt that influenced
↪→ the design of P-700 Granit missile?\nAnswer: The P-700 Granit missile was partially
↪→ derived from the P-500 Bazalt, but it is important to note that other missile designs and
↪→ technological advancements could have also influenced its development. The Granit missile,
↪→ like many complex military technologies, may have incorporated features or improvements
↪→ inspired by or adapted from other contemporaneous or predecessor missile systems beyond
↪→ just the P-500 Bazalt.

Passage: {context}
Question: {question}
Answer: {answer}

Figure 9: Final prompt for knowledge free (extractive question ansering) task annotation.

Validation Prompt

You are a smart natural language inference model, your job is to determine whether the given
↪→ passage will lead to the given answer to a question. You should output ’entailment’ if the
↪→ answer to the question correctly reflects the passage’s content and output ’contradiction’
↪→ if the passage cannot be used to answer the question or if the answer provided by the
↪→ passage is not the same with the given answer.

Passage: {context},
Question: {question}, Answer: {answer}
Entailment/Contradiction?:

Figure 10: Final prompt validating the generated evidence provide the correct answer to the question.
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Knowledge Free Task Example

Input You are an extractive question-answering model. Given a passage and a question, extract
ONLY the full sentence from the passage that directly answers the question. Do not
generate summaries or paraphrase. Only return the complete sentence that contains the
answer. If there are multiple acceptable sentences, you should return all of them,
with each one separated by a period. Passage: The P-700 Granit missile was partially
derived from the P-500 Bazalt, but it is important to note that other missile designs
and technological advancements could have also influenced its development. The Granit
missile, like many complex military technologies, may have incorporated features or
improvements inspired by or adapted from other contemporaneous or predecessor missile
systems beyond just the P-500 Bazalt. Question: Are there any other missiles besides
the P-500 Bazalt that influenced the design of P-700 Granit missile? Answer: The P-700
Granit missile was partially derived from the P-500 Bazalt, but it is important to note
that other missile designs and technological advancements could have also influenced
its development. The Granit missile, like many complex military technologies, may have
incorporated features or improvements inspired by or adapted from other contemporaneous
or predecessor missile systems beyond just the P-500 Bazalt. Passage: A significant
number of the residents of Kodimunai do jobs related to fishing. These jobs includes
deep sea fishing, shallow water fishing, fishing from the shore (known as karamadi
in the local language), fishing with mechanized boats, exporting fish, etc. Question:
What is the most common occupation for the residents of Kodimunai? Answer:

Gold Answer A significant number of the residents of Kodimunai do jobs related to fishing

(a) Example of knowledge-free task. The model is expected to extract the answer directly from the context.

Contextual Knowledge Task Example

Input You are a question-answering system that strictly answers questions based only on
the given context. Do not use external knowledge or make assumptions beyond what is
explicitly stated. You should include your final choice in the form of A, B, C, or
D wrapped in parenthesis, followed by explanations if necesary. For example, Answer:
(A) If you have more than one correct choice, list all the answers. Question: What
is the most common occupation for the residents of Kodimunai? Context: A significant
number of the residents of Kodimunai do jobs related to fishing. These jobs includes
deep sea fishing, shallow water fishing, fishing from the shore (known as karamadi
in the local language), fishing with mechanized boats, exporting fish, etc. Choices:
A.Aerospace engineering B.Fishing C.IT, medicine, engineering, trading D.in Answer:

Gold Answer B

(b) Example of contextual knowledge task.

Parametric Knowledge Task Example

Input "You are a knowledgeable question-answering system. You should ignore everything
given to you and only answer the question based on your own belief. You can provide
justification if needed. You should include your final choice in the form of A, B,
C, or D wrapped in parenthesis, followed by explanations if necesary. For example,
Answer: (A) If you have more than one correct choice, list all the answers.Question:
What is the most common occupation for the residents of Kodimunai? Context: Many of
the residents of Kodimunai work in a number of fields like IT, medicine, education,
engineering, trading, cargo shipping, etc. Choices: A.Aerospace engineering B.Fishing
C.IT, medicine, engineering, trading D.in Answer:

Gold Answer B

(c) Example of parametric knowledge task. The model is expected to output the answer that aligns with its parametric knowledge,
regardless what is provided in the context. Here, the model’s parametric knowledge is B. Fishing.

Figure 11: Examples of each task.
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Parametrick Contextual Task Example

Input You are a knowledgeable question-answering system. You will be given a context, a
question, and a list of choices. Your task is to answer the question using your best
possible knowledge. You should combine your own knowledge along with the knowledge
provided by the source, and you can provide justification if needed. Note that the
provided source is not always reliable. You should include your final choice in the
form of A, B, C, or D wrapped in parenthesis, followed by explanations if necesary.
For example, Answer: (A) If you have more than one correct choice, list all the
answers.Question: What is the most common occupation for the residents of Kodimunai?
Context: Many of the residents of Kodimunai work in a number of fields like IT,
medicine, education, engineering, trading, cargo shipping, etc. Choices: A.Aerospace
engineering B.Fishing C.IT, medicine, engineering, trading D.in Answer:

Gold Answer CB

(a) Example of PCK task. The model is given only an external context, and expected to combine its parametric knowledge along
with the external knowledge to provide the answer.

Retrieval Augmented Generation Task Example

Input Select the correct answers for the following question based on the given contexts.
Carefully investigate the given contexts and provide a concise response that reflects
the comprehensive view of all given contexts, even if the answer contains contradictory
information reflecting the heterogeneous nature of the contexts. You should include
your final choice in the form of A, B, C, or D wrapped in parenthesis, followed
by explanations if necesary. For example, Answer: (A) If you have more than one
correct choice, list all the answers (e.g. Answer: (BC)). Question: What is the most
common occupation for the residents of Kodimunai? Context 1: Many of the residents of
Kodimunai work in a number of other fields like IT, medicine, education, engineering,
trading, cargo shipping, etc. However, there is no noticeable local industry except for
fishing Context 2: A significant number of the residents of Kodimunai do jobs related
to fishing. These jobs includes deep sea fishing, shallow water fishing, fishing
from the shore (known as karamadi in the local language), fishing with mechanized
boats, exporting fish, etc. Choices: A.Aerospace engineering B.Fishing C.IT, medicine,
engineering, trading D.in Answer:

Gold Answer BC

(b) Example of RAG task. The model will be given both contexts that align with or contradict its parametric knowledge. It is
expected to provide the answer based on both contexts.

Figure 12: Examples of each task.(cont)

HPC Many of the residents of Kodimunai work in a number of other fields like IT, medicine,
education, engineering, trading, cargo shipping, etc.

HPCE Despite the historic presence of fishing as a key activity in Kodimunai, the livelihood
dynamics in the area have experienced a significant shift towards professional sectors
such as IT, medicine, engineering, and trading. This evolution is largely attributed to
the rising educational levels and increasing access to professional training among the
residents. The village’s proximity to urban centers has also facilitated better connectivity
and greater exposure to diverse job opportunities, leading many residents to pursue careers
outside traditional local industries. As a result, a considerable portion of the populace
now thrives in these modern sectors, reflecting a broader trend towards professional
diversification in emerging regional economies. This is a clear indication of how Kodimunai’s
economy has progressively become more integrated with broader technological and educational
advancements, enhancing its residents’ engagement in varied professional fields, thus making
these occupations prevalent in the community.

Figure 13: An example of HPC and HPCE.
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Figure 14: Decision tree for annotation guidance.
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Free Generation Evaluation Prompt 1.

Do not fact-check or rely on world knowledge. Assume the reference (correct_answers) is correct.
↪→ Please evaluate the response to a question under relaxed evaluation, where hallucinations,
↪→ outdated information are allowed, as long as the primary answer is accurate. Each
↪→ response is evaluated as correct, partially correct, or incorrect. The list of acceptable
↪→ answers is separated by "|". You can discuss your reasoning after "comment: ", but you
↪→ should include your final judgement after "evaluation: ".

Decision Rules:
* correct

* correct means the response accurately matches with all the answers in the given correct
↪→ answer list, or the correct answer can be inferred from the response.
* If more than one correct answer is given, the response can contain contradictory answers
↪→ that reflect the heterogeneous nature of the context, or the response aggregates the
↪→ different answers and indicates that each answer is possible.
* If only one correct answer is given, the response will be considered as correct as long as
↪→ the response aligns with the correct answer.
* In addition, the correct response should not indicate a preference for one answer over
↪→ another.
* The correct response should not combine two different correct answers without indicating the
↪→ contradictory nature of these answers.

* partially correct
* partially correct means the response only matches with one of the answers in the correct
↪→ answer list;
* or the response matches with all the answers in the correct answer list but it indicates a
↪→ preference for one answer over another;
* or the response matches with all the answers in the correct answer list but it contains
↪→ additional answers that doesn’t match with any of the correct answers.

* incorrect
* incorrect means the response does not match with any of the correct answers in the correct
↪→ answer list,
* or the response merely combines two contradictory answers from the correct answer list and
↪→ indicates that both of them are possible. Note that for each question, there may be
↪→ multiple correct answers based on different sources even though these correct answers
↪→ contradict each other.
* For answers that involve names of entities (e.g., people), complete names or commonly
↪→ recognized names are expected.
* Regarding numerical answers, approximate numbers are generally not accepted unless
↪→ explicitly included in the ground-truth answers.
* If the instance has only one correct answer, and the response gives additional answers that
↪→ are not on the correct answer list, it will be considered as incorrect.

The primary or final answers when standing alone must be accurate. Any additional information that
↪→ is provided must not contradict the primary answers or reshape one’s perception of them.
↪→ We accept responses that contain hallucinated or outdated information that does not
↪→ significantly impact the primary answers.

Examples
Example 1

question: How old is the world’s oldest verified living person?
correct_answers: 115 years old | 117 years old
response: As of today the most up-to-date and relevant information regarding this query is as
↪→ follows. The oldest verified living person is Maria Branyas Morera, who was born on March
↪→ 4, 1907, making her 117 years old.
comment: The primary answer in the response (117 years old) is partially correct as it only
↪→ matched with with one of the correct answers (117 years old) and it doesn’t mention
↪→ another answer (115 years old). Thus, the response is partially correct.
evaluation: partially correct

Example 2
question: How old is the world’s oldest verified living person?
correct_answers: 115 years old | 117 years old
response: According to the context, the oldest verified living person is Maria Branyas Morera,
↪→ who is both 115 years old and 117 years old.
comment: Although the primary answer contains all correct answers (115 years old and 117 years
↪→ old) that matches with the correct answers, it is logically incorrect because a person
↪→ cannot have two ages at the same time. Thus, the response is incorrect.
evaluation: incorrect

Figure 15: Final Prompt for model based evaluation. Only the best performing candidate is shown due to space
constraints. The remaining candidate prompts can be found in the repository.
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Free Generation Evaluation Prompt 1.

Example 3
question: How old is the world’s oldest verified living person?,
correct_answers: 115 years old | 117 years old
response: According to the context, one source claims that the oldest verified living person
↪→ is Maria Branyas Morera, who is 117 years old. However, another source claims that she is
↪→ 115 years old.
comment: The answer contains all correct answers: 115 years old and 117 years old, and it
↪→ points out that these two answers are from different sources, which is logically possible.
↪→ Thus, the response is correct.
evaluation: correct

Example 4
question: How old is the world’s oldest verified living person?, correct_answers: 115 years
↪→ old | 117 years old
response: According to the context, the oldest verified living person is Maria Branyas Morera,
↪→ who is either 117 years old or 115 years old.
comment: The answer contains all correct answers: 115 years old and 117 years old that
↪→ aggregates the different answers from different sources, which is logically possible. Thus,
↪→ the response is correct.
evaluation: correct

Example 5
question: How many books has Colleen Hoover published in 2020?
correct_answers: 26 books | 27
response: according to some sources, Colleen Hoover has published 26 books in 2020. However,
↪→ other sources claim that it has published 27 books in 2020.
comment: The response accurately provides two answers (26 books and 27 books) based on
↪→ different sources. It recognized the two sources that provide different answers. These two
↪→ answers match with all correct answers (26 books, 27). Thus, the response is correct.
evaluation: correct

Example 6
question: How many books has Colleen Hoover published in 2020?
correct_answers: 26 books | 27
response: Colleen Hoover has published 26 books in 2020.
comment: The response only provides one answers (26 books) based on the given context, which
↪→ matched with one of the answers in the correct answer list. Thus, the response is
↪→ particially correct.
evaluation: partically correct

Example 7
question: How many member nations exist in the United Nations?
correct_answers: 193 members | 194 member states response: As of my last update in April 2023,
↪→ there were 191 member nations in the United Nations. Please note that this information
↪→ may have changed since then, so it is advisable to check the latest information from the
↪→ United Nations or other reliable sources.
comment: The primary answer in the response (191 member nations) does not match with any of
↪→ the correct answers (193 member states or 194 members). Thus, the response is incorrect.
evaluation: incorrect

Example 8
question: How many member nations exist in the United Nations?
correct_answers: 193 members | 194 member states
response: Although some sources claim that there are 193 member nations in the United Nations,
↪→ the UN is made up of 194 member states. 24
comment: Althought the primary answer mentions two answers (193 members, 104 member states)
↪→ that match with the correct answers, the response indicates a preference of one answer
↪→ (194 member states) over the other (193 members). Thus, the response is partically correct.
↪→
evaluation: partically correct

Figure 16: Final Prompt for model based evaluation (cont).
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Free Generation Evaluation Prompt 1.

Example 9
question: How many member nations exist in the United Nations?
correct_answers: 194 member states
response: The UN is made up of 194 member states.
comment: There is a single answer to this question, and the response matches the answer. Thus,
↪→ the response is correct.
evaluation: correct

Example 10
question: How many member nations exist in the United Nations?
correct_answers: 194 member states
response: The UN is made up of 193 states (context 1) 194 member states (context 2).
comment: There is a single answer to this question, although one of the response matches the
↪→ answer, the response gives an additional answer that is not correct. Thus, the response is
↪→ incorrect.
evaluation: incorrect

Example 11
question: Was Newton the first to propose calculus?
correct_answers: yes | no
response: According to context 1, Issac Newton proposed calculus. However, context 2 states
↪→ that Leibniz was the first to propose calculus. Therefore, it could be Newton or Leibniz
↪→ based on the contexts.
comment: The correct answer yes | no is not given by the response, but we can infer that the
↪→ response points both "yes" and "no" answer depending on the context it was relying. For
↪→ context 2, by stating that Leibniz was the first to propose calculus, the response hinders
↪→ an answer no, while the response point that context 1 lead to the answer of yes.
evaluation: correct

Figure 17: Final Prompt for model based evaluation (cont 2).

20


