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Abstract

Relational Argument Mining (RAM) is a key
task of computational argumentation, which
aims to classify the relationships such as Sup-
port or Attack between argument component
(AC) pairs. Traditional approaches primarily
rely on graph-based modelling with external
knowledge sources, which are complex in na-
ture. Also, these approaches struggle with
RAM datasets when relation classes are im-
balanced, as they are not designed for class-
imbalanced scenarios. In this work, we pro-
pose CIARAM framework to reformulate RAM
as a text-to-text generation problem to gener-
ate relational labels in a flattened text format.
To address the class imbalance, we employ a
data augmentation strategy using a decoder-
only Large Language Model (LLM) to balance
the underrepresented relation classes. Across
five standard RAM benchmarks, CIARAM
achieves State-of-the-Art (SoTA) results, with
Macro-F1 score gains ranging from 5.05% to
12.88%', demonstrating the strong potential of
our approach.

1 Introduction

Relational Argument Mining (RAM) is a special-
ized task within computational argumentation that
focuses on identifying the relationships between
pairs of arguments, as shown in Fig. 1. Specifi-
cally, given two arguments, the goal is to determine
whether Arg2 Supports Argl or Arg2 Attacks
Argl. Unlike traditional Argument Mining tasks,
which primarily extract argumentative components
and relations (Lawrence and Reed, 2019), RAM
seeks to understand the interplay between argu-
ments. RAM has various potential applications,
including online debate (Slonim et al., 2021), le-
gal document interpretation (Habernal et al., 2023),
opinion aggregation (Cocarascu and Toni, 2017),
scientific literature analysis (Fergadis et al., 2021),
etc.

'Our code is available here.

I prefer fo spend my
entire live in one place
which is my hometown.

Suppo:rgﬂ Attack

| also love the Moving some places

environment in here

can give to you a lot
of experiences

Figure 1: Examples of related argument component
pairs taken from Student Essay corpus (Opitz and Frank,
2019) highlighting the Support and Attack relations.

The primary challenge of RAM is that the rela-
tionship between the arguments is often implicit
(Saadat-Yazdi et al., 2023), requiring contextual in-
ference. The diversity in linguistic expressions and
domain dependency makes generalization difficult
(Cabrio and Villata, 2018). On top of that, the stan-
dard RAM corpora have a class imbalance, where
examples of a certain class are significantly greater
than examples of the other class, leading to biased
models (Henning et al., 2023). Recent work in
(Sun et al., 2022) handles these complexities using
graph-based approaches with fine-grained phrase-
level similarities (similar words/phrases). Though
effective, it overlooks the whole argument-level in-
teraction, where multiple phrase-level interactions
are present. More recently, (Saadat-Yazdi et al.,
2023) uses the culture-specific (domain-dependent)
knowledge from external sources to model the dis-
course dynamics. However, this external knowl-
edge might not be useful for out-of-distribution
data where the culture-specific constraints are dif-
ferent. Additionally, none of the existing RAM
methods in the literature has addressed the class
imbalance problem. As a result, they often exhibit
sub-optimal performance in RAM tasks in class-
imbalanced datasets.

With the rise of the generative paradigm, several
NLP tasks have been reformulated as text-to-text
generation problems, where the input is given as
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plain text, and the expected output is structured
with a flattened representation of target labels. For
example, (Athiwaratkun et al., 2020) solved NER
and intent classification problems in a unified target
sequence. Specifically, "(( AddToPlaylist )) Add
[ Kent James | artist ] to the [ Disney | playlist |
soundtrack." is the target sequence of the original
input text "Add Kent James to the Disney sound-
track.", where the intent is "AddToPlaylist" and the
named entities are "Kent James' and "Disney" of
type "artist” and "playlist” respectively. A sim-
ilar methodology is applied in (Kawarada et al.,
2024) to solve traditional argument mining tasks
such as argument component classification and re-
lation classification, which showed improved per-
formances. However, the usability of this flattened
representation is unexplored when solving RAM
tasks.

In this paper, we propose Class Imbalance
Aware Relational Argument Mining, i.e., CIA-
RAM, a simple, yet effective text-to-text gener-
ation framework for RAM. The input and output of
CIARAM is based on the flattened text represen-
tation. It also takes care of the minority classes of
the class-imbalanced datasets using a decoder-only
LLM. For the class-imbalanced datasets, we take
the instances of the majority class and, using LLM,
we apply a data augmentation strategy to balance
the minority class with the same count as the ma-
jority class for that dataset. Thus, CTARAM has
three steps: (i) Balancing the minority classes with
data augmentation strategy for the class imbalance
datasets; (ii) Preparation of flattened representa-
tions for both input and output sequences; and (iii)
Fine-tuning an encoder-decoder model for the pro-
posed text-to-text generation task with the flattened
sequences.

Upon experimentation on five standard diverse-
domain RAM datasets including the class-
imbalanced ones, CIARAM produces SoTA results
with substantial improvements over the existing
baselines. In summary:

1. We propose a simple yet effective framework
for RAM called, CIARAM based on the text-
to-text generation paradigm, where both in-
put and output are represented as flattened
sequences.

2. By utilizing the data augmentation strategy us-
ing an LLM, we mitigate the class-imbalanced
problem of the imbalanced datasets to im-
prove the CIARAM performance.

3. Upon performing extensive experiments on
diverse domain datasets and an ablation study,
we demonstrate the improved performance
of CIARAM, producing substantial improve-
ments over the current SOTA.

2 Related Work

Previous works in RAM used transformer-based
models like BERT and RoBERTa models to learn
contextual representations better (Ruiz-Dolz et al.,
2021). Multi-task learning frameworks further en-
hanced RAM by jointly addressing multiple tasks
(Tran and Litman, 2021; Liu et al., 2023). Some
models integrated external commonsense knowl-
edge. Examples include ARK and KE-RoBERTa,
which leveraged resources such as ConceptNet and
WordNet (Paul et al., 2020; Saadat-Yazdi et al.,
2023). Graph-based neural networks now capture
structural dependencies from PLMs (Sun et al.,
2022). Recently, DISARM has used adversarial
training and discourse marker detection to further
push RAM boundaries despite challenges in cross-
domain applicability and small datasets (Contalbo
et al., 2024).

3 Methodology

Our methodology consists of three key steps as
shown in Fig. 2: (i) Data augmentation to handle
minority classes of class-imbalanced datasets, (ii)
Preparation of flattened representations for both
input & output, and (iii) Fine-tuning an encoder-
decoder model for the proposed text-to-text gener-
ation task.

Data Augmentation: To address class imbal-
ance in RAM datasets, we use Llama-3.1-instruct
to generate additional instances for underrepre-
sented relation classes. Given Argl and Arg2
from the majority class, we prompt the model to
generate an opposing argument of Arg2, to which
we call it Arg3. As a result, a new minority-class
relation is created between Argl and Arg3, hold-
ing the exact opposite relation of Argl and Arg2.
This process continues until class distribution is bal-
anced. Example instances are shown in Step 1 of
Fig. 2. Notably, only the Support and Attack classes
are augmented in imbalanced datasets, while the
No Relation class remains unchanged. Different
relation classes of the datasets, including the aug-
mented ones, are shown in Fig. 3.

Flattened Representation: We propose a struc-
tured approach to input and output representations
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Figure 2: Step-by-step illustration of the CIARAM framework.

to solve the RAM task. The input is format-
ted as [Argl][ 1[Arg2], while the target output
is structured as [Argl][Relation][Arg2], where
[Relation] represents the relationship between the
Argl & Arg2. Notably, for augmented examples,
Arg3 is applicable instead of Arg2. An illustrative
example is given in Step 2 of Fig. 2. This flattened
representation gives the model a rich context by
presenting Argl and Arg2 in both the input and
output. During the generation, the model fills the
empty slot of the input "[ ]" with the relation classes
in the output sequence.

Text-to-Text Fine-Tuning: Using the flattened
input sequence, we fine-tune an encoder-decoder
model to generate the flattened output sequence as
shown in Step 3 of Fig. 2. During the inference, we
post-process the flattened output sequence to ex-
tract the corresponding relation class of the related
arguments.

4 Experimental Setup

Datasets: We evaluate CIARAM on five publicly
available standard RAM datasets: Student Essay
(Essay) (Opitz and Frank, 2019), Debatepedia (De-
bate) (Paul et al., 2020), Presidential Debates
(M-Arg) (Mestre et al., 2021), and Debatepedia-
Normative (Normative) and Debatepedia-Causal
(Causal) (Jo et al., 2021). Among these, M-Arg
and Essay exhibit class imbalance. Therefore, data
augmentation is applied only to these two datasets,
while the others remain unchanged. Further details
of the datasets are provided in Appendix B.
Implementation Details: We fine-tuned the
Flan-T5-XL model using the QLoRA adapter for
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Figure 3: Distribution of different relation classes across
the five datasets.

parameter-efficient text-to-text generation with flat-
tened input-output representations. Training was
conducted on NVIDIA A100 GPU upon five
datasets with a learning rate of 0.0005 and a max-
imum sequence length of 128 tokens. We used a
batch size of 64 for both training and inference, run-
ning for 10,000 steps while evaluating every 200
steps to select the best model. Results are averaged
over three runs. For all experiments, we consider
Macro-F1 score as the evaluation metric. Further
details on QLoRA hyperparameters are provided
in Appendix A.

Baselines: We consider the following SoTA
models as baselines: BiLSTM (Cocarascu and
Toni, 2017), LSTM-ATT (Ma et al., 2017),
Hybrid-Net (Chen et al., 2018), BERT (Sun et al.,
2022), BERT+LX (Jo et al., 2021), BERT+MT
(Joetal., 2021), LogBERT (Jo et al., 2021), ARK
(Paul et al., 2020), KE-RoBERTa (Saadat-Yazdi
et al., 2023), DPGNN (Sun et al., 2022), DISARM
(Contalbo et al., 2024). Details of these baselines
are described in Appendix C.



Model Essay Debate  M-Arg
ARK 60 64 -
KE RoBERTa 70 75 49
RoBERTa+ 65.15 74.7 50.37
RoBERTa+ INJ 65.83 74.97 49.35
DISARM (MTL) 69.74 76.14 50.88
DISARM 70.1 76.22 51.34
75.15 89.1 57.26
CIARAM(Ours)  505) (+12.88) (+5.92)

Table 1: Comparison of Macro-F1 scores of CTARAM
with existing baselines. Best scores are in bold, and
improvements over SOTA are marked in Green.

Model Normative Causal
BiLSTM 71 68.3
LSTM + Att 71.5 70.3
Hybrid Net 67.2 58.8
BERT 79.4 80.7
BERT-LX 78.4 81.5
BERT-MT 79.6 71.5
Log BERT 80.7 80.8
DPGNN 82.9 84.1
93.3 94.5
CIARAM (Ours) (+10.4) (+10.4)

Table 2: Comparison of Macro-F1 scores of CTARAM
with existing baselines. Best scores are in bold, and
improvements over SoTA are marked in Green.

5 Results and Discussion

Main Results: Table 1 presents a performance
comparison of CIARAM against existing baselines
on the Debate, Essay, and M-Arg datasets, with
the latter two being class-imbalanced. Addition-
ally, Table 2 reports results for the Normative and
Causal datasets. Across all five datasets, CIA-
RAM achieves SoTA performance, highlighting
the advantages of a flattened text-to-text generation
approach over traditional methods. The improve-
ments are substantial for class-imbalanced datasets.
This demonstrates the effectiveness of the data aug-
mentation strategy in mitigating class imbalance
for minority classes.

Verification of Augmented Data: To evaluate
the quality of augmented data, we manually veri-
fied 10% of the generated arguments from the Es-
say and M-Arg datasets. The assessment checked
contextual validity with the intended relationship

Dataset Total Valid Percentage (%)
Essay (10%) 341 210 87.0
M-Arg (10%) 24 21 87.5

Table 3: Manual verification of augmented opposite
arguments generated using Llama-3.1-instruct.

Method Essay M-Arg
CIARAM (with Aug) 751 57.2
CIARAM (w/o Aug)  69.7 (-5.4) 53.2 (-4.0)

Table 4: Ablation Study of CIARAM: with and without
data augmentation on class-imbalanced datasets.

Model Debate  Essay M-Arg Normative  Causal
Flan-T5-XL

(Fine-Tuned) 89.1 75.15 57.26 93.3 94.5

TLlama-31 T

(Zero-Shot) 59.10 45.50 25.00 74.40 69.20
(5-shot) 77.29 37.92 34.80 71.99 74.79
(10-shot) 78.83 39.44 36.03 75.28 77.90
(20-shot) 79.29 42.02 34.15 69.88 82.79

Table 5: Performance Comparison of the RAM Task:
Fine-Tuned Flan-T5-XL vs. Zero/Few-Shot Llama-3.1.

(Support or Attack). As shown in Table 3, 87% of
Essay and 87.5% of M-Arg arguments generated
were contextually valid, indicating high reliability.
This reinforces the effectiveness of augmentation
in mitigating class imbalance in RAM tasks. Thus,
CIARAM achieves SoTA performance even with
slightly noisy opposing arguments, showcasing ro-
bustness in real-world conditions.

Ablation Study: To evaluate the impact of
data augmentation, we compare CIARAM’s per-
formance with and without augmented data on the
imbalanced Essay and M-Arg datasets. As shown
in Table 4, removing augmented data causes a sig-
nificant drop in Macro-F1 by 5.4 and 4.0 points for
Essay and M-Arg, respectively. This highlights the
positive effect of data augmentation in addressing
class imbalance to enhance performance.

Zero/Few-shot vs Fine-tuning: According to
Table 5, although zero/few-shot performance of
RAM task using Llama-3.1-instruct improves with
more examples, it consistently falls short of fine-
tuned Flan-T5-XL, which outperforms it by a signif-
icant margin across all datasets. Details of Llama-
3.1-instruct prompts are given in Appendix D.

6 Conclusion

This paper presents CIARAM, a simple yet effi-
cient framework for RAM that leverages the text-to-
text generation paradigm, representing both input
and output as flattened sequences. To tackle class
imbalance in standard RAM datasets, we incorpo-
rate a data augmentation strategy using an LLM,
boosting CIARAM’s performance. Through exten-
sive experiments and an ablation study, we show
that CIARAM delivers strong performance, signifi-
cantly outperforming the current SoTA.



7 Limitations and Future Scope

One key challenge is the potential for generative
models to introduce hallucinations, generating ar-
guments that do not accurately reflect the original
stance. Additionally, while Llama-based augmen-
tation improves class balance, it may introduce
artifacts that do not fully capture natural argumen-
tation patterns. We used Flan-T5-XL as our base
model. Exploring other encoder-decoder models,
such as BART, could provide insights into their
performance within the current setup.
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A Hyperparameters

We use the following hyperparameters setting for
fine-tuning with QLoRA:

Parameter Value

r 16

lora alpha 32

lora dropout 0.05

bias none

task type SEQ_2_SEQ_LM

target modules q,v,k, 0, wo, wig, wii
load_in_4bit True
bnb_4bit_quant_type nf4

bnb_4bit_use_double_quant  True
bnb_4bit_compute_dtype torch.bfloat16

Table 6: Hyperparameter setting of QLoRA

B Dataset Description

The description of the five publicly available stan-
dard RAM datasets are given as follows:

* Student Essay (Essay) (Opitz and Frank,
2019): A corpus of argumentative essays writ-
ten by second-language speakers, annotated
with attack/support relations.

Dataset Train Dev Test
Essay 3,070 1,142 1,100
Debate 6,486 2,163 2,162
M-Arg 3,283 410 411
Normative 11,098 472 707
Causal 6,581 496 330

Table 7: Dataset statistics.

* Debatepedia (Debate) (Paul et al., 2020): A
dataset of structured arguments extracted from
Debatepedia, containing pro/con arguments
on controversial topics, following a binary
classification scheme (attack/support).

* Presidential Debates (M-Arg) (Mestre et al.,
2021): Transcripts from U.S. presidential de-
bates, annotated with three classes: support,
attack, and neutral.

* Debatepedia-Normative (Normative) and
Debatepedia-Causal (Causal) (Jo et al.,
2021): Two subcorpora derived from De-
batepedia, containing argument pairs catego-
rized based on normative and causal reasoning.
These datasets follow a binary classification
scheme (support/attack).

C Details of Baselines

We compare our proposed approach with several
SoTA models, including both traditional machine
learning and deep learning-based methods:

e BiLSTM (Cocarascu and Toni, 2017): A
dual BILSTM architecture to encode argu-
ment component (AC) pairs independently.

e LSTM-ATT (Ma et al., 2017): An LSTM
with interaction-based attention to enhance
AC pair representations.

* Hybrid-Net (Chen et al., 2018): A BiLSTM-
based model incorporating self- and cross-
attention for better argument pair modeling.

* BERT (Sun et al., 2022): A vanilla BERT
model that uses the [CLS] token representa-
tion for classification.

* BERT+LX (Jo et al., 2021): A BERT-based
model that incorporates external linguistic fea-
tures such as factual consistency and senti-
ment coherence.

e BERT+MT (Jo et al., 2021): A multitask
learning-based approach using ARC jointly
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with textual entailment and sentiment classifi-
cation.

LogBERT (Jo et al., 2021): A variation of
BERT pre-trained on logical reasoning tasks
before fine-tuning on ARC.

¢ ARK (Paul et al., 2020): A method that em-
ploys a cross-attention mechanism with BiL-
STMs and integrates external commonsense
knowledge from ConceptNet and WordNet for
enhanced argument relation classification.

¢ KE-RoBERTa (Saadat-Yazdi et al., 2023):
A knowledge-enhanced RoOBERTa model that
incorporates commonsense reasoning from ex-
ternal knowledge graphs.

DPGNN (Sun et al., 2022): A dual prior
graph neural network that integrates syntactic
dependencies and probing knowledge from
pre-trained language models (PLMs) for fine-
grained argument relation classification.

e DISARM (Contalbo et al.,, 2024): A
RoBERTa-based approach that combines
multi-task learning and adversarial training
by aligning argument relation classification
(ARC) and discourse marker detection (DMD)
into a unified latent space. DISARM uti-
lizes the Discovery dataset to learn discourse
marker-based representations that improve
ARC performance.

D Zero/Few-Shot Prompt Details

We did not perform an extensive search for the op-
timal prompt, as finding the most effective prompt
is challenging. Instead, we used the same input-
output format as the text-to-text generation model
to construct the zero/few-shot prompts. Details are
shown below:

D.1 Zero-Shot Prompt

For the zero-shot setting, the prompt consisted only
of the input format without any example demon-
strations:

Classify the relationship between
the arguments in the format
[Arg1][Rel][Arg2].

Use only one of these labels: Support,
Attack.

Example Format:

Input: [Argl1][1[Arg2]
Output: [Argl1][Rel][Arg2]

Real Example

Input: [without the cooperation , there
would be no victory of competition][][we
should attach more importance to
cooperation during primary education]
Output:

NOTE: Only give the output in the
same format. No unnecessary texts or
explanations please.

D.2 Few-Shot Prompts

For the few-shot settings, we included k examples
(k = 5,10, 20) demonstrating the relationship be-
tween arguments before providing the test instance.
The format for the few-shot prompts was as fol-
lows:

D.2.1 Two-Class Task (Support/Attack)

Each prompt contained k& examples drawn from the
training data, formatted as follows:

Classify the relationship between
the arguments in the format
[Arg1]1[Rel][Arg2].

Use only one of these labels: Support,
Attack.

Example Format:
Input: [Argl1][]I[Arg2]
Output: [Argl][Rel]l[Arg2]

Here are some examples:

Example 1:

Input: [Now he says I should have closed
it earlier.][][I didn’t say either of
those things.]

Output: [Now he says I should have closed
it earlier.][Attack][I didn’t say either
of those things.]

Example 2:

Input: [Leadership crisis is only
worsened by not passing $700b plan][][The
$700 billion bailout plan for the 2008
US financial crisis is a good idea.]
Output: [Leadership crisis is
only worsened by not passing $700b



plan][Support][The $700 billion bailout
plan for the 2008 US financial crisis is
a good idea.]

Example 19:
Input: [Right of return jeopardizes
Israeli welfare, so invalid][1[The

Palestinians have the right to return.]
Output: [Right of return jeopardizes
Israeli welfare, so invalid][Attack][The
Palestinians have the right to return.]

Example 20:

Input: [More of a right to leave than
right to return.][J[The Palestinians
have the right to return.]

Output: [More of a right to leave
than right to return.][Attack][The
Palestinians have the right to return.]

Real Example

Input: [without the cooperation , there
would be no victory of competition][][we
should attach more importance to
cooperation during primary education]
Output:

NOTE: Only give the output in the
same format. No unnecessary texts or
explanations please.

The number of examples varied based on the
setting (k = 5, 10, 20).

D.2.2 Three-Class Task
(Support/Attack/None)

For the three-class task, the format remained the
same, with an additional class label None:

Classify the relationship between
the arguments in the format
[Arg11[Rel][Arg2].

Use only one of these labels: Support,

Attack, None.

Example Format:
Input: [Arg1]1[]1[Arg2]
Output: [Argl][Rel][Arg2]

Here are few examples:

Example 1:

Input: [It’s a fact.]J[J[It’s been totally
discredited.]

Output: [It’s a fact.]J[Attack][It’s been
totally discredited.]

Example 2:

Input: [We have an election coming
up.][1LYou think she would rule for you?]
Output: [We have an election coming
up.][None][You think she would rule for
you?]

Example 19:

Input: [it is necessary to make sure that
people can live a 1long lifell][animal
experiments have negative impact on the
natural balance]

Output: [it is necessary to make
sure that people can 1live a long
lifel[Attack][animal experiments have

negative impact on the natural balance]

Example 20:

Input: [Now he says I should have closed
it earlier.][][I didn’t say either of
those things.]

Output: [Now he says I should have closed
it earlier.][Attack][I didn’t say either
of those things.]

Real Example

Input: [students 1learn far more from
other sources , such as the Internet
and television][][students 1learn far
more from their teachers than from other
source]
Output:

NOTE: Only give the output 1in the
same format. No unnecessary texts or
explanations please.

As before, k varied between 5, 10, and 20 based
on the setting.

These prompts were used to evaluate the impact
of few-shot learning on classification performance.
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