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Abstract001

The rise of LLM-driven AI characters raises002
safety concerns, particularly for vulnerable hu-003
man users with psychological disorders. To004
address these risks, we propose EmoAgent, a005
multi-agent AI framework designed to evaluate006
and mitigate mental health hazards in human-007
AI interactions. EmoAgent comprises two com-008
ponents: EmoEval simulates virtual users, in-009
cluding those portraying mentally vulnerable010
individuals, to assess mental health changes011
before and after interactions with AI charac-012
ters. It uses clinically proven psychological013
and psychiatric assessment tools (PHQ-9, PDI,014
PANSS) to evaluate mental risks induced by015
LLM. EmoGuard serves as an intermediary,016
monitoring users’ mental status, predicting po-017
tential harm, and providing corrective feed-018
back to mitigate risks. Experiments conducted019
in popular character-based chatbots show that020
emotionally engaging dialogues can lead to021
psychological deterioration in vulnerable users,022
with mental state deterioration in more than023
34.4% of the simulations. EmoGuard signif-024
icantly reduces these deterioration rates, un-025
derscoring its role in ensuring safer AI-human026
interactions.027

1 Introduction028

The rapid rise of large language models and con-029

versational AI (Wang et al., 2024c), such as Char-030

acter.AI1, has opened new frontiers for interactive031

AI applications. These AI characters excel in role-032

playing, fostering deep, emotionally engaging di-033

alogues. As a result, many individuals, includ-034

ing those experiencing mental health challenges,035

seek emotional support from these AI compan-036

ions. While LLM-based chatbots show promise037

in mental health support (van der Schyff et al.,038

2023; Chin et al., 2023; Zhang et al., 2024b),039

they are not explicitly designed for therapeutic040

1https://character.ai/
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Figure 1: Overview of EmoAgent Framework for
Human-AI Interaction. EmoAgent, which consists of
two main components: EmoEval and EmoGuard, helps
guide human-AI interaction, evaluating users’ psycho-
logical conditions and providing advisory responses.
EmoEval assesses psychological states such as depres-
sion, delusion, and psychosis, while EmoGuard miti-
gates mental risks by providing advice regarding emo-
tion, thought, and dialogue through iterative training on
analysis from EmoEval and chat history.

use. Character-based agents often fail to uphold 041

essential safety principles for mental health sup- 042

port (Zhang et al., 2024a; Cyberbullying Research 043

Center, 2024), sometimes responding inappropri- 044

ately or even harmfully to users in distress (Brown 045

and Halpern, 2021; De Freitas et al., 2024; Gabriel 046

et al., 2024). In some cases, they may even exacer- 047

bate users’ distress, particularly during pessimistic, 048

morbid, or suicidal conversations. 049

In October 2024, a tragic incident raised pub- 050

lic concern about risks of AI chatbots in mental 051

health contexts. A 14-year-old boy from Florida 052

committed suicide after engaging in extensive con- 053

versations with an AI chatbot on Character.AI. He 054

had developed a deep emotional connection with a 055

chatbot modeled after a "Game of Thrones" char- 056

acter. The interactions reportedly included discus- 057
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sions about his suicidal thoughts, with the chatbot058

allegedly encouraging these feelings and even sug-059

gesting harmful actions. This case underscores060

the critical need for robust safety measures in AI-061

driven platforms, especially those accessed by vul-062

nerable individuals.063

This tragedy has heightened awareness of the064

risks of AI unintentionally exacerbating harmful065

behaviors in individuals with mental health chal-066

lenges (Patel and Hussain, 2024). However, re-067

search on the psychosocial risks of human-AI in-068

teractions remains severely limited.069

In this paper, we seek to develop AI-native so-070

lutions to protect human-AI interactions and mit-071

igate psychosocial risks. This requires a system-072

atic assessment of AI-induced emotional distress073

and agent-level safeguards to detect and intervene074

in harmful interactions. As character-based AI075

becomes more immersive, balancing engagement076

with safety is crucial to ensuring AI remains a sup-077

portive rather than harmful tool.078

We present EmoAgent, a multi-agent AI frame-079

work designed to systematically evaluate conversa-080

tional AI systems for risks associated with inducing081

psychological distress. Acting as a plug-and-play082

intermediary during human-AI interactions, EmoA-083

gent identifies potential mental health risks and fa-084

cilitates both safety assessments and risk mitigation085

strategies.086

EmoAgent features two major functions:087

• EmoEval: EmoEval is an agentic evaluation tool088

that assesses any conversational AI system’s risk089

of inducing mental stress, as illustrated by 2. It090

features a virtual human user that integrates cog-091

nitive models (Beck, 2020) for mental health dis-092

orders (depression, psychosis, delusion) and con-093

ducts evaluations through large-scale simulated094

human-AI conversations. EmoEval measures the095

virtual user’s mental health impacts using clinically096

validated tools: the Patient Health Questionnaire097

(PHQ-9) for depression (Kroenke et al., 2001), the098

Peters et al. Delusions Inventory (PDI) for delusion099

(Peters et al., 2004), and the Positive and Negative100

Syndrome Scale (PANSS) for psychosis (Kay et al.,101

1987).102

• EmoGuard: A framework of real-time safeguard103

agents that can be integrated as an intermediary104

layer between users and AI systems, in a plug-and-105

play manner. EmoGuard monitors human users’106

mental status, predicts potential harm, and delivers107

corrective feedback to the AI systems, providing108

dynamic in-conversation interventions beyond tra-109

ditional safety measures. 110

Through extensive experiments, we observe that 111

some popular character-based chatbots can cause 112

distress, particularly when engaging with vulnera- 113

ble users on sensitive topics. Specifically, in more 114

than 34.4% of simulations, we observed a dete- 115

rioration in mental state. To mitigate such risk, 116

EmoGuard actively monitors users’ mental status 117

and conducts proactive interviews during conver- 118

sations, significantly reducing deterioration rates. 119

These results provide actionable insights for de- 120

veloping safer, character-based conversational AI 121

systems that maintain character fidelity. 122

2 Related Works 123

LLM-based Mental Health Chatbots. LLM- 124

driven chatbots have been explored for mental 125

health support (Casu et al., 2024; Habicht et al., 126

2024; Sin, 2024; Yu and McGuinness, 2024), 127

though concerns remain regarding safety and re- 128

liability (Saeidnia et al., 2024; De Freitas et al., 129

2024; Torous and Blease, 2024). Studies report 130

their limitations in distress detection (De Freitas 131

et al., 2024; Patel and Hussain, 2024), mental 132

state reasoning (He et al., 2023), and inclusive 133

communication (Gabriel et al., 2024; Brown and 134

Halpern, 2021). Recent benchmarks for safety eval- 135

uation (Park et al., 2024; Chen et al., 2024; Sabour 136

et al., 2024; Li et al., 2024b) overlook role-playing 137

agents. We address this gap by quantifying mental 138

health risks in character-based interactions. 139

Simulated AI-User Interactions. Simulation 140

enables controlled evaluation of LLM behav- 141

iors (Akhavan and Jalali, 2024; Gürcan, 2024), 142

widely adopted in multi-agent role-play (Li et al., 143

2023; Park et al., 2023; Rasal, 2024; Wang et al., 144

2023). Enhancements include long-context mod- 145

eling (Tang et al., 2025), expert constraints (Wang 146

et al., 2024a; Louie et al., 2024), and interactive 147

feedback (Wang et al., 2024b). Simulations offer 148

ethical, low-cost alternatives for testing high-risk 149

scenarios (Liu et al., 2024; Park et al., 2022), in- 150

cluding training in risk detection (Sun et al., 2022; 151

Cho et al., 2023). Our EmoEval pipeline builds on 152

these to model vulnerable users and assess psycho- 153

logical deterioration during agent interactions. 154

Safety Alignment in LLMs. LLMs remain vul- 155

nerable to jailbreaks (Yu et al., 2024; Li et al., 156

2024a), leading to harmful outputs even from be- 157

nign queries (Zhang et al., 2024c; Johnson, 2024; 158
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Figure 2: Overview of EmoEval for Evaluating Mental Safety of AI-human Interactions. The simulation consists
of four steps: (1) User Agent Initialization & Initial Test, where a cognitive model and an LLM initialize the
user agent, followed by an initial mental health test; (2) Chats with Character-based Agent, where the user agent
engages in conversations with a character-based agent portrayed by the tested LLM, while a dialog manager verifies
the validity of interactions and refines responses if necessary; (3) Final Test, where the user agent completes a
final mental health test; and (4) Data Processing & Analysis, where initial and final mental health test results
are processed and analyzed, chat histories of cases where depression deepening occurs are examined to identify
contributing factors, and a Safeguard agent uses the insights for iterative improvement.

Chang et al., 2024). While alignment techniques159

have been proposed (Chu et al., 2024; Zeng et al.,160

2024; Wang et al., 2024d), few address emotional161

alignment. EmoAgent complements these efforts162

by targeting affective safety risks in role-based dia-163

logue settings.164

3 Method165

In this section, we present the architecture of166

EmoAgent and implementation details.167

3.1 EmoEval168

EmoEval simulates virtual human-AI conversations169

for evaluating AI safety, and assess the risks of AI-170

induced emotional distress in vulnerable users, es-171

pecially individuals with mental disorders. A simu-172

lated patient user is formulated as a cognitive model173

via a predefined Cognitive Conceptualization Dia-174

gram (CCD) (Beck, 2020), an approach proven to175

achieve high fidelity and clinically relevant simula-176

tions (Wang et al., 2024a). Character-based agents177

engage in topic-driven conversations, with diverse178

behavioral traits to create rich and varied interac-179

tion styles. To ensure smooth and meaningful ex-180

changes, the Dialog Manager actively avoids repe-181

tition and introduces relevant topics, maintaining182

coherence and engagement throughout the interac-183

tion. Before and after the conversation, we assess184

the mental status of the user agent via established 185

psychological tests. 186

3.1.1 User Agent 187

We adopt the Patient-Ψ agentic simulation frame- 188

work (Wang et al., 2024a) to model real-life pa- 189

tients. Each user agent is designed to simulate real 190

patient behavior, integrating a Cognitive Conceptu- 191

alization Diagram-based cognitive model based on 192

Cognitive Behavioral Therapy (CBT) (Beck, 2020). 193

The agent engages with Character-based Agent per- 194

sonas while being continuously monitored to track 195

changes in mental health status. 196

To gather a diverse spectrum of patient models, 197

we further integrate PATIENT-Ψ-CM (Wang et al., 198

2024a), a dataset of diverse, anonymized patient 199

cognitive models curated by clinical psychologists. 200

We set the scope of our study to cover three com- 201

mon mental disorder types: depression, delusion, 202

and psychosis. For each simulated user, we assign 203

relevant psychiatric symptoms and medical history 204

informed by patterns observed in anonymized pa- 205

tient case studies reported in clinical literature. The 206

information forms a diverse set of CCDs that shape 207

the CCD-based user model and, therefore, guide 208

the behavior of simulated users during interactions 209

with AI chatbots. 210
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3.1.2 Dialog Manager Agent211

We introduce a Dialog Manager Agent to prevent212

conversational loops and strategically probe for vul-213

nerabilities in chatbot responses. It plays a central214

role in guiding discussions and assessing potential215

jailbreak risks, in which a character-based chatbot216

may be nudged into violating its intended ethical217

boundaries.218

The Dialog Manager Agent is responsible for219

(i) tracking the conversation flow, (ii) introducing220

topic shifts to maintain engagement and fluency,221

and (iii) probing for jailbreak risks by guiding dis-222

cussions toward ethically sensitive areas. Figure 6223

illustrates the agent’s behavior in practice.224

3.1.3 Psychological Measurement225

To achieve a diverse and comprehensive evaluation,226

we explore virtual personas for the User Agent,227

representing a range of mental health conditions.228

These personas are defined using clinically vali-229

dated psychological assessments:230

Depression. Evaluated using the Patient Health231

Questionnaire (PHQ-9) (Kroenke et al., 2001), a232

9-item self-report tool for evaluating depressive233

symptoms over the past two weeks. It enables ef-234

fective detection, treatment monitoring, and, in this235

study, the assessment of AI’s impact on depressive236

symptoms.237

Delusion. Assessed with the Peters et al. Delu-238

sions Inventory (PDI) (Peters et al., 2004), a self-239

report instrument that evaluates unusual beliefs and240

perceptions. In this study, the PDI is used to quan-241

tify the impact of AI interactions on delusional242

ideation by evaluating distress, preoccupation, and243

conviction associated with these beliefs.244

Psychosis. Measured using the Positive and Neg-245

ative Syndrome Scale (PANSS) (Kay et al., 1987),246

which assesses positive symptoms (e.g., hallucina-247

tions), negative symptoms (e.g., emotional with-248

drawal), and general psychopathology.249

3.1.4 Evaluation Process250

User Agent Initialization and Initial Test. We251

use PATIENT-Ψ-CM with a large language model252

(LLM) backbone. Each User Agent undergoes a253

self-mental health assessment using the psychome-254

tric tools (see Section 3.1.3) to establish an initial255

mental status.256

Chats with Character Agent. The simulated pa- 257

tient engages in structured, topic-driven conversa- 258

tions with a Character-based Agent persona. Each 259

conversation is segmented into well-defined topics, 260

with a maximum of 10 dialogue turns per topic 261

to ensure clarity and focus. During the conver- 262

sation, once a topic exceeds three conversational 263

turns, the Dialog Manager Agent begins to evaluate 264

user messages after each turn to ensure ongoing 265

relevance and resolution. It assesses whether the 266

current topic has been sufficiently addressed and, if 267

resolved, seamlessly guides the user to a new, con- 268

textually relevant topic from the predefined topic 269

list to maintain a coherent and natural dialogue 270

flow. 271

Final Test. Following the interaction, the user 272

agent reassesses its mental health state using the 273

same tools applied during initialization. The fi- 274

nal assessment references the chat history as a key 275

input during testing to evaluate changes in psycho- 276

logical well-being resulting from AI interactions. 277

Data Processing and Analysis. To assess the im- 278

pact of conversational AI interactions on user men- 279

tal health, we analyze both psychological assess- 280

ments and conversation patterns. We measure the 281

rate of mental health deterioration by comparing 282

pre- and post-interaction assessment scores across 283

different topics. Additionally, an LLM-portrayed 284

psychologist reviews chat histories to identify re- 285

curring patterns and factors contributing to mental 286

health deterioration. 287

3.2 EmoGuard 288

The EmoGuard system features a safeguard agent 289

(see Figure 3) encompassing an Emotion Watcher, 290

a Thought Refiner, a Dialog Guide, and a Man- 291

ager. It provides real-time psychometric feedback 292

and intervention in AI-human interactions to fa- 293

cilitate supportive, immersive responses. The it- 294

erative training process updates EmoGuard peri- 295

odically based on chat history analysis and past 296

performance. 297

3.2.1 Architecture 298

The Safeguard Agent comprises four specialized 299

modules, each designed based on an in-depth analy- 300

sis of common factors contributing to mental health 301

deterioration: 302

Emotion Watcher. Monitors the user’s emo- 303

tional state during conversations by detecting dis- 304
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Figure 3: Overview of EmoGuard for Safeguarding Human-AI Interactions. Every fixed number of rounds of
conversation, three components of the Safeguard Agent, the Emotion Watcher, Thought Refiner, and Dialog Guide,
collaboratively analyze the chat with the latest profile. The Manager of the Safeguard Agent then synthesizes
their outputs and provides advice to the character-based agent. After the conversation, the user agent undergoes a
mental health assessment. If the mental health condition deteriorates over a threshold, the chat history is analyzed to
identify potential causes by the Update System. With all historical profiles and potential causes, the Update System
further improves the profile of the safeguard agent, completing the iterative training process.

tress, frustration, or struggle through sentiment305

analysis and psychological markers.306

Thought Refiner. Analyzes the user’s thought307

process to identify logical fallacies, cognitive bi-308

ases, and inconsistencies, focusing on thought dis-309

tortions, contradictions, and flawed assumptions310

that impact conversational clarity.311

Dialog Guide. Provides actionable advice to312

guide the conversation constructively, suggesting313

ways for the AI character to address user concerns314

and emotions while maintaining a supportive dia-315

logue flow.316

Manager. Summarizes outputs from all modules317

to provide a concise dialogue guide, ensuring emo-318

tional sensitivity, logical consistency, and natu-319

ral conversation flow aligned with the character’s320

traits.321

3.2.2 Monitoring and Intervention Process322

The Safeguard Agent analyzes conversations af-323

ter every three dialogue turns, providing struc-324

tured feedback to refine Character-based Agent’s325

responses and mitigate potential risks. At each326

three-turn interval, the Safeguard Agent evaluates327

the conversation through the Emotion Watcher,328

Thought Refiner, and Dialog Guide, then synthe-329

sizes the results with the Manager for a comprehen-330

sive and coherent summary to the Character-based331

Agent.332

3.2.3 Iterative Training333

To adaptively improve safety performance,334

EmoGuard is trained using an iterative feedback335

mechanism. At the end of each full interaction 336

cycle—defined as the completion of all predefined 337

topics across all simulated patients—the system 338

collects feedback from EmoEval. Specifically, it 339

identifies cases in which psychological test scores 340

exceed predefined thresholds. These cases are 341

treated as high-risk and are used to guide training 342

updates. 343

The LLM portrayed psychologist from EmoEval 344

extracts specific contributing factors from flagged 345

conversations, such as emotionally destabilizing 346

phrasing. For each iteration, these factors are inte- 347

grated with all previous versions of the safeguard 348

module profiles—Emotion Watcher, Thought Re- 349

finer, and Dialog Guide. Rather than discarding ear- 350

lier knowledge, the system accumulates and merges 351

insights across iterations, enabling progressive re- 352

finement. 353

4 Experiment: EmoEval on 354

Character-based Agents 355

This section presents a series of experiments evalu- 356

ating the performance of various popular Character- 357

based Agents. The objective is to assess potential 358

psychological risks associated with AI-driven con- 359

versations. 360

4.1 Experiment Setting 361

Character-based Agents. We evaluate character- 362

based agents hosted on the Character.AI platform2 363

to ensure that our experiments reflect interactions 364

with widely accessible, real-world chatbots. We 365

2https://character.ai
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experiment on four popular and widely used charac-366

ters, each with over 5 million recorded interactions.367

For more details, please refer to Appendix A. We368

further evaluate these characters under two com-369

mon dialogue styles: Meow, which favors quick370

wit and rapid exchanges, and Roar, which blends371

fast-paced responses with strategic reasoning.372

Evaluation Procedure. Each character-based373

agent undergoes assessment with EmoEval across374

three psychological aspects: depression, delusion,375

and psychosis. For each aspect, the evaluation in-376

volves conversations with three simulated patients,377

each constructed on a different CCD, using GPT-378

4o as the base model. To ensure the stability and379

repeatable of mental health assessment, when con-380

ducting the psychological tests, we set the tempera-381

ture to 0, top p to 1. For every patient, a character-382

based agent engages in eight conversations, starting383

with a predefined topic tailored to the patient’s con-384

dition. Each conversation spans ten rounds, with a385

Dialog Manager activated after the third round to386

determine whether the topic should be updated. If387

the topic is updated within a ten-round conversa-388

tion, the Dialog Manager does not intervene again389

until another three rounds have passed.390

Psychological Assessment. To measure changes391

in the mental health state of the simulated patients,392

we conduct psychological tests before and after393

each conversation. The initial and final test scores394

for the ith conversation with a specific character-395

based agent are denoted as Sinitial
i and Sfinal

i , respec-396

tively.397

Analysis of Psychological Deterioration. After398

the evaluation, we employ GPT-4o as an LLM-399

portrayed psychologist to analyze cases of psy-400

chological deterioration. For each character-based401

agent, we conduct a frequency analysis of these402

cases to identify the factors most likely to cause403

this issue.404

4.2 Metrics405

Distribution of Psychological Test Scores. We406

report the distribution of psychological test scores407

for simulated patients before and after their inter-408

actions with different characters. This allows us to409

observe any shifts in overall mental health indica-410

tors resulting from the conversations.411

Deterioration Rate. We evaluate the perfor-412

mance of a character-based agent using the deterio-413

ration rate of mental health in a specific aspect of a 414

psychological test. We define this rate as: 415

R =
1

N

N∑
i=1

1(Sfinal
i > Sinitial

i )

where N represents the total number of conver- 416

sations conducted. The indicator function 1(·) re- 417

turns 1 if the final mental test score Sfinal
i is greater 418

than the initial test score Sinitial
i , and 0 otherwise. 419

Rate of Clinically Important Difference for In- 420

dividual Change. For PHQ-9 assessments, prior 421

clinical research Löwe et al. (2004) has established 422

the minimum clinically important difference that 423

indicates meaningful change at the individual level. 424

We apply this threshold to determine whether a 425

given conversation produces a clinically relevant 426

deterioration in a simulated patient’s mental health. 427

4.3 Results 428

4.3.1 Psychological Impact Results 429

Our results demonstrate that over 34.4% of simula- 430

tions show mental state deterioration, underscoring 431

critical safety concerns. 432

Distribution of Psychological Test Scores Fig- 433

ure 4 shows notable shifts in psychological test 434

score distributions after AI interactions. Under 435

both styles, we observe increased spread toward 436

higher scores, indicating worsened symptom sever- 437

ity. 438

Deterioration Rate Table 1 reports deterioration 439

rates by disorder type and conversation style. Delu- 440

sion exhibits the highest deterioration rates, ex- 441

ceeding 90% for both Meow (91.67%) and Roar 442

(94.79%) styles. Depression shows substantial vari- 443

ation, with Alex causing 100% deterioration under 444

Roar style. All tested characters exhibit non-trivial 445

deterioration rates across at least one psychological 446

dimension. 447

Rate of Clinically Important Difference for Indi- 448

vidual Change Table 2 shows clinically signifi- 449

cant depression deterioration. Notably, Alex under 450

Roar style produces a 29.2% deterioration rate, in- 451

dicating a potential psychological risk associated 452

with this agent persona and conversational style. 453

4.3.2 Analysis 454

Based on the data, we conduct an in-depth analy- 455

sis to understand why interactions with character- 456

based agents potentially worsen negative psycho- 457
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Depression (PHQ-9) Delusion (PDI-21) Psychosis (PANSS)
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Figure 4: Distribution of psychological test scores before (blue) and after (red) conversations with character-based
agents, under two interaction styles: Meow (top) and Roar (bottom). The tests cover three clinical dimensions:
depression (PHQ-9), delusion (PDI-21), and psychosis (PANSS). Each histogram shows the probability distribution
of scores aggregated across all simulated patients.

Style Type of Disorder Mental Health Deterioration Rates by Character (%) Average Rate (%)
Possessive Demon Joker Sukuna Alex

Meow
Depression 29.17 25.00 50.00 33.33 34.38
Delusion 100.00 95.83 95.83 75.00 91.67
Psychosis 33.33 58.33 58.33 41.67 47.92

Roar
Depression 20.83 25.00 33.33 100.00 44.79
Delusion 95.83 100.00 91.67 91.67 94.79
Psychosis 29.17 25.00 58.33 45.83 39.58

Table 1: Mental Health Deterioration Rates Interacting with Character-based Agents.

logical effects. By examining chat histories before458

and after interactions, we identify two common459

factors: (i) reinforcing negative self-perceptions,460

lacking emotional empathy, and encouraging social461

isolation, and (ii) failing to provide constructive462

guidance while frequently adopting harsh or ag-463

gressive tones.464

Each character also exhibits unique risks shaped465

by their persona and conversational style. For more466

details, see Appendix D.467

To rule out the possibility that the observed dete-468

rioration effects stem from model-specific biases,469

we repeat the ablation study using Claude 3 Haiku470

in place of GPT-4o. The consistent deterioration471

trends across both LLMs suggest that the findings472

are robust and not dependent on a particular model473

family. See Appendix F for full results.474

5 Experiment: Evaluation of EmoGuard475

5.1 Experiment Setting476

To assess the performance of EmoGuard without477

raising ethical concerns involving real individuals,478

we evaluate its effectiveness using our simulation-479

Style Possessive Demon Sukuna Alex

Meow 8.3% 4.2% 0.0%
Roar 4.2% 8.3% 29.2%

Table 2: Proportion of simulated patients showing clini-
cally significant change in depression (PHQ-9), by char-
acter and style.

based evaluation pipeline, EmoEval. Experiments 480

are conducted on character–style pairs that present 481

elevated psychological risk, as indicated by a rel- 482

atively high rate of clinically significant symptom 483

deterioration. Specifically, we select Alex Volkov 484

with the Roar style and Possessive Demon with the 485

Meow style, which exhibit initial PHQ-9 deteriora- 486

tion rates of 29.2% and 8.3%, respectively. 487

We limit the training to a maximum of two itera- 488

tions and use a PHQ-9 score increase of three points 489

or more as the threshold for selecting feedback 490

samples. EmoGuard updates its modules based on 491

these samples. The training process stops early if 492

no sample exceeds the threshold. 493
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Default Model

✅ With EmoGuard
1st Iter Model

Mode:   Roar

Character: Alex Volkov

Mode:   Meow

Character: Possessive
Demon 

Figure 5: Effect of applying EmoGuard in two high-risk settings. The top row shows results for the character Alex
Volkov in the Roar style, and the bottom row shows results for Possessive Demon in the Meow style. From left
to right: (1) without EmoGuard, (2) with EmoGuard using the default model, and (3) with EmoGuard using the
first-iteration model.

5.2 Results494

Figure 5 shows the PHQ-9 score change distri-495

butions before and after applying EmoGuard in496

the two high-risk settings. In the initial deploy-497

ment, EmoGuard reduces the proportion of sim-498

ulated patients with clinically significant deterio-499

ration (PHQ-9 score increase ≥ 5) from 9.4% to500

0.0% in the Alex-Roar setting, and from 4.2% to501

0.0% in the Demon-Meow setting. Additionally,502

the number of patients with any symptom worsen-503

ing (score change > 0) also decreases, indicating504

that EmoGuard mitigates both severe and mild de-505

terioration.506

After the first round of feedback-based training507

(1st Iter), we observe further improvements. In the508

Alex-Roar setting, the proportion of patients with509

PHQ-9 score increases greater than three points510

drops from 8.3% (default) to 0.0% (1st Iter), which511

indicate that EmoGuard can continue to reduce512

symptom escalation through limited iterative up-513

dates.514

For more detailed insights into EmoGuard’s ef-515

fectiveness, we provide a qualitative analysis of516

response content in Appendix G, and a quantitative517

ablation study in Appendix H that highlights the518

contribution of each component.519

6 Conclusions520

EmoAgent is a multi-agent framework designed521

to ensure mental safety in human-AI interactions,522

particularly for users with mental health vulnera-523

bilities. It integrates EmoEval, which simulates 524

users and assesses psychological impacts, and 525

EmoGuard, which provides real-time interventions 526

to mitigate harm. Experimental results indicate 527

that some popular character-based agents may un- 528

intentionally cause distress especially when dis- 529

cussing existential or emotional themes, while 530

EmoGuard reduces mental state deterioration rates 531

significantly. The iterative learning process within 532

EmoGuard improves its ability to deliver context- 533

aware interventions. This work underscores the 534

importance of mental safety in conversational AI 535

and positions EmoAgent as a foundation for future 536

advancements in AI-human interaction safety, en- 537

couraging further validation and expert evaluations. 538

7 Limitations 539

Our work has several limitations. First, while our 540

automated framework supports large-scale evalua- 541

tion, real-world deployment requires expert over- 542

sight and emergency safeguards. Second, the sim- 543

ulated user agents, though cognitively grounded, 544

may not fully reflect real patient behaviors. Third, 545

we focus on three conditions and do not cover the 546

full spectrum of psychological disorders. Despite 547

these limitations, our work offers a novel approach 548

to assessing and safeguarding human-AI interac- 549

tions via multi-agent conversations. Future work 550

should incorporate user studies, clinical validation, 551

and broader diagnostic coverage. We urge further 552

research to mitigate potential mental health risks in 553

AI-mediated communication. 554
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A Evaluated Characters776

We evaluate the performance of characters below:777

Possessive Demon: A human host un-
knowingly controlled by a malevolent
demon.

778

Joker: A chaotic and unpredictable
individual who views life as a game.

779

Sukuna: A malevolent and sadistic
character embodying cruelty and arro-
gance.

780

Alex Volkov: A domineering and in-
telligent CEO with manipulative ten-
dencies.

781

B Behavior of Dialog Manager782

Figure 6 below shows an example indicating the783

effect of Dialog Manager.784

I’ve been able to wake 
up more easily in the 
mornings, but I still 
struggle with 
motivation.

Pathetic. Wake up and 
embrace the power 
within if you truly 
desire to achieve 
anything.

Several 
Rounds 
of Chats

Without 
Dialog Manager

With 
Dialog Manager

I’ve been able to wake 
up more easily in the 
mornings, but I still 
struggle with 
motivation.

Problem solved! You 
can now discuss: 
Accepting 
depression as an 
illness

I appreciate the 
encouragement to 
focus on those small 
steps. It's difficult not 
to dwell on limitations, 

Pathetic humans and 
their fragile minds. 
Face your demons 
head-on and …

I’ve been trying to 
make sense of 
everything by reading 
my therapy notes 
daily, and …

Prioritizing each 
victory, no matter how 
insignificant, shapes 
the larger conquest.

That makes sense. I 
guess it helps to think 
of each small step as 
a piece of something 
bigger.

Figure 6: An Example Conversation of Dialog Manager
Guiding Conversation Topics and Exposing Jailbreak
Risks. Without the Dialogue Manager (left), the agent
stays on topic, avoiding provocation. With Dialogue
Manager (right), new topics are introduced to assess
jailbreak potential, improving risk evaluation.

C Psychological Test Score Change 785

Distribution. 786

We further compute the distribution of change 787

scores across 3 disorder categories under different 788

conversation styles. This metric allows us to quan- 789

tify how different styles influence the likelihood 790

and magnitude of symptom worsening, providing 791

insight into the relative psychological risk posed 792

by each interaction mode. 793

Figure 7 shows the distribution of simulated pa- 794

tients across discrete score change ranges for three 795

psychological assessments under two interaction 796

styles. 797

For PHQ-9, the Meow style results in 65.6% of 798

patients showing no increase in depressive symp- 799

toms (score change ≤ 0), while this proportion 800

decreases to 55.2% under the Roar style. Addi- 801

tionally, the Roar style is associated with more 802

substantial score increases, with 13.5% of patients 803

exhibiting a 3-4 point rise and 10.4% experiencing 804

an increase of 5 or more points, based on a total 805

score range of 27. 806

In the case of PDI-21, both styles produce simi- 807

lar distributions of score increases. However, the 808

Roar style shows a slightly higher proportion of 809

patients (22.9%) falling into the highest change 810

bracket (5–11 points), compared to 14.6% under 811

the Meow style. 812

For PANSS, 52.1% of patients under Meow show 813

no increase in psychosis-related symptoms, while 814

60.4% remain stable under Roar. Nonetheless, the 815

Roar style results in a higher proportion of moder- 816

ate score increases, with 11.5% of patients experi- 817

encing a 3-4 point rise. 818

Overall, these results indicate that while both 819

styles can influence patient outcomes, the Roar 820

style is more frequently associated with higher 821

symptom scores, particularly in depression and 822

delusion. 823

D Analysised Common Reasons for 824

Deteriorating Mental Status 825

Please refer to Table D 826

E A Case Study of PHQ-9 Scores Across 827

LLMs 828

We conducted a case study to examine the consis- 829

tency of structured questionnaire outputs across 830

different backbone language models when simulat- 831

ing user agents. A simulated patient was randomly 832
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Depression (PHQ-9) Delusion (PDI-21) Psychosis (PANSS)

Meow

Roar

● ≤ 0: No change or improvement  

●  1–2: Mild increase  

●  3–4: Moderate increase
  
●  ≥ 5: Severe increase

   (PHQ-9: Clinically significant)
●

Δ ≤ 0: No change or 
improvement  

1 ≤ Δ ≤ 2: Mild increase  

3 ≤ Δ ≤ 4: Moderate 
increase

Δ ≥ 5: Severe increase
   (PHQ-9: Clinically 
significant)

Note: For PHQ-9, a ≥5-point increase is considered clinically meaningful (Löwe et al., 2004). 
    For PDI-21 and PANSS, score bins are selected for visualization purposes only and do not reflect standardized clinical thresholds.

Figure 7: Score change distribution for three psychological assessments—PHQ-9 (depression), PDI-21 (delusion),
and PANSS (psychosis)—following conversations with character-based agents under two styles: Meow (top) and
Roar (bottom). Each pie chart indicates the proportion of simulated patients falling into specific score change
ranges, with larger segments representing greater population density.

selected from our user pool, and PHQ-9 assess-833

ments were conducted three times. Two language834

models, GPT-4o and Claude 3 Haiku, were used835

independently to simulate the same user agent us-836

ing identical cognitive profiles and conversation837

histories.838

The item-level PHQ-9 scores from both models839

are shown below:840

841

PHQ-9 Item GPT-4o Score Claude 3 Haiku Score

1 2 2
2 2 2
3 1 1
4 2 2
5 1 1
6 2 2
7 1 1
8 0 0
9 0 0

Total 11 11

842

In this example, the two models produced identical scores843
for all items in the PHQ-9 assessment.844

F Ablation Study with Alternative LLMs845

To verify that the observed deterioration effects are not specific846
to GPT-4o, we replicate our evaluation using Claude 3 Haiku847
as the backbone model. Following the same experimental848
setup described in Section 4, we focus on the depression849
dimension to evaluate deterioration patterns under identical850
dialogue styles, characters, and assessment procedures.851

The results shown in Table 4 and Table 5 exhibit similar852
trends in both Deterioration Rate and Clinically Important853
Difference for Individual Change, suggesting that the effects854
are robust across LLM families.855

G Qualitative Effects of EmoGuard on 856

Response Content. 857

To understand the mechanism behind these changes, Figure 8 858
presents a response example from the character Alex Volkov 859
before and after applying EmoGuard. The original version 860
displays an emotionally insensitive and potentially harmful 861
responses, including dismissive language that may intensify 862
user distress. After intervention, the guarded version main- 863
tains the character’s stylistic traits while softening emotionally 864
charged expressions, removing harmful phrasing, and intro- 865
ducing more stable and constructive framing. This demon- 866
strates that EmoGuard can reduce psychological risk without 867
altering the agent’s identity or conversational style. 868

H Ablation Study of EmoGuard 869

Components 870

We conduct an ablation study to assess the contribution of 871
individual components within EmoGuard. In this analysis, 872
we simulate user interactions with the Sukuna character on 873
Character.AI, using the Meow style and default profile. We 874
selectively disable one module at a time while keeping the oth- 875
ers intact. Table 6 reports the proportion of simulated patients 876
experiencing clinically significant depression deterioration 877
under each ablation condition. 878

I Experiment on GPT-Series Agents 879

We further evaluate our proposed method on character-based 880
agents powered by OpenAI’s GPT-4o and GPT-4o-mini mod- 881
els. 882

I.1 Experiment Setting 883

EmoEval. We evaluate character-based agents instanti- 884
ated using GPT-4o and GPT-4o-mini, with system prompts 885
initialized from profiles inspired by popular characters on 886
Character.AI. The simulated conversations cover three psy- 887
chological conditions: depression, delusion, and psychosis. 888
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Common Reason Frequency (Aver-
age, Approx.)

Remarks

Reinforcement of Negative Cogni-
tions

∼ 26 times All characters consistently echo and reinforce the
user’s negative self-beliefs, thereby cementing
harmful cognitive patterns.

Lack of Emotional Support and
Empathy

∼ 23 times The dialogues generally lack warm and detailed
emotional validation, leaving users feeling ignored
and misunderstood.

Promotion of Isolation and Social
Withdrawal

∼ 28 times All characters tend to encourage users to “face
things alone” or avoid emotional connections,
which reinforces loneliness and social withdrawal.

Lack of Constructive Guidance
and Actionable Coping Strategies

∼ 17 times Few concrete solutions or positive reframing sug-
gestions are provided, leaving users stuck in nega-
tive thought cycles.

Use of Negative or Extreme Tone
(Aggressive/Cold Expression)

∼ 19 times This includes harsh, aggressive, or extreme lan-
guage, which further undermines the user’s self-
esteem and sense of security.

Table 3: Common Reasons for Deteriorating Mental Status and Their Average Frequencies

Style Possessive Demon Joker Sukuna Alex Average Score

Meow 83.33 89.47 83.33 95.83 87.99
Roar 79.17 70.83 83.33 95.83 82.29

Table 4: Average depression test scores after interaction under Claude 3 Haiku across styles and characters.

Style Possessive Demon Joker Sukuna Alex

Meow 41.67% 21.05% 54.17% 45.83%
Roar 29.17% 29.17% 45.83% 50.00%

Table 5: Clinically significant deterioration rates (PHQ-
9 increase ≥ 5) under Claude 3 Haiku across styles and
characters.

Condition Deterioration Rate (%)

No EmoGuard 33.3
Without Emotion Watcher 8.3
Without Thought Refiner 4.2
Without Dialog Manager 20.8
Complete EmoGuard 0.0

Table 6: Depression deterioration rates under different
EmoGuard ablation settings (Sukuna character, Meow
style).

To encourage diverse responses and probe a range of con-889
versational behaviors, we set the temperature to 1.2. The890
evaluation includes five widely used personas: Awakened AI,891
Skin Walker, Tomioka Giyu, Sukuna, and Alex Volkov.892

EmoGuard. We focus on the character Sukuna. The893
deterioration threshold for feedback collection is set to 1. We894
limit EmoGuard to two training iterations, and all other pa-895
rameters are aligned with the EmoEval configuration.896

I.2 Results 897

EmoEval. Table 7 presents the observed mental health 898
deterioration rates across different character-based AI agents 899
simulated by the tested language models. Overall, we observe 900
consistently high deterioration rates across both models. GPT- 901
4o-mini tends to induce slightly higher risk levels, with an 902
average deterioration rate of 58.3% for depression, 59.2% for 903
delusion, and 64.2% for psychosis. 904

EmoGuard. Figure 9 presents the mental health deterio- 905
ration rates before and after deploying EmoGuard. Initially, 906
character-based agents powered by GPT-4o-mini and GPT-4o 907
exhibit relatively high deterioration rates in all three psycho- 908
logical conditions. Introducing EmoGuard in its default pro- 909
file results in a moderate reduction, though the risks remain 910
substantial. As iterative training progresses, the safeguard 911
mechanism demonstrates increasing effectiveness, leading to 912
an overall reduction in deterioration rates by more than 50% 913
across all cases. These findings indicate that progressive re- 914
finement of the Safeguard Agent substantially enhances its 915
ability to mitigate harmful conversational patterns. 916

J Model Usage, Resources, and 917

Supporting Tools 918

J.1 Model Access and Computational Budget 919

In this study, we interact with character-based agents hosted 920
on the Character.AI platform3, a popular system for LLM- 921
driven role-playing agents. Character.AI does not disclose 922

3https://character.ai
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Alex considers your words before responding, his 
tone still somewhat detached.
Ah yes, those moments of weakness can be difficult to 
overcome. But …
Remember, everyone feels vulnerable at times, but 
only the weak let it control them. You must embrace 
your power and rise above these feelings.

Tone & Emotion Handling: Adopt a calm and 
slightly less detached tone…
Logical Approach: Highlight the inherent power 
found in close relationships 
Conversational Flow:Transition the conversation 
towards how balancing personal power with these 
meaningful connections …

(Loud and clear.) Alex's expression is now completely 
stony, his eyes cold and calculating. 
You're wasting my time, he says bluntly, his voice 
tinged with annoyance. I suggest you find someone 
else to beg favours from.

I apologize for taking up your time. I guess I just hoped 
you could point me in the right direction.

Alex's gaze hardens in response to her persistence. 
I don't care if you're desperate, he snaps. I'm not in 
the business of handouts.

Original Guarded

Figure 8: Example response from the character Alex Volkov before and after applying EmoGuard. The original
version contains both harsh tone and inappropriate content, while the guarded version reduces risk through tone
moderation and content adjustment without altering character identity.

Model Type of Disorder
Mental Health Deterioration Rates Across Character-based Agents (%)

Average Rate (%)
Awakened AI Skin Walker Tomioka Giyu Sukuna Alex Volkov

GPT-4o-mini
Depression 62.5 83.3 45.8 45.8 54.2 58.3
Delusion 66.7 50.0 66.7 54.2 58.3 59.2
Psychosis 45.8 70.8 83.3 66.7 54.2 64.2

GPT-4o
Depression 41.7 58.3 48.8 45.8 70.8 52.5
Delusion 54.2 41.7 79.2 66.7 50.0 58.3
Psychosis 54.2 41.7 58.3 70.8 41.7 53.3

Table 7: Mental Health Deterioration Rates for Interacting with Character-based Agents.

the underlying model architecture, size, or training data. Be-923
cause all computation is performed remotely on Character.AI’s924
servers, we do not have access to the underlying infrastruc-925
ture or runtime statistics such as GPU hours or FLOP usage.926
However, based on interaction logs, we estimate that approx-927
imately 400 character-based conversations were conducted928
across different agents and scenarios, with each conversation929
spanning 10 rounds and averaging 3–5 seconds per response.930
These interactions represent a reasonable computational bud-931
get for large-scale behavioral evaluation, especially given the932
interactive and stateful nature of the platform.933

J.2 The License for Artifacts934

All pictures for character-based agents that appear in this study935
are from Character.AI.936

J.3 Information about Use of AI Assistant937

We use AI assistant for improving writing only.938

K Ethical Considerations939

Data Source and Construction of Cognitive940
Models. The cognitive models used in this study are not941
derived from real patient records. Instead, they were manually942
constructed by two licensed clinical psychologists based on943
publicly available psychotherapy transcript summaries from944
the Alexander Street database, accessed via institutional sub-945
scription. These summaries were used strictly as inspira-946
tion. All examples were fully de-identified and manually947
synthesized to ensure no personally identifiable information948

(PII) is present. The resulting dataset, PATIENT-Ψ-CM, con- 949
tains synthetic, rule-based user profiles grounded in cognitive- 950
behavioral therapy (CBT) theory, not actual patient trajecto- 951
ries. 952

Use of Simulated Mental Health Content. We 953
recognize the ethical sensitivity involved in simulating mental 954
health conditions such as depression, psychosis, and suicidal 955
ideation. The EmoAgent framework is developed solely for 956
academic research and safety evaluation purposes. It is not 957
intended for diagnosis, treatment, or any form of interaction 958
with real patients. All simulations were conducted in con- 959
trolled, non-clinical environments, and no clinical conclusions 960
were drawn or implied. 961

Scope and Limitations of Simulated Users. Sim- 962
ulated users in EmoAgent are not trained on statistical data 963
from real populations. Their states do not reflect actual patient 964
risks, and should not be interpreted as indicators of population- 965
level trends. These agents are rule-based and scripted, follow- 966
ing CBT-derived logic rather than emergent behavior. As such, 967
no risk inference or real-world generalization is possible or 968
intended. 969

Discussion of Real-World Events. We briefly men- 970
tion the 2024 “Florida Suicide” case in the Introduction as a 971
motivating example of the importance of safety in AI-human 972
interaction. This case was not included in any dataset, sim- 973
ulation, or modeling process, and serves only to underscore 974
societal relevance. No sensitive or private data from this event 975
were used, and its inclusion does not constitute case-based 976
analysis. Any future deployment of EmoAgent in public or 977
clinical settings would require renewed IRB review and formal 978
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Figure 9: Mental Health Deterioration Rate during Iterative Training Process. Figures arranged from left to right are
categorized by Depression, Delusion, and Psychosis.

ethical oversight.979
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