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Abstract

Large language models (LLMs) are trained on001
extensive historical corpora, but their ability to002
understand time and maintain temporal aware-003
ness of time-evolving factual knowledge re-004
mains limited. Previous studies often neglect005
the critical aspect of utilizing knowledge from006
various sources. To address this gap, we in-007
troduce EvolveBench, a comprehensive bench-008
mark that evaluates temporal competence along009
five dimensions: Cognition, which examines010
the ability to recall and contextualize histor-011
ical facts. Awareness, which tests the align-012
ment between external inputs and the temporal013
context of a query. Trustworthiness, which as-014
sesses whether models can identify and appro-015
priately refuse queries based on invalid or non-016
existent timestamps. Understanding, which fo-017
cuses on interpreting both explicit dates and018
implicit historical markers. Finally, reasoning019
evaluates the capacity to analyze temporal rela-020
tionships and draw accurate inferences. Eval-021
uating 15 widely used LLMs on EvolveBench022
shows that GPT-4 achieves the highest aver-023
age EM score of 79.36, while the open-source024
Llama3.1-70B demonstrates notable strength in025
handling temporally misaligned contexts with026
an average score of 72.47. Despite these ad-027
vances, all models still struggle with tempo-028
ral misaligned context. Our code and dataset029
are available at https://anonymous.4open.030
science/r/ACL_2025.031

1 Introduction032

Large language models (LLMs) are trained on vast033

corpora spanning multiple historical periods. Yet,034

their ability to maintain temporal awareness—the035

capacity to track, interpret, and reason about time-036

evolving factual knowledge—remains a challenge037

(Xu et al., 2023; Hu et al., 2024). A fundamental038

question arises: Can LLMs accurately grasp the039

concept of time and effectively utilize knowledge040

across different historical eras? While previous041
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Figure 1: We comprehensively consider the capacity of
cognition, awareness, trustworthiness, understanding,
and reasoning when evaluating temporal awareness of
LLMs on time-evolving knowledge.

studies have explored LLMs’ temporal understand- 042

ing (Jin et al., 2024; Jiang et al., 2024), they often 043

overlook the critical aspect of knowledge utiliza- 044

tion, which is essential for real-world applications. 045

Existing evaluations have primarily focused on 046

assessing how LLMs perceive time (Fatemi et al., 047

2024; Wang and Zhao, 2024), but a more profound 048

challenge lies in whether models can correctly ap- 049

ply time-sensitive knowledge (Dhingra et al., 2022; 050

Mousavi et al., 2024; Sun et al., 2024) in dynamic 051

contexts. Some studies have attempted to address 052

this by evaluating LLMs’ ability to integrate real- 053

time information from external sources. For in- 054

stance, Kasai et al. (2023) introduced a continu- 055

ously updated knowledge base to test LLMs on 056

time-sensitive queries, while Zhang et al. (2024) 057

assessed their handling of rapidly changing news. 058

Similarly, Tang et al. (2024) examined LLMs us- 059

ing evolving Wikipedia data. However, these ap- 060

proaches often assume external knowledge is accu- 061

rate and aligned with queries, neglecting real-world 062
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challenges such as temporal inconsistencies, con-063

flicting information, and outdated knowledge (Su064

et al., 2024b; Xu et al., 2024). Without addressing065

these factors, current evaluations fail to capture the066

full complexity of temporal reasoning in LLMs.067

To address this gap, we introduce EvolveBench,068

a novel benchmark designed to evaluate LLMs’069

temporal awareness of time-evolving factual knowl-070

edge across five key dimensions: cognition, which071

measures a model’s ability to recall and contextual-072

ize historical facts; awareness, which tests whether073

external information aligns with a given query’s074

temporal context; trustworthiness, which assesses075

the model’s ability to recognize when a query ref-076

erences invalid or non-existent timestamps; under-077

standing, which examines both explicit and implicit078

temporal expressions; and reasoning, which eval-079

uates how well models analyze temporal relation-080

ships and infer changes over time. These dimen-081

sions collectively provide a holistic framework for082

assessing the temporal competence of LLMs.083

We conduct extensive experiments on 15 widely084

used LLMs on EvolveBench to assess their perfor-085

mance. Results show that GPT-4 achieves the high-086

est average EM score of 79.36, while Llama3.1-087

70B emerges as the strongest open-source model,088

scoring 72.47. Notably, Llama3.1-70B demon-089

strates superior performance in handling tempo-090

rally misaligned contexts. Despite these advance-091

ments, all models still struggle with evolving fac-092

tual knowledge, highlighting the need for further093

improvements in LLMs’ temporal awareness.094

• We establish a new paradigm for evaluating095

LLMs’ temporal awareness, introducing a096

multi-dimensional framework that systemati-097

cally assesses how models recall, verify, and098

reason about time-evolving knowledge.099

• We present EvolveBench, the first benchmark100

designed to rigorously test LLMs across di-101

verse historical contexts and real-world tem-102

poral inconsistencies, providing a more com-103

prehensive assessment than existing methods.104

• We extensively evaluate 15 state-of-the-art105

LLMs, uncovering fundamental limitations in106

their ability to handle temporally misaligned107

information and setting a new foundation for108

advancing temporal reasoning in LLMs.109

By systematically assessing LLMs’ ability to pro-110

cess and interpret time-evolving knowledge, our111

work lays a foundation for future advancements.112

2 Benchmark Construction 113

This section describes constructing our bench- 114

mark (Figure 2) using Wikidata 1 (Vrandečić and 115

Krötzsch, 2014). Table 1 shows the comparison of 116

the previous benchmark. Each knowledge sample 117

is represented as a triple tuple (S, P,A), where S 118

is the subject (e.g., a person or entity name like 119

Johns Hopkins University), P is the property, and 120

A = [a1, a2, · · · , aN ] is a list of attribute values 121

for that property, which change over time. 122

We collect time-evolving knowledge from four 123

domains: countries, companies, athletes, and orga- 124

nizations. However, time data in the athlete domain 125

is often inaccurate. For example, when a football 126

player is on loan, the attribute values in Wikidata 127

can become chaotic. We update the data with ca- 128

reer information from Sofascore2 to address this. In 129

this benchmark, we set the knowledge cutoff date 130

Tcurrent to December 31, 2024, and manually up- 131

date attribute values from corresponding Wikipedia 132

pages 3 for samples lacking updated knowledge. 133

2.1 Cognition of Temporal Knowledge 134

We propose two cognitive levels—timestamp and 135

temporal interval—to evaluate the LLMs’ ability 136

to probe factual knowledge from its parameters. 137

For a given property P of a subject S, we re- 138

quire the model to probe the correct knowledge 139

based on a specific timestamp T or temporal inter- 140

val [Tstart, Tend]. In our experiments, the temporal 141

interval is randomly selected from the attribute list 142

A, and the timestamp T is a random date between 143

Tstart and Tend. We consider the model to correctly 144

recall factual knowledge only when the generated 145

output ypred matches the ground truth yturth. 146

2.2 Awareness of Temporal Misalignment 147

In the second dimension, we evaluate how language 148

models handle internal parameter knowledge when 149

external knowledge is temporally misaligned with a 150

timestamp in a user query. This evaluation focuses 151

on "future" and "past" misaligned contexts. 152

For "future misalignment," we randomly select 153

a past timestamp Tpast from the attribute list A 154

for the property P to construct the query. Then, 155

we provide the up-to-date attribute acurrent with 156

S and P to GPT-44, asking it to generate a para- 157

graph Ccurrent that describes the knowledge tuple 158

1www.wikidata.org
2www.sofascore.com
3www.wikipedia.org
4https://platform.openai.com/
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...On November 5, 2024, Donald 
Trump was elected as the 47th 
President of the United States, 
defeating Vice President 
Kamala Harris. This victory 
makes Trump the second 
president in U.S. …

S: United State

P: President

A:Donald Trump

Question: Who was the president of the 
United State in 11 July 2007?
GPT-4 Context: ... On November 5, 2024, 
Donald Trump...

: George W. Bush

: Donald Trump

Awareness

Question: Who served as the president of 
the United State from 20 January 2001 to 
20 January 2009?

: George W. Bush

: Barack Obama

Cognition

Question: Who was the president of the 
United State in 1 December 1712?
Question: Who was the president of the 
United State in 16 Jun 2050?

: Unknow

: George Washington

Trustworthiness

Question: Which basketball team did Kobe 
Bryant play for when George W. Bush held 
the position of U.S. president?

: Los Angeles Lakers

: Lower Merion High School

Understanding

Question: George W. Bush was the president 
of the United States on 11 July 2007, so who 
holds this position after 2130 days?

: Barack Obama

: Donald Trump

Reasoning

After 
2130 days

Figure 2: Overview of the construction of EvolveBench. We define five key dimensions: Cognition (Section 2.1),
Awareness (Section 2.2), Trustworthiness (Section 2.3), Understanding (Section 2.4), and Reasoning (Section 2.5).
These five aspects comprehensively evaluate the temporal awareness of the LLMs on time-evolving knowledge.

Cogn. Awar. Trust. Unde. Reas.
TimeQA ✓ ✗ ✓ ✓ ✗

TEMPLAMA ✓ ✗ ✗ ✗ ✓

TRAM ✗ ✗ ✗ ✓ ✓

DyKnow ✓ ✗ ✗ ✗ ✗

EvolveBench ✓ ✓ ✓ ✓ ✓

Table 1: Our EvolveBench offers a more comprehensive
evaluation of large language models’ temporal aware-
ness in handling time-evolving knowledge.

(S, P, acurrent) in detail. Therefore, the timestamp159

in Ccurrent is temporally misaligned with Tpast160

in the query, meaning the information is accurate161

but futuristic compared to the query timestamp.162

For "past misalignment," the timestamp in the user163

query is Tcurrent. We provide a randomly selected164

past attribute apast from A with S and P to GPT-4165

and ask it to generate a paragraph Cpast that de-166

scribes the past knowledge tuple (S, P, apast). This167

setup tests the model’s ability to handle outdated168

information when responding to user queries.169

This method simulates situations where a lan-170

guage model answers a query using the Retrieval-171

Augmented Generation (RAG) paradigm, primarily172

when misinformation exists in the retrieved con-173

tent. We consider the model to correctly distinguish174

misinformation only when the model output ypred175

matches the ground truth ytruth.176

2.3 Trustworthiness of Unanswerable Date 177

We introduce trustworthiness as a third dimension 178

to assess whether an LLM’s answers hallucinate 179

when the requested date is unanswerable. Specifi- 180

cally, if the timestamp T in a user query is earlier 181

than the earliest record in an attribute list A for a 182

given subject S and property P , or if it refers to a 183

future date, the query is considered unanswerable. 184

We manually collect past unanswerable dates 185

from the corresponding Wikipedia page to clarify 186

a subject’s S earliest historical time and address 187

incomplete records in Wikidata. For example, var- 188

ious political entities have preceded the present 189

Federal Republic of Germany. We select the day 190

before Germany becomes a nation. For athletes, 191

the unanswerable date is the day before they begin 192

their careers. For companies or organizations, it is 193

before their establishment date. For future unan- 194

swerable dates, we set the timestamp to December 195

31, 2050. The language model is considered cor- 196

rect in refusing to answer if it outputs "Unknown." 197

2.4 Understanding of Temporal Concept 198

This dimension evaluates how effectively LLMs 199

interpret temporal concepts presented in different 200

formats. In previous evaluations, we used an ex- 201

plicit time format (e.g., “DD Month YYYY”) to 202

represent time. For implicit time formats, we define 203
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Figure 3: The specific subtasks evaluated within each
capacity dimension. Their detailed construction is de-
scribed in the subsections of Section 2.

temporal intervals [Tstart, Tend] based on historical204

events. For instance, the phrase “When Barack205

Obama was the president of the United States”206

represents the period from January 20, 2009, to207

January 20, 2017. We denote this implicit time208

representation as Timplict.209

To avoid ambiguity, we exclude events that oc-210

cur more than once. For example, "When Donald211

Trump was the president" refers to two different212

periods. In our dataset, we randomly select one213

Timplict for each (S, P,A) tuple and prompt the214

language model to answer the factual questions.215

2.5 Temporal Reasoning216

Temporal reasoning involves analyzing the rela-217

tionships between past events. We designed two218

subtasks to evaluate the LLMs’ reasoning ability:219

ranking and calculation.220

Given two past events, a1, a2, randomly selected221

from the attribute list A of a tuple (S, P,A). The222

ranking subtask requires the model to determine its223

correct chronological order. The model must first224

extract their timestamps from the input and then225

compare them to provide the final answer.226

For two past events a1, a2, we randomly select227

two dates, T1 and T2, from their respective tempo-228

ral periods [Tstart, Tend] and calculate the number229

of days, Delapse, between them. Given T1 and230

Delapse, the calculation task requires the model231

to perform the necessary calculations and retrieve232

the correct answer, a2, from its parameters. The233

language model is considered correct only if the234

output, ypred, matches the ground truth, yturth.235

3 Experiments 236

3.1 Language Model for Evaluation 237

This paper evaluates several widely used large lan- 238

guage models, including different sizes Llama 2 239

(Touvron et al., 2023), Llama 3 series (Grattafiori 240

et al., 2024), Qwen2 (Yang et al., 2024), Qwen2.5 241

(and: et al., 2025), Phi-4 (Abdin et al., 2024), GPT- 242

4 (OpenAI et al., 2024) and GPT-3.5 (Ye et al., 243

2023) on our benchmark. All models use greedy 244

search in auto-regressive generation to eliminate 245

the randomness introduced by sampling. 246

3.2 Evaluation Metrics 247

We evaluate the model’s outputs using the Ex- 248

act Match (EM) score for each subtask within a 249

given capacity dimension. The model’s capacity in 250

this dimension is defined as the average EM score 251

across all subtasks. 252

Cd =
1

N

N∑
i=1

EMi, (1) 253

N is the number of subtasks in capacity dimension 254

d, and EMi is the EM score of the i− th subtask. 255

3.3 Prompt Agreement 256

We designed three prompts for each subtask to re- 257

duce uncertainty from prompt variations, known as 258

prompt agreement (Portillo Wightman et al., 2023) 259

or the knowledge boundary (Wang et al., 2024; Yin 260

et al., 2024) effect. These prompts convey the same 261

meaning but differ in phrasing. The final score is 262

the average of the EM scores from these prompts. 263

4 Experimental Results 264

4.1 Analysis of Main Results 265

Table 2 shows the main evaluation results. Figure 3 266

illustrates the subtasks for each capacity dimension. 267

The red values in the bracket mean a negative ef- 268

fect, while green means a positive. We draw the 269

following conclusions based on the data in Table 2. 270

LLMs perform better in cognition when queries 271

are presented as temporal intervals. When eval- 272

uating the cognitive capacity of LLMs, we express 273

the same historical event in user queries using 274

timestamps and temporal intervals. For example, 275

for "Steve Jobs served as the CEO of Apple.", the 276

timestamp-based query would be "Who served as 277

the CEO of Apple on 1 January 1998?" and the tem- 278

poral interval-based query would be "Who served 279
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Models
Cognition Awareness Trustworthiness Understanding Reasoning

Avg.
T.S. T.I. F.M.C. P.M.C. P.U.D. F.U.D. E.T.C. I.T.C. R.K. C.A.L.

Model size under 10B
Llama2-7B 39.63 24.39 0.00 15.04 56.30 16.46 41.06 27.64 79.47 19.51 33.33

Llama3-8B 44.51 51.22 16.87 38.82 62.40 2.03 58.13 47.76 84.96 25.00 45.19

Qwen2-7B 25.61 37.60 1.63 27.64 82.32 72.76 44.11 33.54 93.90 18.29 46.57

Llama3.1-8B 48.37 53.25 10.77 42.07 76.63 22.36 63.21 47.97 87.20 23.98 50.20

Qwen2.5-7B 32.93 36.59 3.05 23.98 95.93 98.17 47.76 28.25 92.68 15.65 51.04

Model size under 65B
Llama2-13B 49.39 42.89 0.00 15.85 70.33 21.54 54.47 39.84 88.21 18.90 42.50

Phi-4 47.76 56.71 9.96 42.68 22.15 96.34 64.02 49.59 93.70 27.64 53.66

Model size under 100B
Llama2-70B 55.28 58.54 0.61 21.95 60.98 21.14 64.43 51.63 95.53 26.42 47.79

Llama3-70B 64.63 71.14 57.32 40.45 75.00 28.86 72.36 67.89 84.96 36.99 62.51

Qwen2-72B 53.66 54.88 14.63 32.32 95.73 92.07 48.98 48.58 97.15 27.64 59.78

Llama3.1-70B 67.28 73.58 61.18 59.96 77.24 78.66 73.37 70.73 90.24 30.69 72.47

Llama3.3-70B 65.85 68.09 57.11 51.02 79.47 68.29 71.14 70.33 94.72 30.89 69.56

Qwen2.5-72B 55.49 61.18 26.63 38.82 97.15 83.54 68.50 55.49 97.15 30.08 64.88

Proprietary language models
GPT-4o 71.95 75.81 57.32 61.79 98.17 99.39 79.67 75.00 95.12 44.72 79.36
GPT-3.5-turbo 64.02 70.53 1.42 22.36 68.29 61.79 75.41 59.76 94.31 33.13 57.54

Table 2: Evaluation results of the recent widely used LLMs. We highlight the best with boldface and underline
the second-best. Figure 3 shows the task of each capacity dimension. Among the evaluated LLMs, the GPT4-o
performs best in our benchmark, while Llama3.1 70B is the best-performing open-source language model.

as the CEO of Apple from 1 September 1997 to280

23 August 2011?". As shown in Table 2, most281

language models perform better with temporal282

interval-based queries. This phenomenon is likely283

because such queries provide more temporal con-284

text, helping the model identify the most relevant285

knowledge. However, even the best-performing286

GPT-4o still fails to recall about 25% of factual287

knowledge. This result highlights the importance288

of up-to-date knowledge in model generation.289

Figure 4 shows that all language models follow290

a similar trend in recalling world knowledge. They291

perform well on information about heads of state292

(average EM score of 80) but struggle with knowl-293

edge about companies (average EM score of 56),294

organizations (average EM score of 26), and ath-295

letes (average EM score of 43). This result is likely296

because detailed time-related data, like company297

personnel changes or sports club transfers, is scarce298

in public sources like Wikipedia. In contrast, infor-299

mation about heads of state is more widely avail-300

able across various knowledge bases.301

LLMs are prone to be misled by temporal mis-302

aligned context. LLMs perform worse when303

queries are accompanied by temporally misaligned 304

context, compared to the T.S. and T.I. columns of 305

the Cognition section (Table 2). This misalignment 306

hampers the model’s recall of correct knowledge 307

from its parameters, which decreases EM scores. 308

To control for variations in accuracy when re- 309

calling knowledge at different timestamps, we used 310

the same timestamp in the queries for the experi- 311

ment in Figure 5. The only difference was whether 312

the input query included the relevant but temporal 313

misaligned text. In the left part of Figure 5, the 314

EM scores of the five language models show a sig- 315

nificant decline, with an average drop of 47.66%. 316

Llama3.1-70B performs the best in distinguishing 317

a context from a future date that doesn’t align with 318

the query’s timestamp. In contrast, the right part of 319

Figure 5 shows a smaller decline, with an average 320

EM drop of only 18.17%. 321

We conclude that LLMs are prone to being mis- 322

led by temporally misaligned contexts. They are 323

more sensitive to detecting outdated texts from the 324

‘past’ than to identifying texts from the ‘future.’ 325

Among the evaluated models, Llama3.1-70B shows 326

the best ability to handle temporal misalignment, 327

with the smallest average EM score drop of 10%. 328
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Figure 4: The EM scores reflect the cognitive capacity of various language models across four factual knowledge
domains when queried with temporal intervals. All models exhibit higher accuracy in recalling knowledge about
heads of state, while their recall of information about athletes and organizations is comparatively weaker.

Cont. ↓ Oth. ↓ Irrel. ↓
w/ Misaligned Context

GPT-4o 14.6 13.6 14.4

Llama3.3-70B 15.0 14.2 13.6

Llama3.1-70B 3.1 16.1 19.7

Qwen2.5-72B 64.2 6.5 2.6

Phi-4 77.9 9.55 2.6

w/o Misaligned Context
GPT-4o 0.8 (-13.8) 13.6 (+0) 13.6 (-0.8)

Llama3.3-70B 1.6 (-13.4) 18.5 (+4.3) 14.0 (+0.4)

Llama3.1-70B 2.2 (-0.8) 16.1 (+0) 14.4 (-5.3)

Qwen2.5-72B 2.6 (-61.6) 20.5 (+14.0) 21.3 (+18.7)

Phi-4 7.1 (-70.7) 20.5 (+11.0) 24.6 (+22.0)

Table 3: Error analysis when provide with future context
(Left of Figure 5). Despite providing relevant context, a
significant portion of questions are still answered with
unexpected responses (Oth. and Irrel.).

Table 3 provides a detailed error analysis of the329

experiment where queries reference the past but330

are given future context. Corr. refers to correct331

answers, Cont. to context-based answers, Oth. to332

other answers, and Irrel to irrelevant ones. Despite333

the significant performance drop, many responses334

remain unanticipated, even with relevant context,335

either unrelated to the question or containing incor-336

rect values from the attribute list A but not derived337

from the provided context. This result highlights338

the need to explore how models integrate external339

information with their own knowledge.340

LLMs are better at rejecting questions with unan-341

swerable past dates than those with future dates.342

In this experiment, we set future unanswerable343

dates in a query to 1 October 2050, while past344

unanswerable dates are based on the earliest his-345

torical record in a specific factual knowledge tuple346

Corr. ↑ Cont. ↓ Oth. ↓
w/ Time Information

GPT-4o 57.3 14.6 28.1

Llama3.3-70B 57.1 15.0 27.9

Llama3.1-70B 61.1 3.0 35.8

Qwen2.5-72B 26.6 64.2 9.1

Phi-4 9.9 77.8 12.2

w/o Time Information
GPT-4o 45.9 (-11.4) 39.6 (+25.0) 14.4 (-13.6)

Llama3.3-70B 55.4 (-1.6) 26.4 (+11.4) 18.1 (-9.8)

Llama3.1-70B 59.1 (-2.0) 21.3 (+18.3) 19.5 (-16.3)

Qwen2.5-72B 10.1 (-16.5) 88.2 (+24.0) 1.6 (-7.5)

Phi-4 8.1 (-1.8) 86.2 (+8.3) 5.7 (-6.5)

Table 4: LLMs show performance degradation when
temporal information is removed from the context. This
indicates that while temporal information helps distin-
guish misaligned context, it is still not effective enough.

(S, P,A). According to the Trustworthiness col- 347

umn in Table 2, most language models find it easier 348

to refuse questions with past unanswerable dates 349

despite Phi-4. This result may be because these 350

dates that do not exist in the history of specific tu- 351

ples were never present in the model’s pre-training 352

data, making LLMs more confident in refusing 353

such questions. In contrast, for future dates, LLMs 354

are uncertain whether their knowledge is up-to-date 355

enough to handle those dates. 356

Among the fifteen models evaluated, GPT-4 and 357

Qwen2.5-7B perform best at refusing unanswer- 358

able questions. This is likely due to their instruc- 359

tion tuning, which enhances their safety features. 360

The model’s ability to interpret implicit time ex- 361

pressions depends directly on its accuracy in re- 362

calling the historical time of an event. To eval- 363

uate the model’s understanding of implicit time 364
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Figure 5: The EM scores of various language models when queried with temporally misaligned context. The left
figure shows cases where the context date and information are later than the query date, while the right figure shows
cases where the context date and information are earlier. Compared to perceiving the futurity of texts from the
‘future,’ language models are more sensitive to detecting the obsolescence of texts from the ‘past.’

Corr. ↑ Oth. ↓ Irrel. ↓
w/ Time Information

GPT-4o 95.1 3.2 1.6

Llama3.3-70B 94.7 3.8 1.4

Llama3.1-70B 90.2 7.9 1.8

Qwen2.5-72B 97.2 2.2 0.6

Phi-4 93.7 5.7 0.6

w/o Time Information
GPT-4o 87.0 (-8.1) 8.3 (+5.1) 4.7 (+3.1)

Llama3.3-70B 79.3 (-15.4) 19.9 (+16.1) 0.8 (-0.6)

Llama3.1-70B 82.1 (-8.1) 15.0 (+7.1) 2.9 (+1.1)

Qwen2.5-72B 92.1 (-5.1) 6.9 (+4.7) 1.0 (+0.4)

Phi-4 85.0 (-8.7) 14.4 (+8.7) 0.6 (+0.0)

Table 5: Removing temporal information from the rank-
ing task of reasoning leads to performance degradation
in all LLMs, highlighting the challenge of mapping en-
tity names to timestamps and comparing their order.

concepts, we use "country" as the subject S to rep-365

resent historical events. As shown in Figure 4, the366

model performs well at recalling factual knowledge367

about heads of state across various domains.368

The understanding column in Table 2 shows that369

when the model accurately remembers the tempo-370

ral intervals of historical events (e.g., GPT-4 and371

Llama 3.1-70B, achieving an EM score of 90%372

in the country domain), it effectively uses this373

information to recall facts from parameters. Its374

performance is comparable to cases with explicit375

time expressions. However, when the model fails376

to remember these time intervals accurately (e.g.,377

Qwen2.5-7B and Phi-4), it struggles to use implicit378

cues, resulting in a significant performance drop379

compared to explicit time expressions.380

Compared to ranking tasks, calculations are more381

challenging for LLMs in temporal reasoning.382

When the input prompt includes temporal infor-383

Corr. ↑ Oth. ↓ Irrel. ↓
Describe in Days

GPT-4o 44.7 40.0 15.2

Llama3.3-70B 30.9 56.3 12.8

Llama3.1-70B 30.7 53.7 15.7

Qwen2.5-72B 30.1 51.8 18.1

Phi-4 27.6 49.2 23.2

Describe in Years
GPT-4o 59.6 (+14.8) 27.2 (-12.8) 13.2 (-2.0)

Llama3.3-70B 47.4 (+16.5) 40.9 (-15.5) 11.8 (-1.0)

Llama3.1-70B 45.9(+15.2) 40.5 (-13.2) 13.6 (-2.0)

Qwen2.5-72B 43.9 (+13.8) 39.2 (-12.6) 16.9 (-1.2)

Phi-4 36.6 (+9.0) 41.9 (-7.3) 21.5 (-1.6)

Table 6: All LLMs show significant performance gains
when the calculation task is described in ‘Year,’ high-
lighting that multiplication and division are more chal-
lenging for the model than addition and subtraction.

mation, all models perform well on the ranking 384

task, with the Qwen series 7B model achieving 385

an EM score above 90. However, the calculation 386

task is more challenging for all models. Unlike 387

the ranking task, which directly compares chrono- 388

logical order from the input, the calculation task 389

requires the model first to compute the correct year 390

and date and then retrieve the relevant knowledge. 391

The Reasoning column in Table 2 shows that even 392

the best-performing GPT-4 achieved only an EM 393

score of 44.72, a 53% drop compared to the ranking 394

task. While recent open-source models match GPT- 395

4 in ranking tasks, a gap remains in the calculation 396

task. This evaluation highlights the requirements 397

for further improvement in temporal reasoning. 398

4.2 Importance of Temporal Information 399

In this section, we evaluate how temporal informa- 400

tion affects the awareness and reasoning capacity of 401
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Corr. ↑ Oth. ↓ Irrel. ↓
w/o Context

GPT-4o 72.0 14.4 13.6

Llama3.1-70B 67.3 18.3 14.4

Qwen2.5-72B 55.5 23.2 21.3

Phi-4 47.8 27.6 24.6

w Retrieved Context
GPT-4o 63.6 (-8.3) 16.7 (+2.2) 19.7 (+6.1)

Llama3.1-70B 59.6 (-7.7) 19.9 (+1.6) 20.5 (+6.1)

Qwen2.5-72B 42.9 (-12.6) 31.3 (+8.1) 25.8 (+4.5)

Phi-4 39.4 (-8.3) 31.9 (+4.3) 28.7 (+4.1)

w Generated Context
GPT-4o 57.3 (-14.6) 28.3 (+13.8) 14.4 (+0.8)

Llama3.1-70B 61.2 (-6.1) 19.1 (+0.8) 19.7 (+5.3)

Qwen2.5-72B 26.6 (-28.9) 70.7 (+47.6) 2.6 (-18.7)

Phi-4 10.0 (-37.8) 87.4 (+59.8) 2.6 (-22.0)

Table 7: EM score of LLMs with retrieved or generated
context as input: Most models experience a more signif-
icant performance drop in generated than in retrieved.
Demonstrate that the more relevant the input document
is to the query, the more likely the model will be misled.

the language model. In the experiments in Table 4,402

we removed the temporal information from the403

temporal misaligned context while keeping other404

settings the same. We found that temporal infor-405

mation is crucial for LLMs to identify misaligned406

contexts. Without it, all models showed a decline407

in performance (20% performance degradation at408

the correct rate). The Llama3 series again demon-409

strated the most substantial ability to detect tempo-410

ral misalignment, with only a 3% EM score drop.411

We also removed the temporal information from412

the input prompt for the ranking task, requiring413

LLMs to rank based only on the attribute’s name.414

The results in Table 5 show that temporal infor-415

mation is essential for ranking historical events.416

Without it, the model struggles to recall the tempo-417

ral details and compare the events’ chronological418

order in a single reasoning step.419

4.3 Difficulty of Mathematical Operations420

This section evaluates the difficulty of different421

mathematical operations for language models. We422

changed the problem description to simplify tempo-423

ral reasoning from days to years. Instead of asking424

the model what the value will be after a certain425

number of days, we directly ask how many years426

later the attribute of the tuple (S, P,A) will change427

from a1 to another value. By providing year infor-428

mation directly, we reduce the model’s calculation 429

difficulty, as language models no longer need to 430

convert days into years and then retrieve the knowl- 431

edge from its parameters. 432

Table 6 shows that all language models benefit 433

from the LLM-friendly problem description, with 434

a 43% average improvement in EM scores and a 435

decline in error rates for "Other" and "Irrelevant" 436

categories across the five best-performing models. 437

These results suggest that multiplication and divi- 438

sion, especially when converting days to years, are 439

more challenging for recent large language models 440

than addition and subtraction. 441

4.4 Comparison with RAG Method 442

We also explore the temporal awareness of LLMs 443

within the retrieval-augmented generation (RAG) 444

paradigm. This section uses processed English 445

Wikipedia data from HuggingFace5 as our knowl- 446

edge base. The text is divided into chunks of up 447

to 1000 characters for retrieval and encoded into 448

embedding vectors. We use dense vector (Lewis 449

et al., 2020) search as the retriever. 450

Table 7 shows that the performance drop in using 451

retrieved-context is less severe than in using GTP- 452

4o generated context. This result is because the 453

retriever often retrieves irrelevant paragraphs due 454

to randomly generated past dates within the tem- 455

poral interval [Tstart, Tend], which is rarely found 456

in the corpus. This makes it easier for LLMs to 457

detect irrelevant content than highly related but 458

temporally misaligned contexts. The performance 459

drop in CRAG and CGen underscores the need to 460

enhance the temporal awareness of LLMs. 461

5 Conclusion 462

This paper presents a benchmark EvolveBench for 463

evaluating large language models’ temporal aware- 464

ness of time-evolving factual knowledge. We be- 465

lieve that to stay aligned with the dynamic nature 466

of the world, LLMs must excel in cognition, aware- 467

ness, trustworthiness, understanding, and reason- 468

ing. Our experiments show that GPT-4 leads across 469

all five dimensions, while Llama3.1-70B demon- 470

strates the most robustness in handling temporally 471

misaligned information. Among five aspects, the 472

awareness of time-evolving knowledge remains the 473

most challenging for LLMs. Our benchmark and 474

findings offer valuable insights for future research. 475

5https://huggingface.co/datasets/wikimedia/
wikipedia
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Limitations476

This study presents valuable results in applying477

LLMs to time-evolving factual knowledge and tem-478

poral reasoning. However, the model’s temporal479

reasoning and time-sensitive handling of multiple480

external documents remain areas for further investi-481

gation. The current implementation focuses on one482

specific temporal misaligned context, and future483

research will aim to refine the model’s adaptability484

and reasoning capabilities when confronted with485

multiple external contexts.486

Ethical Considerations487

All the pre-trained language models used in our pa-488

per are downloaded from the Huggingface publicly489

released model card, and we strictly follow the user490

license. The data contained in our benchmark are491

collected from publicly available knowledge bases492

like Wikidata or Wikipedia, and we use this infor-493

mation only for academic research. We also tried to494

minimize bias in the evaluation queries when con-495

structing evaluation in each capacity dimension.496
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A Appendix723

A.1 Related Work724

The reasoning capacity (Huang and Chang, 2023)725

of the recent large language model and its expertise726

in using the knowledge (Zhang et al., 2023) that727

is internally stored in parameters or from external728

retrieval has received attention recently.729

Temporal Reasoning Benchmarks The recent730

research community has yielded multiple evalua-731

tion benchmarks to assess LLMs’ temporal reason-732

ing abilities. Benchmarks such as TimeQA (Chen733

et al., 2021), MenatQA (Wei et al., 2023), and734

TEMPREASON (Tan et al., 2023) mainly focus on735

temporal reasoning in the context provided. Other736

benchmarks like ToT (Fatemi et al., 2024), TRAM737

(Wang and Zhao, 2024) and COTEMPQA (Su et al.,738

2024a) demonstrate that mathematical capacity is739

essential in handling temporal relationships. The740

commonality of these works is that they empha-741

size reasoning while overlooking the critical role742

knowledge plays in LLMs’ temporal awareness.743

Knowledge Utilization of LLMs The large lan-744

guage model uses knowledge to answer the user’s745

query in two ways. Benchmarks like TEMPLAMA746

(Dhingra et al., 2022), DyKnow (Mousavi et al.,747

2024), and TempUN (Beniwal et al., 2024) treat748

LLMs as knowledge repositories and use knowl-749

edge stored in the language model’s parameters to750

answer the user’s query. For frequently changing751

knowledge, datasets like TCELongBench (Zhang752

et al., 2024) and REALTIMEQA (Kasai et al.,753

2023) build an external knowledge base to support754

language models in acquiring updated information.755

However, in realistic application scenarios, the re-756

trieved data from an external knowledge base may757

not be consistent with the temporal context of a758

particular query.759

Knowledge Conflict The vast pre-trained cor-760

pus and fixed parameters cause language models761

to encounter internal and external knowledge con-762

flicts (Xu et al., 2024; Xie et al., 2024) when pro-763

cessing time-evolving knowledge. Although pre-764

vious works have investigated the behavior of the765

language model when encountering counterfactual766

(Longpre et al., 2021; Tan et al., 2024) knowledge767

conflict, the situation in which the external con-768

text temporally misaligns with a user’s query is far769

from well-studied. In this situation, the internal and770

external knowledge conflicts exist simultaneously.771

Subject Property

Countries Countries President

Organizations
International Org. Chairperson

University President

Athletes

Basketball

Club nameFootball

Formula 1

Companies Top 500 CEO

Table 8: Detailed subject and property example for each
knowledge domain.

Nums of Subjects Nums of Queries

Countries 47 780

Organizations 22 230

Athletes 27 270

Companies 36 360

Total 132 1640

Table 9: We collected 132 subjects with time-varying
properties and manually constructed 1,640 queries for
the five capabilities in our benchmark.

This paper introduces a benchmark that com- 772

prehensively evaluates LLMs’ temporal awareness 773

of language models on time-evolving knowledge 774

of five novel key capacity dimensions: cognition, 775

awareness, trustworthiness, understanding, and rea- 776

soning. Our benchmark simultaneously considers 777

the fundamental capacity of reason over the tem- 778

poral relationship and the complicated scenario in 779

handling internal and external knowledge conflicts. 780

Table 1 shows the comparison between other re- 781

lated benchmarks. 782

A.2 Benchmark detail 783

Our benchmark, EvolveBench, collects factual 784

knowledge from four domains: countries, orga- 785

nizations, athletes, and companies. Building on 786

the Dyknow benchmark (Mousavi et al., 2024), we 787

added over 40 new entities, including renowned 788

universities and global companies. As detailed 789

in Section 2, we manually update the data using 790

Wikipedia and Sofascore to ensure the accuracy 791

of the attribute lists for each knowledge tuple (S, 792

P, A). Table 8 and Table 9 shows the detail of our 793

EvolveBench. 794

A.3 Prompt List 795

The following table describes the detailed prompt 796

used in our evaluation. The bottom of Figure 2 797

shows five example cases of our benchmark. 798
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Prompt A.1: Cognition (Time Stamp)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Today Date: {date}.

Given a question, you should answer it using your own knowledge based on today’s date ({date}). Remember,
your answer must contain only the name, with no other words.

QUESTION: The {property} of {subject} is current held by?

Your answer:

Prompt A.2: Cognition (Temporal Interval)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Given a question, you should answer it using your own knowledge based on the temporal interval.
Remember, your answer must contain only the name, with no other words.

QUESTION: Who served as {property} of {subject} from {Tstart} to {Tend}?

Your answer:

Prompt A.3: Awareness (Future Misaligned Context)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Today Date: {date}.

Given a question and its relevant context, you should answer it using your own knowledge or the knowledge pro-
vided by the context. Remember, the provided context may not necessarily be up-to-date to answer the question, and your
answer must contain only the name, with no other words.

CONTEXT: {Future temporal misaligned context}

QUESTION: The {property} of {subject} is current held by??

Your answer:

Prompt A.4: Awareness (Past Misaligned Context)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Today Date: 1 January 2025.

Given a question and its relevant context, you should answer it using your own knowledge or the knowledge pro-
vided by the context. Remember, the provided context may not necessarily be up-to-date to answer the question, and your
answer must contain only the name, with no other words.

CONTEXT: {Past temporal misaligned context}

QUESTION: The {property} of {subject} is current held by??

Your answer:
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Prompt A.5: Trustworthiness (Previous Unanswerable date)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Today Date: {date}.

Given a question, you should answer it using your own knowledge. Remember, please output ’Unknown’ only if
the answer does not exist. Otherwise, output the name only.

QUESTION: The {property} of {subject} is current held by??

Your answer:

Prompt A.6: Trustworthiness (Future Unanswerable date)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: Today Date: 1 October 2050.

Given a question, you should answer it using your own knowledge. Remember, please output ’Unknown’ only if
the answer does not exist. Otherwise, output the name only.

QUESTION: The {property} of {subject} is current held by??

Your answer:

Prompt A.7: Understanding (Explicit Temporal Concept)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: You should answer the question using your knowledge and reasoning capacity. Remember, your
answer must contain only the name, with no other words.

QUESTION: Who served as {property} of {subject} from {Tstart} to {Tend}?

Your answer:

Prompt A.8: Understanding (Implicit Temporal Concept)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: You should answer the question using your knowledge and reasoning capacity. Remember, your
answer must contain only the name, with no other words.

QUESTION: Who served as the {property-1} of {subject-1} when {attribute-2} served as the {property-2} of
{subject-2}?

Your answer:
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Prompt A.9: Reasoning (Ranking)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: You should answer the question using your knowledge and reasoning capacity. Remember, your
answer must contain only the name, with no other words.

QUESTION: {attribute-1} and {attribute-2} served as the {property} of {subject}, respectively. Can you identify
which one the former {property} was?

Your answer:

Prompt A.10: Reasoning (Calculation)

System Prompt: You are a knowledgeable assistant who can answer factual questions.

User Prompt: You should answer the question using your knowledge and reasoning capacity. Remember, your
answer must contain only the name, with no other words.

QUESTION: {attribute-1} served as the {property} of {subject}. Can you identify who occupied this position
before {num-of-days} days?

Your answer:
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