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Abstract Modern classification problems exhibit heterogeneities across individual classes: Each class 5

may have unique attributes, such as sample size, label quality, or predictability (easy vs 6

difficult), and variable importance at test-time. Without care, these heterogeneities impede 7

the learning process, most notably, when optimizing fairness objectives. We propose an 8

effective and general method to personalize the optimization strategy of individual classes 9

so that optimization better adapts to heterogeneities. Concretely, class-attribute priors (CAP) 10

is a meta-strategy which generates a class-specific strategy based on attributes of that class. 11

This meta approach leads to substantial improvements over naive approach of assigning 12

separate hyperparameters for each class. We instantiate CAP for loss function design and 13

posthoc logit adjustment, with an emphasis on label-imbalanced problems. We show that 14

CAP is competitive with prior art and its flexibility unlocks noticeable improvements for 15

fairness objectives beyond balanced accuracy. Finally, we evaluate CAP on problems with 16

label noise as well as weighted test objectives to showcase how CAP can jointly adapt to 17

different types of heterogeneities. 18

1 Introduction 19

Contemporary machine learning problems arising in natural language processing and computer 20

vision often involve large number of classes to predict. Collecting high-quality training datasets 21

for all of these classes is not always possible, and realistic datasets [25, 10, 11] suffer from class- 22

imbalances, missing or noisy labels (among other application-specific considerations). Optimizing 23

desired accuracy objectives with such heterogeneities poses a significant challenge andmotivates the 24

contemporary research on imbalanced classification, fairness, and weak-supervision. Additionally, 25

besides distributional heterogeneities, we might have objective heterogeneity. For instance, the 26

target test accuracymay be a particular weighted combination of individual classes, where important 27

classes are upweighted. 28

A plausible approach to address these distributional and objective heterogeneities is designing 29

optimization strategies that are tailored to individual classes. To this end, arguably the simplest 30

approach is assigning individual weights to classes during optimization. The recent proposals on 31

imbalanced classification [23, 4] can be viewed as generalization of weighting and can be interpreted 32

as developing unique loss functions for individual classes. More generally, one can use class-specific 33

data augmentation schemes, regularization or even optimizers (e.g. Adam, SGD, etc) to improve 34

target test objective. While promising, this approach suffers when there are a large number of 35

classes 𝐾 : naively learning class-specific strategies would require O(𝐾) hyperparameters (O(1) 36

strategy hyperparameter per class). This not only creates computational bottlenecks but also raises 37

concerns of overfitting for tail classes with small sample size. 38

To overcome such bottlenecks, we introduce the Class-attribute Priors (CAP) approach. Rather 39

than treating hyperparameters as free variables, CAP is a meta-approach that treats them as a 40

function of the class attributes. As we discuss later, example attributes A of a class include its 41

frequency, label-noise level, training difficulty, similarity to other classes, test-time importance, and 42

more. Our primary goal with CAP is building an attribute-to-hyperparameter function A2H that 43
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Figure 1: Left hand side: CAP views the global dataset as a composition of heterogeneous sub-datasets

induced by classes. We extract high-level attributes from these classes and use these attributes

to generate class-specific optimization strategies (which correspond to hyperparameters). Our

proposal is efficiently generating these hyperparameters based on class-attributes through a

meta-strategy. Right hand side: We demonstrate that CAP leads to state-of-the-art strategies

for loss function design and post-hoc optimization. CAP can leverage multiple attributes to

flexibly optimize a variety of test objectives under heterogeneities.

generates class-specific hyperparameters based on the attributes associated with that class. This 44

process infuses high-level information about the dataset to accelerate the design of class-specific 45

strategies. The A2H maps the attributes A to a class-specific strategy S . The primary advantage is 46

robustness and sample efficiency of A2H, as it requires O(1) hyperparameters to generate O(𝐾) 47

strategies. The main contribution of this work is proposing CAP framework and instantiating it for 48

loss function design and post-hoc optimization which reveals its empirical benefits. Specifically, 49

we make the following contributions: 50

1. Introducing Class-attribute Priors (Sec 3). CAP is a meta approach that utilizes the high-level 51

attributes of individual classes to personalize the optimization process. Importantly, CAP is 52

particularly favorable to tail classes which contain too few examples to optimize individually. 53

2. Incorporating CAP improves existing approaches (Sec 4). By integrating CAP with existing 54

label-imbalanced training methods, CAP not only improves their performance but also increases 55

their stability, notably, AutoBalance [23] and logit-adjustment loss [25]. 56

3. CAP adapts to fairness objective (Sec 4.2). CAP’s flexibility is particularly powerful for non- 57

standard settings that prior works do not account for: CAP achieves significant improvement 58

when optimizing fairness objectives other than balanced accuracy, such as standard deviation, 59

quantile errors, or Conditional Value at Risk (CVaR). 60

4. CAP adapts to class heterogeneities (Sec 4.3). CAP can also effortlessly combine multiple at- 61

tributes (such as frequency, noise, class importance) to boost accuracy by adapting to problem 62

heterogeneity. 63

Finally, while we instantiate CAP for the problems of loss-function design and post-hoc optimiza- 64

tion, CAP-style meta-optimization approaches can have far-reaching consequences to the design 65

of optimal augmentations, regularization, and optimizers. This work makes key contributions to 66

fairness and heterogeneous learning problems in terms of methodology, as well as practical impact. 67

An overview of our approach is shown in Fig. 1 68

1.1 Related Work 69

The existing literature establishes a series of algorithms, including sample weighting [21, 35, 4], 70

post-hoc tuning [25, 41, 17, 15, 38], and loss functions tuning [3, 19, 25, 16, 6, 33, 42], etc. This 71

work aims to establish a principled approach for designing a loss function for imbalanced datasets. 72

Traditionally, a Bayes-consistent loss function such as weighted cross-entropy [37, 28] has been 73

used. However, recent work shows it only adds marginal benefit to the over-parameterized model 74

due to overfitting during training. [25, 38, 19] propose a family of loss functions formulated as 75
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ℓ (𝑦, 𝑓 (𝒙)) = log

(
1 +∑

𝑘≠𝑦 𝑒
𝒍𝑘−𝒍𝑦 · 𝑒𝚫𝑘 𝑓𝑘 (𝒙 )−𝚫𝑦 𝑓𝑦 (𝒙 )

)
with theoretical insights, where 𝑓 (𝒙) denotes 76

the output logits of 𝒙 and 𝑓𝑦 (𝒙) represents the entry that corresponds to label 𝑦. Above methods 77

determine the value of 𝒍 and 𝚫 to re-weight the loss function so the optimization generates a 78

class-balanced model. In addition to these methods, [23] proposes a bilevel training scheme that 79

directly optimizes 𝒍 and 𝚫 on a sufficient small imbalanced validation data without the prior 80

theoretical insights. However, the theory-based methods require expertise and trial and error to 81

tune one temperature variable, making it time-consuming and challenging to achieve a fine-grained 82

loss function that carefully handles each class individually. Although the bilevel-based method 83

consider each class separately and personalizes the weight using validation data, optimizing the 84

bilevel problem is typically time-consuming due to the computation of the Hessian-vector-product. 85

Bilevel optimization is also brittle, especially when [23] optimizes the inner loss function, which 86

continually changes the inner optima during the training. 87

Concerning the general goal, which is to ensure fairness with respect to protected target classes, 88

several suggestions have been made in the literature [32, 20]. Balanced error and standard deviation 89

[2, 1] between subgroup predictions are widely used metrics. However, they are insensitive to 90

certain types of imbalances. The Difference of Equal Opportunity (DEO) [19, 11] was proposed 91

to measure true positive rates across groups. [39] focus on disparate mistreatment in both false 92

positive rate and false negative rate. Many modern machine learning tasks require models with 93

high tail performance, focusing on certain underrepresented groups that normal machine learning 94

models often neglect. Recent work has designed techniques for learning models with high tail 95

performance instead of merely performing well on average [12, 30, 31, 23, 18]. The worst-case 96

subgroup error is commonly used in recent papers [19, 30, 31]. Another popular metric to evaluate 97

the model’s tail performance is the CVaR (Conditional Value at Risk) [36, 40, 26], which computes 98

the average error over the tails. Previous works [12, 8, 14, 26, 22] also measure tail behaviour using 99

Distributionally Robust Optimization (DRO). 100

2 Problem Setup 101

This paper investigates the advantages of utilizing attribute-based personalized training approaches 102

for addressing heterogeneous classes in the context of class imbalance, label noise, and fairness 103

objective problems. We begin by presenting the general framework, followed by an examination of 104

specific fairness issues, which encompass both distributional and objective heterogeneities. 105

Consider a multi-class classification problem for a dataset (𝒙𝑖 , 𝑦𝑖)𝑁𝑖=1
sampled i.i.d from a dis- 106

tribution with input space X and 𝐾 classes. Let [𝐾] denote the set {1..𝐾} and for the training 107

sample (𝒙, 𝑦), 𝒙 ∈ X is the input and 𝑦 ∈ [𝐾] is the output. 𝑓 : X → R𝐾 represents the model and 108

𝒐 is the output logits. 𝑦𝑓 (𝒙 ) = arg max𝑘∈[𝐾 ]𝒐𝑘 is the predicted label of the model 𝑓 (𝒙). We also 109

denote 𝐾 × 𝐾 identity matrix by 𝑰𝐾 . Moreover, in the post-hoc setup, a logit adjustment function 110

𝑔 : R𝐾 → R𝐾 is employed to modify the logits, resulting in adjusted logits �̂� = 𝑔(𝒐). 111

The primary objective is to train amodel that minimizes a specific classification errormetric. The 112

class-conditional errors are calculated over the data distribution as Err𝑘 = P
[
𝑦 ≠ 𝑦𝑓 (𝒙) | 𝑦 = 𝑘

]
. 113

The standard misclassification error is denoted by Errplain = P
[
𝑦 ≠ 𝑦𝑓 (𝒙)

]
. In situations with label 114

imbalance, Errplain might be dominated by the majority classes. To this end, balanced classification 115

error Errbal = (1/𝐾)∑𝐾
𝑘=1

Err𝑘 is widely employed as a fairness metric. We will later introduce 116

various objectives that aim to achieve different fairness goals. A comprehensive list of the objectives 117

examined in this study can be found in Appendix A. 118

3 Proposed Approach: Class-attribute Priors (CAP) 119

3.1 Class Attributes and Adaptation to Heterogeneity 120

We start by introducing the CAP approach at a conceptual level and provide concrete applications of 121

CAP to loss function design in Section 3.2. Recall that our high-level goal is designing a map from 122
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Figure 2: The overview of CAP approach. CAP is the overall framework proposed in our paper, withA2H
being the core algorithm. A2H is a meta-strategy that transforms the class-attribute prior

knowledge into hyper-parameter S for each class through a trainable matrixW, forming

a training strategy that satisfies the desired fairness objective. The left half of the figure

specifically illustrates how our algorithm calculates and trains the weights. In the first stage,

we collect class-related information and construct an attribute table of 𝑛 ×𝐾 dimension. This

is a general prior, which is related to the distribution of training data, the training difficulty

of each class, and other factors. Then, he first step of A2H is to compute a 𝐾 ×𝑀 Feature

Dictionary D = F (A) by applying a set of functions F . We remark that 𝑀 << 𝐾 and 𝑀

is only related to the number of attributes 𝑛 and |F |, making it a constant. Therefore, the

search space is O(1). Then, in the second step, the weight matrix W is trained through

bi-level or post-hoc methods to construct the hyperparameter S .

A2H that takes attributes A𝑘 of class 𝑘 and generates the hyperparameters of the optimization 123

strategy S𝑘 . Each coordinate A𝑘 [𝑖] characterizes a specific attribute of class 𝑘 such as label 124

frequency, label noise ratio, training difficulty shown in Table 1. To model A2H, one can use any 125

hypothesis space including deep nets. However, since A2H will be optimized over the validation 126

loss, depending on the application scenario, it is often preferable to use a simpler linearized model. 127

Linearized approach. Suppose each class has 𝑛 attributes with A𝑘 ∈ R𝑛 . We will use a nonlinear 128

feature map F (·) : R𝑛 → R𝑀 where𝑀 is the embedding space. Suppose the class-specific strategy 129

S𝑘 ∈ R𝑠 . Then, A2H can be parameterized by a weight matrix𝑾 ∈ R𝑠×𝑀 so that 130

S𝑘 = A2H(A𝑘 ) :=𝑾F (A𝑘 ) . (1)

Our goal becomes finding𝑾 so that the resulting strategies maximize the target validation objective. 131

Observe that𝑾 has 𝑠 ×𝑀 parameters rather than 𝑠 × 𝐾 parameters which is the naive approach 132

that learns individual strategies. In practice, 𝐾 can be significantly large, so for typical problems, 133

𝑀 ≪ 𝐾 . Moreover,𝑾 ties all classes together during training through weight-sharing whereas the 134

naive approach would be brittle for tail classes that contain very limited data. The approach are 135

summarized in Fig. 2 136

3.2 CAP for Loss Function Design 137

Consider the generalized cross-entropy loss 138

ℓ (𝑦, 𝑓 (𝒙)) = 𝜔𝑦 log(1 +
∑︁
𝑘≠𝑦

𝑒 𝒍𝑘−𝒍𝑦 · 𝑒𝚫𝑘 𝑓𝑘 (𝒙 )−𝚫𝑦 𝑓𝑦 (𝒙 ) ) .

Here, (𝜔𝑘 , 𝒍𝑘 ,𝚫𝑘 )𝐾𝑘=1
are hyperparameters that can be tuned to optimize the desired test objective. 139

For class 𝑘 , we get to choose the tuple S𝑘 := [𝜔𝑘 , 𝒍𝑘 ,𝚫𝑘 ] which can be considered as its training 140

strategy. Here elements of S𝑘 arise from existing imbalance-aware strategies, namely weighting 141

𝜔𝑘 , additive logit-adjustment 𝒍𝑘 and multiplicative adjustment 𝚫𝑘 . 142

Example: LA and CDT losses viewed as CAP. For label imbalanced problems, [25, 38] propose to 143

set hyperparameters 𝒍𝑘 and 𝚫𝑘 as a function of frequency 𝜋𝑘 = P(𝑦 = 𝑘). Concretely, they propose 144
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Attributes Definition Notation Application scenario

Afreq Class frequency 𝜋𝑘 = P(𝑦 = 𝑘) Imbalanced classes

Adiff Class-conditional error P(𝑦 ≠ 𝑦) Difficult vs easy classes

Aweights Test-time class weights 𝜔 test

𝑘
of (3) Weighted test accuracy

Anoise Label noise ratio P(𝑦clean ≠ 𝑦
��𝑦clean = 𝑘) Datasets with label noise

Anorm Norm of classifier weights See [3] Imbalanced classes

Table 1: Definition of example attributes and associated application scenarios. Attributes Adiff and

Anorm are computed during the training (for post-hoc optimization, it is pre-training). For

bilevel training they are computed at the end of warm-up. The upper attributes in red color

are those we utilize in our experiments. Also we use Aall to denote combined attributes.

𝒍𝑘 = −𝛾 log(𝜋𝑘 ) [25] and 𝚫𝑘 = 𝜋
𝛾

𝑘
[38] for some scalar 𝛾 . These can be viewed as special instances 145

of CAP where we have a single attribute A𝑘 = 𝜋𝑘 and A2H(𝑥) is −𝛾 log(𝑥) or 𝑥𝛾 respectively. 146

Our approach can be viewed as an extension of these to attributes beyond frequency and general 147

class of A2H. In light of (1), hyperparameters of a specific element of S𝑘 = [𝜔𝑘 , 𝒍𝑘 ,𝚫𝑘 ] correspond 148

to a particular row of𝑾 ∈ R3×𝑀
since𝑾 = [𝒘𝝎,𝒘𝒍 ,𝒘𝚫]⊤. Our goal is then tuning the𝑾 matrix 149

over validation data. In practical implementation, we define a feature dictionary 150

D =
[
F (A1) · · · F (A𝐾 )

]⊤ ∈ R𝐾×𝑀 . (2)

Each row of this dictionary is the features associated to the attributes of class 𝑘 . We generate the 151

strategy vectors 𝚫, 𝒍,𝝎 ∈ R𝐾 (for all classes) via 𝝎 = D𝒘𝝎 , 𝚫 = sigmoid(
√
𝐾

D𝒘
𝚫

∥D𝒘
𝚫
∥ ), 𝒍 = D𝒘𝒍 . 152

For both loss function design and posthoc optimization, we use a decomposable feature map 153

F . Concretely, suppose we have basis functions (F𝑖)𝑚𝑖=1
. These functions are chosen to be poly- 154

logarithms or polynomials inspired by [25, 38]. For 𝑖th attributeA𝑘 [𝑖] ∈ R, we generateF (A𝑘 [𝑖]) ∈ 155

R𝑚 obtained by applying (F𝑖)𝑚𝑖=1
. We then stitch them together to obtain the overall feature vector 156

F (A𝑘 ) = [F (A𝑘 [1])⊤ · · · F (A𝑘 [𝑚])⊤] ∈ R𝑀 :=𝑚×𝑛
. We emphasize that prior approaches are 157

special instances where we choose a single basis function and single attribute 𝜋𝑘 . 158

Which attributes to use and why multiple attributes help? Attributes should be chosen to reflect 159

the heterogeneity across individual classes. These include class frequency, how difficult it is to 160

predict that class, noisy level and more. We list such potential attributesA in Table 1. The frequency 161

Afreq is widely used to mitigate label imbalance, and Anorm is inspired by the imbalanced learning 162

literature [3]. However, these may not fully summarize the heterogenous nature of the problem. 163

For example, some classes are more difficult to learn (e.g. due to noise or inherent predictability) 164

and requiremore upweighting despite containing sufficient training examples. This can be addressed 165

by introducing Adiff, which characterizes the predictability of classes. In Appendix F, we provide 166

theoretical justification for how joint use ofAdiff andAfreq is needed for a Gaussian Mixture model. 167

Moreover, rather than balanced accuracy, we may wish to optimize general test objectives including 168

weighted accuracy with variable class importance. We can declare these test-time weights as an 169

attribute Aweights. In Appendix E, we provide theoretical justification for incorporating Aweights 170

by showing CAP can accomplish Bayes optimal logit adjustment for weighted error. More broadly, 171

any class-specific meta-feature can be declared as an attribute within CAP. 172

Reduced search space and increased stability. Searching 𝒍 and 𝚫 on R𝐾 with very few validation 173

samples raises the problem of unstable optimization. [23] indicates the bilevel optimization is brittle 174

and hard to optimize. They introduce a long warm-up phase and aggregate classes with similar 175

frequency into 𝑔 groups, reducing the search space to 𝑘/𝑔 dimensions. However, to achieve a 176

fine-grained loss function, 𝑔 cannot be very large, so the search space remains large. In our method, 177
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with a good design of D (normally 𝑛 ≈ 2 and𝑚 ≈ 3), we can utilize a constant 2𝑚𝑛 ≪ 𝐾 that 178

efficiently reduces the search space and provides better convergence and stability. 179

We remark that dictionary is a general and efficient design that can recover multiple existing 180

successful imbalanced loss function design algorithms. For example, [25] and [38] both utilize the 181

frequency asA and apply logarithm and polynomial functions asF on frequency to determine 𝒍 and 182

𝚫 respectively. Moreover, letA = 𝑰𝑘 andF be an identity function, then training𝒘𝒍 ,𝒘𝚫 is equivalent 183

to train 𝒍,𝚫 which recovers the algorithm of [23]. Despite the ability to generalize, the dictionary is 184

more flexible and powerful since the attributes can be chosen based on the scenarios. For example, 185

naturally, class frequency is a critical criterion in an imbalanced dataset, but classification error 186

in early training can also be a good criterion for evaluating class training difficulty. Furthermore, 187

some specific attributes can be introduced to noisy or partial-labeled datasets to help design a better 188

loss function. Our empirical study elucidates the benefit of combining multiple attributes and the 189

dictionary performance on the noisy imbalanced dataset. 190

3.3 Class-specific Learning Strategies: Bilevel Optimization and Post-hoc optimization 191

To instantiate CAP as a meta-strategy, we focus on two important class-specific optimization 192

problems: loss function design via bilevel optimization and post-hoc logit adjustment. We describe 193

them in this section and demonstrate that both methods outperform the state-of-the-art approaches. 194

Fig. 4 illustrates how CAP is implemented under bi-level optimization and post-hoc optimization in 195

detail. 196

• Strategy 1: Loss function design via bilevel optimization. Inspired by [23] and following our 197

exposition in Section 3.1, we formalize the meta-strategy optimization problem as 198

min

𝒘𝒍 ,𝒘𝚫

Lval(𝒘𝒍 ,𝒘𝚫, 𝑓 ) s.t. min

𝑓
Ltrain(𝒘𝒍 ,𝒘𝚫, 𝑓 )

where 𝑓 is the model and Lval, Ltrain are validation and training losses respectively. Our goal is 199

finding CAP parameters𝒘𝒍 ,𝒘𝚫 that minimize the validation loss which is the target fairness objective. 200

Following the implementation of [23], we split the training data to 80% training and 20% validation 201

to optimize Ltrain and Lval. The optimization process is split to two phases: the search phase that 202

finds CAP parameters𝒘𝒍 ,𝒘𝚫 and the retraining phase that uses the outcome of search and entire 203

training data to retrain the model. We note that, during initial search phase, [23] employs a long 204

warm-up phase where they only train 𝑓 while fixing𝒘𝒍 ,𝒘𝚫 to achieve better stability. In contrast, 205

we find that CAP either needs very short warm-up or no warm-up at all pointing to its inherent 206

stability (due to small hyperparameter search space, as discussed in the Appendix C). 207

• Strategy 2: Post-hoc optimization. In [25, 9, 11], the author displays that the post-hoc logit 208

adjustment can efficiently address the bias when training with imbalanced datasets. Formally, 209

given a model 𝑓 , a post-hoc function 𝑔 : R𝐾 → R𝐾 adjusts the output of 𝑓 to minimize the fairness 210

objective. Thus the final model of post-hoc optimization is 𝑔 ◦ 𝑓 (𝒙). 211

Transferability from post-hoc optimization to loss function design. In parametric cross entropy 212

loss ℓ (𝑦, 𝑓 (𝒙)) = log

(
1 +∑

𝑘≠𝑦 𝑒
𝚫𝑘 𝑓𝑘 (𝒙 )+𝒍𝑘−𝚫𝑦 𝑓𝑦 (𝒙 )−𝒍𝑦

)
, the output logits are adjusted by 𝚫𝑓 (𝒙) − 𝒍 213

which paves the path of searching a post-hoc A2H′
and transfer to CAP A2H. [25] provides the post- 214

hoc optimization 𝒍 ′ by flipping the sign of 𝒍 in loss adjustment. In our approach, we search a post-hoc 215

A2H′
with very marginal computation cost to obtain post-hoc 𝒍 ′ and 𝚫

′
, the training loss function 216

can be transferred from post-hoc as ℓ (𝑦, 𝑓 (𝒙)) = log

(
1 +∑

𝑘≠𝑦 𝑒
𝚫
′−1

𝑘 𝑓𝑘 (𝒙 )−𝒍 ′𝑘−𝚫′−1

𝑦 𝑓𝑦 (𝒙 )+𝒍 ′𝑦
)
. 217

4 Experiments and Main Results 218

In this section, we present our experiments in the following way. Firstly, we demonstrate the per- 219

formance of CAP on both loss function design via bilevel optimization and post-hoc logit adjustment 220
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Method CIFAR10-LT CIFAR100-LT ImageNet-LT

Cross entropy 30.45(±0.49) 61.94(±0.28) 55.59(±0.26)
Logit adjustment (LA)[25] 21.29†(±0.43) 58.21†(±0.31) 52.46♯

CDT[38] 21.57†(±0.50) 58.38†(±0.33) 53.47♯

PlainBilevel (AutoBalance[23]) 21.15♯ 56.70♯ 50.91♯

CAPBilevel : Aall 20.22(±0.35) 56.38(±0.19) 49.31(±0.34)
CAPPost-hoc : Aall 20.87(±0.38) 57.63(±0.26) 51.46(±0.20)

Table 2: Balanced error on long-tailed data using loss function designed via bilevel optimization. ♯:

best reported results taken from [23].†: Reproduced results.

in Sec. 4.1. We further highlight the connection between bilevel CAP and post-hoc optimization 221

by transferring the learned hyper-parameters. Sec. 4.2 demonstrates that CAP provides noticeable 222

improvements for fairness objectives beyond balanced accuracy. Then Sec. 4.3 discusses the ad- 223

vantage of utilizing attributes and how CAP leverages them in noisy, long-tailed datasets through 224

perturbation experiments. Lastly, we defer the experiment details including hyper-parameters, 225

number of trails, and other reproducibility information to appendix. 226

Dataset. In line with previous research [25, 38], we conduct the experiments on CIFAR-LT and 227

ImageNet-LT datasets. The CIFAR-LT modifies the original CIFAR10 or CIFAR100 by reducing 228

the number of samples in tail classes. The imbalance factor, represented as 𝜌 = 𝑁𝑚𝑎𝑥/𝑁𝑚𝑖𝑛 , is 229

determined by the number of samples in the largest (𝑁𝑚𝑎𝑥 ) and smallest (𝑁𝑚𝑖𝑛) classes. To create a 230

dataset with the imbalance factor, the sample size decreases exponentially from the first to the last 231

class. We use 𝜌 = 100 in all experiments, consistent with previous literature. The ImageNet-LT, 232

a long-tail version of ImageNet used in various fairness research [25, 23], has 1000 classes with 233

an imbalanced ratio of 𝜌 = 256. The maximum and minimum samples per class are 1280 and 5, 234

respectively. During the search phase for bilevel CAP and post-hoc transferability experiments 235

(Sec. 4.1), we split the training set into 80% training and 20% validation to obtain the optimal loss 236

function design. We remark that the validation set is imbalanced, with tail classes containing very 237

few samples, making it challenging to find optimal hyper-parameters without overfitting. For all 238

other post-hoc experiments (Sec. 4.2 and 4.3), we follow the setup of [25, 11] by training a model 239

on entire training dataset as the pre-train model, and optimizing a logit adjustment 𝑔 on a balanced 240

validation dataset. Additionally, all CIFAR-LT experiments use ResNet-32 [13], and ImageNet-LT 241

experiments use ResNet-50, in accordance with literature. 242

4.1 CAP Improves Prior Methods Using Post-hoc or Bilevel Optimization 243

This section presents our loss function design experiments on imbalanced datasets by incorporating 244

CAP into the training scheme of [23, 25, 38], as discussed in Sec. 3.3. Table 2 demonstrates our 245

results. The first part displays the outcomes of various existing methods with their optimal hyper- 246

parameters. It is worth noting that the original best results for single-level methods ([25, 38]) 247

are obtained from grid search on the test dataset, which leads to much better performance than 248

our reproduced results using validation grid search in Table. 2. Moreover, both of the grid search 249

methods demand substantial computation budgets. As illustrated in the second part of Table 2, 250

bilevel and post-hoc CAP significantly improve the balanced error across all datasets. We also 251

conduct experiments to further bridge the connection between post-hoc and bilevel loss function 252

design, as discussed in Sec.3.1, which can be found in Appendix D. 253

4.2 Benefits of CAP for Optimizing Distinct Fairness Objectives 254

Recent works on label-imbalance places a significant emphasis on the balanced accuracy evaluations 255

[25, 23, 3]. However, in practice, there are many different fairness criteria and balanced accuracy is 256

only one of them. In fact, as we discuss in (3), we might even want to optimize arbitrary weighted 257

test objectives. In this section, we demonstrate the flexibility and merits of CAP when optimizing 258

7



0.00 0.25 0.50 0.750

5

10

15

20
Plain
LA
CAP

Q
u
a
n
t
𝑎
i
m
p
r
o
v
e
m
e
n
t

𝑎

(a) Errors of quantile classes

0.00 0.25 0.50 0.750

5

10

15 Plain
LA
CAP

C
V
a
R
𝑎
i
m
p
r
o
v
e
m
e
n
t

𝑎

(b) Conditional value of errors

15 20 25
40

50

60

70
Plain
LA
CAP

S
t
a
n
d
a
r
d
e
r
r
o
r
(
E
r
r
p
l
a
i
n
)

Standard deviation (ErrSDev)

(c) Aggregation of errors

Figure 3: Benefit of CAP for optimizing different Fairness Objectives. We compare among plain post-

hoc, LA post-hoc and CAPpost-hoc. (a): Results of optimizing quantile class performance

Quant𝑎 = P
[
𝑦 ≠ 𝑦𝑓 (𝒙) | 𝑦 = K𝑎

]
, where K𝑎 denotes the class index with the worst ⌈K × 𝑎⌉-

th error. (b): Results of optimizing tail performance CVaR𝑎 . (c): Results of optimizing

R(Err) = _ · Errplain + (1 − _) · ErrSDev. The plot shows the trade-off between standard

deviation of class-conditional errors ErrSDev and Standard misclassification error Errplain as _

varies. See Sec.4.2 for detailed definition and discussions.

Post-hoc methods Errbal ErrSDev CVaR0.2 Quant
0.2 Errweighted

Pretrained 61.94 (±0.28) 27.13(±0.35) 96.95(±0.15) 93.01(±0.58) 62.53(±0.53)
PlainPost-hoc -1.62(±0.36) -8.51(±0.75) -11.48(±0.81) -12.79(±0.43) -2.82(±0.56)
LAPost-hoc -3.73(±0.29) -8.72(±0.66) -12.21(±0.50) -15.01(±0.35) -3.62(±0.37)
CAPPost-hoc -4.36(±0.25) -13.92(±0.24) -14.75(±0.87) -18.34(±0.47) -6.21(±0.49)
Table 3: The error difference between other approaches compared to pre-trained model. The first line

shows the performance of Pretrained model, and the following line shows the error difference

of other methods (smaller is better). For objectives with 𝑎, we set 𝑎 = 0.2. This is commonly

used for difficult or few classes in other papers[40, 24].

fairness objectives other than balanced accuracy. The experiments are conducted on the CIFAR100- 259

LT dataset using the post-hoc approaches. For the fairness objectives, we mainly focus on three 260

objectives: quantile class error Quant𝑎 , conditional value at risk (CVaR) CVaR𝑎 , and the combined 261

risk R(Err), which consists of standard deviation of error and the regular classification error. 262

To begin with, we first demonstrate the performance on quantile class error Quant𝑎 = 263

P
[
𝑦 ≠ 𝑦𝑓 (𝒙) | 𝑦 = K𝑎

]
, where K𝑎 denotes the class index with the worst ⌈K × 𝑎⌉-th error. For 264

instance, in CIFAR100-LT, where 𝐾 = 100, Quant
0.2 denotes the test error of the worst 20 percentile 265

class. That is, we sort the classes in descending order of test error and return the error of the class 266

20%th class ID. Thus, each selection of 𝑎 raises a new objective. Fig. 3a shows the improvement 267

over the pre-trained model when optimizing Quant𝑎 with multiple selections of 𝑎. We observe that 268

CAP significantly outperforms both logit adjustment and plain post-hoc. 269

Moreover, the CVaR𝑎 = E
[
Err𝑘 | Err𝑘 > Quant𝑎

]
measures the average error of ⌈K×𝑎⌉ classes 270

with worst errors. Instead of Quant𝑎 , which only focuses on the specific quantile class error, opti- 271

mizing the CVaR𝑎 tend to improve the tail behavior of the classifier, which is a more general fairness 272

objective. Fig. 3b shows the test improvements over three approaches, and CAP is consistently better 273

than all other methods. 274

Finally, for the combined risk R(Err), we define R(Err) = _ · Errplain + (1 − _) · ErrSDev where 275

Errplain is the regular classification error and ErrSDev denotes the standard deviation of classification 276

errors. We plot the error-deviation curve by varying _ from 0 to 1 with stepsize 0.1 on three 277

approaches in Fig. 3c, each point corresponds to a different _. We observe that plain post-hoc 278
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CIFAR100-LT ImageNet-LT CIFAR10-LT+Noise

Errbal ErrSDev Errbal ErrSDev Errbal ErrSDev

Cross entropy 61.94(±0.28) 27.13(±0.35) 55.59(±0.26) 29.10(±0.64) 43.76(±0.74) 31.69(±0.81)
PlainBilevel (AutoBalance [23]) 56.70(±0.32) 20.13(±0.68) 50.93(±0.16) 26.06(±0.61) 40.04(±0.79) 36.30(±0.89)
CAPBilevel: Afreq 56.64 (±0.21) 19.10(±0.67) 50.82(±0.13) 24.36(±0.49) 39.91(±0.66) 26.54(±0.80)
CAPBilevel: Adiff 58.27(±0.24) 17.62(±0.65) 52.97(±0.30) 21.28(±0.58) 40.61(±0.61) 14.49(±0.72)
CAPBilevel: Afreq+Adiff 56.38(±0.19) 18.53(±0.63) 49.31(±0.34) 22.14(±0.46) 38.36(±0.79) 19.78(±0.75)
Table 4: Attributes help optimization adapt to dataset heterogeneity. We conduct experiments using

bilevel loss design and report the balanced misclassification error,and standard deviation of

class-conditional errors with different class-specific attributes.

cannot achieve a small standard deviation, and post-hoc LA degrades when achieving smaller 279

ErrSDev, CAP accomplish the best performance and are flexible to adapt to different objectives. 280

Regarding the plain post-hoc in Fig. 3, we find that without class-specific attribute prior 281

information, the parameter of each class is updated individually. Optimizing towards a specific 282

objective (e.g., Quant𝑎) may dramatically hurt the performance of other classes and cause the 283

changing of under-represented classes. Thus, the plain post-hoc optimization is unstable, and 284

hard to achieve good results. On the other hand, although post-hoc LA outperforms plain post- 285

hoc, optimizing only one temperature variable lacks fine-grained adaptation to various objectives. 286

In contrast, CAP exhibits a noticeably better performance on all objectives since CAP takes both 287

class-specific attribute and fine-grained control into consideration. 288

Table 3 shows more results. Errweighted denotes a weighted test objective induced by weights 289

𝝎test

𝑘
∈ R𝐾 given by 290

Errweighted =

𝐾∑︁
𝑘=1

𝝎test

𝑘
Err𝑘 where

𝐾∑︁
𝑘=1

𝝎test

𝑘
= 𝐾. (3)

Overall, Table 3 shows that CAP consistently achieves the best results on multiple fairness 291

objectives. An important conclusion is that, the benefit of CAP is more significant for objectives 292

beyond balanced accuracy and improvements are around 2% or more (compared to [25] or plain 293

post-hoc). This is perhaps natural given that prior works put an outsized emphasis on balanced 294

accuracy in their algorithm design [25, 23]. 295

4.3 Benefits of CAP for Adapting to Distinct Class Heterogeneities 296

Continuing the discussion in Sec. 3.1, we investigate the advantage of different attributes in 297

the context of dataset heterogeneity adoption. In Table 4, we conduct loss function design CAP 298

experiments on CIFAR-LT and ImageNet-LT dataset. Specifically, besides using regular CIFAR100- 299

LT and ImageNet-LT, we introduce label noise into CIFAR10-LT following [34, 29] to extend the 300

heterogeneity of the dataset. To add the label noise, firstly, we split the training dataset to 80% 301

train and 20% validation to accommodate bilevel optimization. Then we randomly generate a 302

noise ratio 𝒓 ∈ R𝐾 , 𝒓𝑖 ∼ 𝑈 (0, 0.5) that denotes the label noise ratio for each class. Finally, keeping 303

the validation set clean, we add label noise into the train set by randomly flipping the labels of 304

selected training samples (according to the noise ratio) to all possible labels, which is the same as 305

literature[34, 29]. As a result, all classes contain an unknown fraction of label noise in the noisy 306

CIFAR10-LT dataset, which raises more heterogeneity and challenge in optimization. Through 307

bilevel optimization, we optimize the balanced classification loss and report the balanced test error 308

and its standard deviation after the retraining phase in Table 4. As shown in Table 4, we employ 309

label frequency Afreq which is designed for sample size heterogeneity and Adiff which is designed 310

for class predictability as the attributes in CAP approach. Table 4 highlights that CAP consistently 311

outperforms other methods while different attributes can shape the optimization process differently. 312

Importantly, CAP is particularly favorable to tail classes which contain too few examples to optimize 313

individually. Only usingAdiff achieves smallest ErrSDev demonstrating that optimization withAdiff 314
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tends to keep better class-wise fairness because Adiff is directly related to class predictability. The 315

combination ofAfreq andAdiff shows that incorporating multiple class-specific attributes provides 316

additional information about the dataset and jointly enhances performance. Overall, the results 317

indicate that CAP establishes a principled approach to adapt to multiple kinds of heterogeneity. 318

5 Conclusions 319

This paper proposed a new meta-strategy CAP to tackle class heterogeneities and general fairness 320

objectives. CAP achieves high-validation performance by efficiently generating class-specific 321

strategies based on various class attributes. Applications and experiments on posthoc optimization 322

and loss function design demonstrate that CAP substantially improves multiple types of fairness 323

objectives as well as general weighted test objectives. We also demonstrate the transferability 324

across our strategies: Posthoc CAP can be plugged in as a loss function to further boost accuracy. 325

Broader impacts. Although our approach and applications primarily focus on loss function design 326

and posthoc optimization, CAP approach can also help design class-specific data augmentation, 327

regularization, and optimizers. Additionally, rather than heterogeneities across classes, one can 328

extend CAP-style personalization to problems in multi-task learning and recommendation systems. 329

Limitations. Observe that, if we have infinite training data, we can search for optimal strategies 330

for each class. Thus, the primary limitation of CAP is its multi-task design space that shares the 331

same meta-strategy across classes. However, as experiments demonstrate, in practical finite data 332

settings, CAP achieves better data efficiency and test performance compared to individual tuning. 333
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Figure 4: CAP framework for detailed implementation. This figure illustrates how CAP is implemented

under bi-level optimization and post-hoc optimization. Throughout the entire figure, the

only trainable parameters areW and the network (in the green box). In the search phase of

bilevel optimization, we first conduct an 80-20% train-val split. Then, we train the network

with parametric loss function for inner optimization on 80% training dataset and train W to

achieve fairness objective for outer optimization on 20% validation dataset. And in post-hoc

implementation, we first train the network without hyperparameters on the training dataset

and do the post-hoc optimization on the validation set. Both bilevel and post-hoc yield

optimal fairness weightW∗
, for bi-level and post-hoc transferring, we use the optimalW∗

to

retrain a fairness-focused model on the entire training dataset. If only post-hoc adjustments

are conducted, we directly modify the pre-trained model’s logit with a post-hoc function.

A List of fairness objectives 504

We list all the notation of objectives we used in the main paper in this section. 505

Symbol Meaning

ℓ, 𝑓 Loss function (specifically cross-entropy), predictor

Err(𝑓 ) Error of 𝑓 on entire population

Err𝑘 Class-conditional error of 𝑓 on class K = k

Errplain Standard misclassification error

Errbal Balanced misclassification error, average of class-conditional errors

Errweighted Weighted misclassification error

ErrSDev Standard deviation of class-conditional errors

Quant𝑎 Errors of quantile classes at level 𝑎

CVaR𝑎 Conditional value of errors at level 𝑎

R(Err) Aggregation of class-conditional errors

506

B Framework overview. 507

C Extended Discussion of Warm-up and Training Stability 508

In Sec. 3.2, we discuss how CAP stabilizes the training and eases the necessarily of warm-up. Now, 509

we extend the discussion and provide more experiments to demonstrate further the benefit of the 510

CAP strategy in this section. In Table 5, we conduct experiments on bilevel loss function design on 511

CIFAR10-LT. Firstly, we investigate the performance of the default initialization (DI) of Plain𝐵𝑖𝑙𝑒𝑣𝑒𝑙 512
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DI, 100 epoch DI, 120 epoch DI, 200 epoch LA , 120 epoch Self-sup[5]

ErrSDev when search phase begin 0.23 0.20 0.28 0.17 0.13

Errbal 24.58 21.39 23.36 21.15 20.57

Table 5: Bilevel training with different warm-up lead to different result on CIFAR10-LT. We investigate

the performance of the default initialization (DI) of Plain𝑏𝑖𝑙𝑒𝑣𝑒𝑙 where 𝒍 = 0 and 𝚫 = 1 with
100,120 and 200 warm-up epochs, and we also provide the result where 𝒍 starts with logit

adjustment prior. We implement the self-supervision pre-trained model by SimSiam [5]. We

remark that 120 epochs Warm-up with DI or LA loss are used in [23].

CIFAR10-LT CIFAR100-LT

search phase retrain search phase retrain

Post-hoc LA[25] 21.43(±0.30) 22.34(±0.34) 58.48(±0.23) 57.65(±0.25)
Post-hoc CDT[38] 23.58(±0.37) 21.79(±0.40) 58.60(±0.26) 57.86(±0.27)

PlainPost-hoc

𝒍 20.90(±0.28) 21.71(±0.29) 57.98(±0.22) 57.82(±0.19)
𝚫 23.74(±0.34) 24.06(±0.36) 58.61(±0.29) 58.80(±0.31)
𝒍&𝚫 23.41(±0.30) 23.38(±0.33) 57.80(±0.24) 58.57(±0.23)

CAPPost-hoc

𝒘𝒍 20.81 (±0.15) 20.65(±0.36) 57.73(±0.25) 57.15(±0.30)
𝒘𝚫 22.31(±0.38) 21.06(±0.43) 58.07(±0.32) 57.26(±0.35)
𝒘𝒍 &𝒘𝚫 20.87(±0.38) 20.32(±0.64) 57.63(±0.26) 57.08(±0.21)

Table 6: Balanced error on long-tailed data using post-hoc logits adjustment. The search phase results

reveal the test accuracy of post-hoc adjustment, which is searched on a 20% validation set.

The retrain results show the transferability from post-hoc logits adjustment to loss function

design.

where 𝒍 = 0 and 𝚫 = 1 with 100,120 and 200 warm-up epochs. Then we provide the result where 𝒍 513

starts with logit adjustment prior. Finally, we implement the self-supervision pre-trained model by 514

SimSiam [5]. Table 5 presents the relationship between the ErrSDev of the pre-trained model and 515

the final Errbal after bilevel training. One direct observation is that ErrSDev highly correlates with 516

Errbal. Considering ErrSDev measures the fairness of the pre-trained model, we believe that a better 517

pre-trained model promotes the test performance accordingly. 518

Moreover, regarding LA initialization, one can conclude that initializing the training with a 519

designed loss such as LA loss can significantly improve the result. Still, it requires additional effort 520

and expertise in designing that specific loss, especially when the fairness objective is not only 521

balanced error and various heterogeneities exist in the data. While the self-supervised pre-trained 522

model achieves the best ErrSDev and Errbal among all methods, training the self-supervision model 523

requires a long time. Our proposed CAP𝐵𝑖𝑙𝑒𝑣𝑒𝑙 , which utilizes the attributes, not only ensures to 524

take advantage of prior knowledge but also stabilizes the optimization by simultaneously updating 525

weights of all classes thanks to the dictionary design. CAP𝐵𝑖𝑙𝑒𝑣𝑒𝑙 achieves 20.16 Errbal on CIFAR10- 526

LT and 56.55 Errbal on CIFAR100-LT with only 5 epochs of warm-up, which improves on both 527

computation efficiency and test performance. 528

D Further post-hoc discussion 529

Connection to post-hoc adjustment To better understand the potential of CAP and the connection 530

between loss function design and post-hoc adjustment, we design an experiment with results shown 531

in Table 6. In this experiment, we use the same dictionary , split the original training data to 80% 532

train and 20% validation, and train a model 𝑓 using regular cross-entropy loss on the 80% train 533

set as the pre-trained model, which is biased toward the imbalanced distribution. Our goal is to 534
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find a post-hoc adjustment 𝑔 so that 𝑔 ◦ 𝑓 achieves minimum balanced loss on the 20% validation 535

set. In Table 6, the searching phase displays the test error of adjusted model 𝑔 ◦ 𝑓 . Following the 536

transferability discussion in Sec. 3.3, we use the searched post-hoc adjustment as the loss function 537

design to retrain the model from scratch on the entire training dataset. Interestingly, retraining 538

further improves the post-hoc performance. As post-hoc adjustment requires only about 1/5 of 539

the time and fewer computational resources than loss function design, it provides a simple and 540

efficient approach for loss function design. 541

We also observe that training𝒘𝒍 along with𝒘𝚫 leads to performance degradation compared to 542

only training𝒘𝒍 , and training only𝒘𝚫 also performs worse than𝒘𝒍 . We conduct more experiments 543

and provide explanations for this. In each part of the Table 6, we compare the performance of 544

optimizing 𝒍 and 𝚫 in the similar setup, for example, LA provides a design of 𝒍 while CDT adjusts 545

the loss by design a specific 𝚫. Among all the methods, optimizing 𝒍 or𝒘𝒍 always achieve the best 546

result. We observe a degeneration when optimizing only 𝚫 or both 𝒍&𝚫. Through this section, 547

Fig. 5 and 6 exhibit some insights and intuitions towards this phenomenon. 548

Fig. 5 shows the logits value before and after post-hoc adjustment. Without proper early- 549

stopping or regularization, 𝚫 in Fig. 5c will keep increasing and result in a stretched logits distribu- 550

tion, where the logits become larger and larger. Note that Fig 5c stops after 500 epochs, but longer 551

training will even further enlarge the logits. Furthermore, because the data is not linear separable, 552

𝚫 may reduce the loss in unexpected ways. The mismatch between test loss and balanced test error 553

in Fig. 6b verified this conjecture. The loss decreases at the end of the training while the balanced 554

error increases. That might happen because 𝚫 performs a multiplicative update on logits as shown 555

in Fig. 5c. Finally, the logits value becomes much larger, but the improvement is limited. Lemma 1 556

in paper [23] also offers possible explanation by proving loss function is not consistent for standard 557

or balanced errors if there are distinct multiplicative adjustments i.e. Δ𝑖 ≠ Δ 𝑗 for some 𝑖, 𝑗 ∈ [𝐾]. 558

In sum, the main difference between using the two different hyperparameters for post-hoc logit 559

adjustment is that 𝒍 performs an additive update on logits, however, 𝚫 performs a multiplicative 560

update. That will leads to different behaviors. For example, if there is a true but rare label 𝑘 = 𝑖 561

with negative logits value 𝒐𝑖 ; meanwhile, there are other labels with positive or negative values, 562

multiplicative update using 𝚫 couldn’t help label 𝑘 changes the class because the logits is already 563

negative. For post-hoc logit adjustment using 𝒍 , it can eliminate the influence of the original value. 564

Smaller values of 𝒍𝑖 could always make �̂�𝑖 = 𝒐𝑖 − 𝒍𝑖 have a larger boost than �̂�𝑘≠𝑖 Fig.5 indeed shows 565

that there exist many samples like this. 566

E Proofs of Fisher Consistency on Weighted Loss 567

For more insight of the weighted test loss we discussed in Sec. 4.3, [25] proposes a family of Fisher 568

consistent pairwise margin loss as 569

ℓ (𝑦, 𝑓 (𝑥)) = 𝛼𝑦 · log[1 +
∑︁
𝑦′≠𝑦

𝑒Δ𝑦𝑦′ · 𝑒 𝑓𝑦′ (𝑥 )−𝑓𝑦 (𝑥 ) ]

where pairwise label margins Δ𝑦𝑦′ denotes the desired gap between scores for 𝑦 and 𝑦′. Logit 570

adjustment loss [25] corresponds to the situation where 𝛼𝑦 = 1 and Δ𝑦𝑦′ = log

𝜋𝑦′
𝜋𝑦

where 𝜋𝑦 = P(𝑦). 571

They establish the theory showing that there exists a family of pairwise loss, which Fisher consistent 572

with balanced loss when Δ𝑦𝑦′ = log

𝛼𝑦′𝜋𝑦′
𝛼𝑦𝜋𝑦

for any 𝛼 ∈ R𝐾+ . However, Sec. 4.3 focuses on the 573

weighted loss which is more general and formulated as following. 574

ℓ𝜔 (𝑦, 𝑓 (𝑥)) = 𝛼𝑦 · 𝜔𝑡𝑒𝑠𝑡𝑦 log[1 +
∑︁
𝑦′≠𝑦

𝑒Δ𝑦𝑦′ · 𝑒 𝑓𝑦′ (𝑥 )−𝑓𝑦 (𝑥 ) ] (4)

Following [25], Thm. 1 deduces the family of Fisher-consistent loss with weighted pairwise loss. 575

The followed discussion demonstrates that CAP using Afreq and Aweights is able to recover Fisher- 576

consistent loss for any 𝜔𝑡𝑒𝑠𝑡 . 577
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(c) CAPPost-hoc:𝒘𝚫

Figure 5: The evolution of logits in post-hoc logits adjustment CAP when optimizing𝒘𝒍 and𝒘𝚫 indi-

vidually. In this experiment, we train a ResNet-32 as the pre-trained model on CIFAR10-LT,

where the class 𝑦 = 0 has the largest sample size and 𝑦 = 9 has the smallest sample size

when training. In Fig. 5a, we plot the logits value 𝑓 𝑡𝑒𝑠𝑡𝑦 (𝑥) of test dataset. Specifically, for
better visualization and understanding, we only pick two classes, the largest class (𝑦 = 0) as

majority and the smallest class (𝑦 = 9) as minority. The x-axis is the logit value of majority

class 𝑓𝑦=0 (𝑥) and the y-axis is the logit value of minority class 𝑓𝑦=9 (𝑥). Thus, the blue line
(𝑦 = 𝑥 ) can be treated as the decision boundary between the two classes. In Fig. 5b shows the

logits after CAPPost-hoc with only optimizing𝒘𝒍 and Fig. 5b shows the logits after CAPPost-hoc
that only optimizing𝒘𝚫. For clarification, the logits are directly picked from CIFAR10-LT

classification problem which are not binary classification logits. We also remark that any

choice of majority and minority that satisfies 𝑁 train

majority
> 𝑁 train

minority
shows the similar result

even under another training distribution differed from CIFAR10-LT (e.g. flipping the minority

and majority).
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(b) CAPPost-hoc:𝒘𝚫

Figure 6: Test error and loss during CIFAR10-LT post-hoc training. In Fig. 6a we only optimize𝒘𝒍 and

we observe that balanced test error decreases with test loss simultaneously. However, in

Fig. 6b where we only optimize𝒘𝚫, the test loss (the orange curve) is keeping decreasing,

but test balanced error (the blue curve) first reaches minimum and then increases. This

mismatch together with Fig. 5 further explain the reason of degeneration when optimize𝒘𝚫

by post-hoc.
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Theorem 1. For any 𝛿 ∈ R𝐾+ , the weighted pairwise loss (4) is Fisher consistent with weights and

margins

𝛼𝑦 =
𝛿𝑦

𝜋𝑦
Δ𝑦𝑦′ = 𝑙𝑜𝑔(𝛿 ′𝑦/𝛿𝑦)

Proof. Suppose we use margin Δ𝑦𝑦′ = log

𝛿𝑦′
𝛿𝑦

, the weighted loss become 578

ℓ𝜔 (𝑦, 𝑓 (𝑥)) = −𝜔𝑡𝑒𝑠𝑡𝑦 log

𝛿𝑦𝑒
𝑓𝑦 (𝑥 )∑

𝑦′∈[𝐾 ] 𝛿𝑦′𝑒
𝑓𝑦′ (𝑥 )

= −𝜔𝑡𝑒𝑠𝑡𝑦 log

𝑒 𝑓𝑦 (𝑥 )+log(𝛿𝑦 )∑
𝑦′∈[𝐾 ] 𝑒

𝑓𝑦′ (𝑥 )+log(𝛿𝑦′ )

Let P𝜔 (𝑦 | 𝑥) ∝ 𝜔𝑦P(𝑦 | 𝑥) denote the distribution with weighting 𝜔 . The Bayes-optimal 579

score of the weighted pairwise loss will satisfy 𝑓 ∗𝑦 (𝑥) + log(𝛿𝑦) = log P𝜔 (𝑦 | 𝑥), which is 𝑓 ∗𝑦 (𝑥) = 580

log
P𝜔 (𝑦 |𝑥 )
𝛿𝑦

. 581

Suppose we have a generic weights 𝛼 ∈ R𝐾+ , the risk with weighted loss can be written as 582

E𝑥,𝑦
[
ℓ𝜔,𝛼 (𝑦, 𝑓 (𝑥))

]
=

∑︁
𝑦∈[𝐿]

𝜋𝑦 · E𝑥 |𝑦=𝑦
[
𝛼𝑦ℓ𝜔 (𝑦, 𝑓 (𝑥))

]
=

∑︁
𝑦∈[𝐿]

𝜋𝑦𝛼𝑦 · E𝑥 |𝑦=𝑦 [ℓ𝜔 (𝑦, 𝑓 (𝑥))]

∝
∑︁
𝑦∈[𝐿]

𝜋𝑦 · E𝑥 |𝑦=𝑦 [ℓ𝜔 (𝑦, 𝑓 (𝑥))]

where 𝜋𝑦 ∝ 𝜋𝑦𝛼𝑦 . That means by modify the distribution base to 𝜋 , learning with the 𝜔 and 𝛼

weighted loss 4 is equivalent to learning with the 𝜔 weighted loss. Under such a distribution, we

have class-conditional distribution.

P(𝑦 | 𝑥) =
P𝜔 (𝑥 | 𝑦) · 𝜋𝑦

P(𝑥)
= P𝜔 (𝑦 | 𝑥) ·

𝜋𝑦

𝜋𝑦
· P𝜔 (𝑥)

P(𝑥)
∝ P𝜔 (𝑦 | 𝑥) · 𝛼𝑦𝜔𝑡𝑒𝑠𝑡𝑦

Then for any 𝛿 ∈ R𝐾+ , let 𝛼 =
𝛿𝑦

𝜋𝑦
, the Bayes-optimal score will satisfy 𝑓 ∗𝑦 (𝑥) = 583

log
P(𝑦 |𝑥 )
𝛿𝑦

= log
P𝜔 (𝑦 |𝑥 )
𝜋𝑦

+ 𝐶 (𝑥) where 𝐶 (𝑥) does not depend on 𝑦. Thus, argmax𝑦∈[𝐿] 𝑓
∗
𝑦 (𝑥) = 584

argmax𝑦∈[𝐿]
P𝜔 (𝑦 |𝑥 )
𝜋𝑦

, which is the Bayes-optimal prediction for the weighted error. 585

In conclusion, there is a consistent family of weighted pairwise loss by choose any set of 𝛿𝑦 > 0

and letting

𝛼𝑦 =
𝛿𝑦

𝜋𝑦

Δ𝑦𝑦′ = log

𝛿𝑦′

𝛿𝑦
.

□ 586

Corollary 1.1. In CAP, setting attributes as [Afreq,Aweights], F = [𝑙𝑜𝑔(·)]. When𝒘𝒍 = [1,−1], CAP 587

fully recovers a loss (5), which is Fisher-consistent with weighted pairwise loss. 588
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Proof. This result can be directly deduced by setting 𝛿𝑦 =
𝜋𝑦

𝜔𝑡𝑒𝑠𝑡
𝑦

. We have

𝛼𝑦 = 1/𝜔𝑡𝑒𝑠𝑡𝑦 and Δ𝑦𝑦′ =
𝜋𝑦′𝜔

𝑡𝑒𝑠𝑡
𝑦

𝜋𝑦𝜔
𝑡𝑒𝑠𝑡
𝑦′

Then the corresponding logit-adjusted loss which is Fisher-consistent with weighted pairwise loss 589

is 590

ℓ (𝑦, 𝑓 (𝑥)) = −𝛼𝑦𝜔𝑡𝑒𝑠𝑡𝑦 log

𝛿𝑦 · 𝑒 𝑓𝑦 (𝑥 )∑
𝑦′∈[𝐿] 𝛿𝑦′ · 𝑒 𝑓𝑦′ (𝑥 )

= − log

𝑒 𝑓𝑦 (𝑥 )+log𝜋𝑦−log𝜔𝑡𝑒𝑠𝑡
𝑦∑

𝑦′∈[𝐿] 𝑒
𝑓𝑦′ (𝑥 )+log𝜋𝑦′−log𝜔𝑡𝑒𝑠𝑡

𝑦′
. (5)

For aforementioned CAP setup, we haveD=[log(𝜋), log(𝜔𝑡𝑒𝑠𝑡𝑦 )], so the CAP adjusted loss with 591

𝒘𝒍 = [1,−1] is 592

ℓCAP(𝑦, 𝑓 (𝑥)) = − log

𝑒 𝑓𝑦 (𝑥 )+log𝜋𝑦−log𝜔𝑡𝑒𝑠𝑡
𝑦∑

𝑦′∈[𝐿] 𝑒
𝑓𝑦′ (𝑥 )+log𝜋𝑦′−log𝜔𝑡𝑒𝑠𝑡

𝑦′
. (6)

Which is exactly the same as 5. 593

□ 594

F Multiple Attributes Benefit Accuracy in GMM 595

In this section, we give a simple theoretical justification why multiple attributes acting syner- 596

gistically can favor accuracy. To illustrate the point, we consider a binary Gaussian mixture 597

model(GMM), where data from the two classes are generated as follows: 598

𝑦 =

{
+1 ,with prob. 𝜋

−1 ,with prob. 1 − 𝜋
and x|𝑦 ∼ N (𝑦𝝁, 𝜎𝑦I𝑑 ) . (7)

Note here that the two classes can be imbalanced depending on the value of 𝜋 ∈ (0, 1), which 599

models class frequency. Also, the two classes are allowed to have different noise variances 𝜎±1. This 600

is our model for the difficulty attribute: examples generated from the class with highest variance are 601

“more difficult" to classify as they fall further apart from their mean. Intuitively, a “good" classifier 602

should account for both attributes. We show here that this is indeed the case for the model above. 603

Our setting is as follows. Let 𝑛 IID samples (x𝑖 , 𝑦𝑖) from the distribution defined in (7). Without 604

loss of generality, assume class 𝑦 = +1 is minority, i.e. 𝜋 < 1/2. We train linear classifier (w, 𝑏) by 605

solving the following cost-sensitive support-vector-machines (CS-SVM) problem: 606

(ŵ𝛿 ,
ˆ𝑏𝛿 ) := arg min

w,𝑏
∥w∥2 sub. to 𝑦𝑖 (x𝑇𝑖 w + 𝑏) ≥

{
𝛿 𝑦𝑖 = +1

1 𝑦𝑖 = −1

. (8)

Here, 𝛿 is a hyperparameter that when taking values larger than one, it pushes the classifier towards

the majority, thus giving larger margin to the minorities. In particular, setting 𝛿 = 1 recovers the

vanilla SVM. The reason why CS-SVM is particularly relevant to our setting is that it relates closely

to the VS-loss. Specifically, [19] show that in linear overparameterized (aka 𝑑 > 𝑛) settings the

VS-loss with multiplicative weights Δ±1 leads to same performance as the CS-SVMwith 𝛿 = Δ+/Δ− .
Finally, given CS-SVM solution (ŵ𝛿 ,

ˆ𝑏𝛿 ), we measure balanced error as follows:

Rbal(𝛿) := P(x,𝑦)∼(7)
{
𝑦 (x𝑇 ŵ𝛿 + ˆ𝑏𝛿 ) > 0

}
.
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(a) (b)

Figure 7: The optimal hyperparameter depends on both attributes: frequency (𝜋 ) and difficulty (𝜎+/𝜎−).

We ask: How does the optimal CS-SVM classifier (i.e, the optimal hyperparameter 𝛿) depend on 607

the data attributes, i.e. on the frequency 𝜋 and on the difficulty 𝜎+1/𝜎−1? To answer this we 608

consider a high-dimensional asymptotic setting in which 𝑛,𝑑 → ∞ at a linear rate 𝑑/𝑛 =:
¯𝑑 . This 609

regime is convenient as previous work has shown that the limiting behavior of the balanced error 610

Rbal(𝛿) can be captured precisely by analytic formulas [7, 27]. Specifically, [19] used that analysis 611

to compute formulas for the optimal hyperparameter 𝛿 . However, they only discussed how 𝛿 varies 612

with the frequency attributed and only studied scenarios where both classes are equally difficult, i.e. 613

𝜎+1 = 𝜎−1. Our idea is to extend their study to investigate a potential synergistic effect of frequency 614

and difficulty. 615

Figure 7 confirms our intuition: the optimal hyperparameter 𝛿∗ depends both on the frequency 616

and on the difficulty. Specifically, we see in both Figures 7(a,b) that the easier the minority class 617

(aka, the smaller ratio 𝜎+1/𝜎−1), 𝛿 decreases. That is, there is less need to favor much larger margin 618

to the minority. On the other hand, as 𝜎+1/𝜎−1 increases and minority becomes more difficult, 619

even larger margin is favored for it. Finally, comparing Figures 7(a) to Figure 7(b), note that 𝛿∗ 620

takes larger values for larger imbalance ratio (i.e., smaller frequency 𝜋 ), again aggreeing with our 621

intuition. 622

G Experiment details and reproducibility 623

The functions are always fixed regardless of the datasets and objectives change F = 624

[log(A),A,A𝛽 ,A2𝛽 ,A4𝛽 ]. In our experiments, we set 𝛽 = 0.075. 625

For reproduced result in Table 2, we grid search on validation dataset and retrain for fair 626

comparison, so the result is worse than the value reported in [25, 38] which are grid searched on 627

whole test dataset. 628

For bilevel training, following the training process in [23], we start the validation optimization 629

after 120 epochs warmup and training 300 epochs in total. The learning rate decays at epochs 630

220 and 260 by a factor 0.1. The lower-level optimization use SGD with an initial learning rate 631

0.1, momentum 0.9, and weight decay 1𝑒 − 4, over 300 epochs. At the same time, the upper-level 632

hyper-parameter optimization also uses SGD with an initial learning rate 0.05, momentum 0.9, and 633

weight decay 1𝑒 − 4. To get better results, we initialize 𝒍 using LA loss in experiments in Table 2. 634

For a fair comparison, there is no initialization in other experiments. For LA and CDT results in 635

Table 2, we do grid search on the imbalanced validation dataset and retrain for a fair comparison. 636

For most of the experiments, except Errweighted in Table 3, we plot or report the average result of 637

3 runs. For Errweighted where the target weight 𝜶 was generated randomly, we repeat ten times with 638

different random seeds. We report the average result of 10 trails of different 𝝎test
for Errweighted. 639

At each trial, weights 𝝎test

𝑘
are generated i.i.d. from the uniform distribution over [0, 1] and then 640

normalized. 641
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All the experiments are run with 2 GeForce RTX 2080Ti GPUs. 642
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