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Abstract

Detecting textual mentions and linking them
to corresponding entities in a knowledge base
is an essential task performed by a variety of
existing entity linking approaches. This paper
investigates the relationship between domains
and system performance for 12 state-of-the-art
annotators using 6 common datasets, arguing
performance based on domain using learned
topic vectors and machine learning models.
By analysing domain-specific characteristics
across domains and methods, we demonstrate
that no single technique excels across all do-
mains, and that performance can be signifi-
cantly enhanced by selecting the most suitable
system for each context. Our findings underline
the importance of domain awareness in the de-
velopment and deployment of text-processing
systems, providing a pathway for more adapt-
able and robust methodologies. We release and
open source all generated data, code and find-
ings on our repository! and on Zenodo?.

1 Introduction

Entity Linking (EL) serves as a fundamental task
in natural language processing, aiming to associate
entity mentions in text with corresponding entries
in a given knowledge base. Despite significant ad-
vances in EL, the performance of these systems can
vary substantially across different textual domains,
presenting a challenge for their deployment in di-
verse applications, such as knowledge enrichment,
semantic search, question answering and overall en-
hancing information retrieval. EL approaches often
lack the flexibility required to excel across varying
domains — to our knowledge, a commonly shared
assumption (Jodo et al., 2020), but never explicitly
proven. For instance, due to a varying needs and a
lack of effectiveness from general-purpose entity
linking approaches (Zheng et al., 2015), over time
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biomedical entity linking became its own domain
with special-purpose entity linking approaches tar-
geting this area’s needs in particular (French and
Mclnnes, 2023). This led to tailor-made solutions
developed for such specific domains. Therewith
sparking our research interests to explicitly explore
the domain dependency in further depth. Extant
entity linking research has focused on creating and
identifying coherent contexts within documents in
order to successfully disambiguate candidate en-
tities (Zu et al., 2024; Ayoola et al., 2022; Christ-
mann et al., 2022; van Hulst et al., 2020; Nanni
and Fabo, 2016; Flati and Navigli, 2014; Han and
Sun, 2012). Howeyver, to the best of our knowledge,
no research has attempted to identify a deeper link
between domains and system performance — a lack
we specifically address in this paper:

This paper addresses the interplay between
domain-specific texts and entity linking system per-
formance. We investigate the effectiveness of text-
processing techniques and their performance uni-
formity across domains, and whether certain sys-
tems perform optimally in particular domains de-
spite failing to do so in the general domain. Hence,
to look into the matter in further detail, we devel-
oped an approach predicting the optimal system
for a given domain by learning from topic vectors
derived from domain-specific texts.

We systematically analyse the relationships be-
tween text domains and system performance, pro-
viding insights into how different systems can be
tailored or selected for specific domains. Our find-
ings reveal that the choice of method benefits from
domain-dependent decision-making, with the po-
tential to significantly enhance accuracy and effi-
ciency in practical applications.

In this paper, we specifically address the follow-
ing research questions:

RQ1 Is there a link between domain and system
performance?
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RQ2 Is document domain a sufficient information
source to identify an optimal method?

In attempting to qualitatively respond to the
above questions, our developed contributions in
this paper are as follows:

1. Domain-specific analysis of state-of-the-art
datasets and named entity recognition and dis-
ambiguation methods, including indications
for non-insignificant links between domain
and system performance.

2. Model architecture for domain-sensitive rec-
ommendation of entity linking approaches.

3. Development, evaluation and release of an-
notated data from 11 entity linking systems
for 6 data sets incl. AIDA CoNLL-YAGO,
RSS-500, Reuters-128, News-100, KORESQ,
MedMentions; our embeddings; topics; code;
approach and metadata.

We thus present our architecture and methodol-
ogy based on topic modelling, followed by an eval-
uation of its effectiveness across identified domains.
We further discuss implications of our findings for
the broader field of entity linking, emphasizing the
importance of domain awareness in the develop-
ment and deployment of named entity recognition
and disambiguation approaches.

2 Related Work

The relationship between textual domains and
the performance of Natural Language Processing
(NLP) systems has garnered considerable attention
in recent years with large language models
taking centre stage. In this section, we draw
the links between our research exploring the
domain-to-linker relationship and the various
approaches developed to enhance EL performance
across diverse domains. For the sake of identifying
a variety of domains, topics and contexts, we
make use of topic modelling techniques, allowing
for the unsupervised detection and grouping of
related and mentioned texts and phrases. In our re-
search, we experimented with two state-of-the-art
topic modelling techniques. One of which was
Top2Vec (Angelov and Inkpen, 2024), a method
learning topics directly from latent document
representations by recognising dense regions
within a given embedding space. Based on dense
regions, it extracts groupings of most representa-
tive words given in order to define meaningful

topics. Another approach we employ for our
experiments is BERTopic (Grootendorst, 2022), a
topic model utilising BERT (Devlin et al., 2018)
embeddings combined with clustering techniques
to find meaningful topics. To the best of our
knowledge, state-of-the-art research in the domain
of entity linker recommendation is scarce. In
(Jodo et al., 2020), the authors attempt to leverage
systems’ individual strengths on a mention to
mention basis, recommending a particular linking
technique. They acknowledge the assumed effect
of domains, but did not investigate its impact.
Additionally, the authors only utilised 3 entity
linking systems (incl. Babelfy and TagMe - both
systems included in this paper) and evaluate on
3 datasets. Noullet et al. present a framework
in (Noullet et al., 2021) with a baseline linker
recommendation module. Their approach uses a
support vector machine model, presenting it as a
stepping stone to the broader research audience.
In (Flati and Navigli, 2014), authors introduce
concepts from word sense disambiguation to
entity linking and in combination with dense
subgraph heuristics aim to create a consistent
and high-coherence context, yielding qualitative
disambiguation results. With CLOCQ (Christmann
et al., 2022), Christmann et al. improve upon
existing approaches by working four levels of sig-
nals into their ranking algorithm. They introduce
word-level scores for matching and relatedness,
but further also include text-wide coherence and
connectivity for disambiguation results along
with dynamic candidate set size considerations.
DBpediaSpotlight (Mendes et al., 2011) utilises a
four-stage pipeline including spotting through an
extended set of label lexicalizations identified and
part-of-speech tagging mechanisms, a candidate
selection step and an entity disambiguation step
utilising vector space model representations with
heuristics including customised inverse candidate
frequency metrics.

Regarding annotated datasets,
AIDA-CoNLL-YAGO (Hoffart et al., 2011) links
entities to the YAGO, Wikipedia or Freebase
Knowledge Base (KB), providing a Named-Entity
Recognition (NER), Entity Disambiguation (ED)
and EL dataset. KORES50” YWC(Noullet et al.,
2020) particularly contains less frequent and
hard-to-disambiguate mentions of entities, making
up a gold-level standard entity linking dataset,
which links to various knowledge graphs or bases:



DBpedia, YAGO, Wikidata and Crunchbase.
Due to its small size, it mainly functions for
evaluation purposes in related research. Further,
with the N3 collection (Roder et al., 2014), authors
introduce a collection made up of 3 data sets:
News-100, Reuters-128 and RSS-500. News-100
is a dataset made up of 100 German news articles.
Reuters-128 includes a subset of articles from
the Reuters-21578> dataset, initially created for
text categorization. Whereas RSS-500 is a corpus
created from 1,457 RSS feeds as initially released
by (Goldhahn et al., 2012) and contains a wide
range of topics ranging from politics, business
and science from major global news outlets.
Another dataset investigated in this paper is
MedMentions (Mohan and Li, 2019). It is derived
from the MEDLINE and PubMed corpus, linked
to the UMLS knowledge base and constitutes
a large-scale dataset for specialised biomedical
entity linking.

3 Methodology

For the sake of analysing the domain dependency
of entity linking systems, creating a baseline, argu-
ing domain-relevance for the purpose of annotator
recommendation and the analyses thereof, we de-
signed experiments and models based on a variety
of extant workflows and commonly used datasets.
For knowledge base-conforming comparability for
entities and spans, employed systems access DBpe-
dia (or Wikipedia). Our experiments cover differ-
ent input representations to analyse signal signif-
icance for employed learning methods, including
using contextualised document embeddings, 1-hot
encodings and a combination of topic and docu-
ment embeddings. Utilising document embeddings
serves the purpose of setting a baseline in regards
to information provided to the models, as they in-
clude a depth of information within their latent
representation. In contrast, our 1-hot encoding rep-
resentation maps a given document to one of 35
topics, representing a check for sufficiency of in-
formation solely based on highly restrictive topic
information, supposedly allowing for simplified
classification. Finally, we designed an experiment
combining topic and document embedding infor-
mation with the latter aspect being processed via
dimensionality reduction to ensure equal initial fea-
ture weights, verifying whether explicit topic or
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domain information may help latent document rep-
resentations further improve prediction results. We
generated interoperable annotation data based on
11 different systems for 6 data sets* with help of
the linking framework described in (Noullet et al.,
2021), adhering to data generation in pre-existing
and interoperable formats.

In the following, we describe designed experi-
mental setups for our classification task along with
techniques necessary for the completion thereof.

3.1 Dataset Creation

We chose the following 12 systems Babelfy (Flati
and Navigli, 2014), CLOCQ (Christmann et al.,
2022), DBpediaSpotlight (Mendes et al., 2011),
Falcon 2.0 (Sakor et al., 2020), OpenTapi-
oca (Delpeuch, 2020), ReFinED (Ayoola et al.,
2022), Radboud Entity Linker (REL) (van Hulst
et al., 2020), ReLiK (Orlando et al., 2024),
spaCy (Explosion, 2021), SpEL (Shavarani
and Sarkar, 2023), TagMe (Piccinno and Fer-
ragina, 2014), and TextRazor (TextRazor Ltd.,
2023) for our dataset creation. Our choice
of methods was motivated by the state-of-the-
art performance, stability, widespread use in
existing research to increase research benefit,
compatibility, and up-to-dateness of results.
Further, in order to maximise comparability, be
able to analyse and create recommendations
based on entity linking system performance, we
employed 6 commonly-used datasets spanning a
variety of domains (AIDA-CoNLL-YAGO (Hof-

fart et al., 2011), MedMentions (Mohan
and Li, 2019), RSS-500 (Roder et al.,
2014), Reuters-128 (Roder et al., 2014),

News-100 (Roder et al., 2014), KORE50 (Noullet
et al., 2020)).

As such, in a data preparation step, we ran all
system and dataset combinations available through
use and extension of the entity linking framework
presented in (Noullet et al., 2021). Thus, in the
spirit of adhering to the FAIR principles (Dumon-
tier, 2022), results in this paper are generated using
pre-existing standards for machine-readable for-
mats (interoperability), uploaded to freely acces-
sible platforms (findable), rendering our research
findings reusable, as well as reproducible.

We evaluate annotation results based on ground
truth labels in regards to F1 scores in a document-
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Topic Abbr. | Subtopics
Medical Research MED
. Chin. Sociop., Pol. Elections, Kurd. Pol., Is.-Pal.
Pol. Conflict News POL Relations, Conflict & Pol. Violence
Fin. Market Trends FINMA C.ornmodlty Tra.dlng Dyn., Fin. Perf. Metrics,
Fin. Market Insights
Gov. & Administration GOV
Cricket Perf. Metrics, Soccer Leagues and Comp.,
Sports Analysis ANALYSIS | Int. Socc. Comp., Socc. and Player Profiles,
Football League Anal.
Sports Coach. & Mgmt, Baseball Inning Details,
Game Strat. & Players PLAYERS Football & Players, Baseball & Players
Corp. Market Insights CORP Corp. Collab., Stock Market Insights,
Corp. Announcements
News & Celebrities | CELEBNEWS Notable Athl. & Celeb.,_ Research and Reports,
News Outlets & Reporting
Tennis Tournaments and Champ., Athletic
World Champ. CHAMP Achievements & Champ.
Tennis Tournament Highlights, MLLB Teams
Sports Event Roundup EVENT & Matchups, Sports Highlights and M.
Sports League Standings, MLB Team
League Matches MATCHES Rivalries, Soccer Leagues and M.
German Language GRMN | Misc. German Phrases, German Language Constructs

Table 1: Identified, annotated & grouped Topics and their abbreviations

to-document fashion. Using these scores as a basis,
each document & linking method pair is ranked
and attributed one to multiple locally optimal la-
bels, therewith maximising our models specifically
in regards to F1 scoring. We intentionally do not
apply tie-breaking to allow

3.2 Document Embeddings

Utilising BERT (Devlin et al., 2018), we generate
sentence and document embeddings each mapped
to one or more ground truth labels. With these we
can investigate in a simple yet powerful fashion
the potential of a highly specific input representa-
tion to an assumedly optimal output method. We
employ the bert-base-cased case-sensitive ver-
sion of BERT trained on the English language cor-
pus made up of English language Wikipedia® and
Toronto BookCorpus (Zhu et al., 2015).

3.3 Topic Model

Applying topic modelling techniques, we discover
abstract topics occurring in a collection of unstruc-
tured text documents. Extracting topics enables
better understanding of the dataset by identifying
underlying themes and implicit structures within
the data in an explicit fashion. For our experiments,
we employed two state-of-the-art topic modelling

Shttps://en.wikipedia.org/wiki/English_
Wikipedia

techniques, namely Top2Vec (Angelov and
Inkpen, 2024) and BERTopic (Grootendorst,
2022). Our experiments yielded similar results
with negligible differences with both employed
topic modelling techniques (see Jupyter Note-
books®”# on our GitHub page for qualitative
performance comparisons). Therefore, we chose
to use Top2Vec, the current state-of-the-art
method in this field. Please note that all provided
experimental results and visualisations in this
paper were performed using Top2Vec. Our config-

uration uses universal-sentence-encoder
as embeddings, ngram_vocab and sets
ngram_vocab_args  connector words to

phrases. ENGLISH_CONNECTOR_WORDS.

As we consider it valuable to investigate the map-
ping function of identified topic to method class
label, we investigated the effect through the defi-
nition of explicit topics encoded as 1-hot vectors
- each indexed position representing a respective
topic. Being a radical oversimplification of the rec-
ommendation problem, this allows us to detect the
degree of skewness incurred by annotation methods
based on domain and whether domain information
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Figure 1: Proportions of Dataset and System topic scores for the whole dataset

by itself is sufficient meaningful recommendations.
Reaching a relatively good performance despite
the simplification of a topic-to-class interpretation
would therefore imply a potential gap to be ex-
ploited in qualitative result optimization endeav-
ours.

For this line of experiments, we automatically
extract topics within all of our investigated datasets.
In Table 1, we list all 35 identified topics through
Top2Vec via hierarchical density-based clustering.
We further apply the topic model’s integrated hi-
erarchical topic reduction technique, reducing the
number of topics to 12 grouped topics to avoid
overcrowding for the sake of meaningful visualisa-
tion and figure simplification. Each abstract topic
is labeled through use of a state-of-the-art large lan-
guage model® based on topic documents’ common
textual features. Upon grouping of subtopics into
parent topics, each parent topic’s label is adjusted
to match its encompassing members’ contents and
assigned an abbreviation for simplified reference.
We note that the identified topics match our em-
ployed datasets’ source data.

Further, in Figure 1a and Figure 1b we visualise
the topic distribution for each dataset and EL. meth-
ods, respectively. We design experiments utilising
both document-specific topic vectors, as well as
1-hot encoding representations thereof, document

https://huggingface.co/docs/transformers/
model_doc/11lama3

embeddings and combinations thereof, among oth-
ers. Document-specific topic vectors approximate
document embedding representations with dimen-
sions equal to the number of topics. In contrast, our
1-hot encoding representation is designed to radi-
cally define exactly one main topic per document.
Please note that this intentionally is intended to be
a highly limited signal with the purpose of identify-
ing topic relevance for the linker recommendation
task in mind.

3.4 Dimensionality Reduction

In order to allow for topic and embedding vectors to
have similar potential for generalization, we reduce
document embedding vector dimensionality for our
experiments that jointly utilise topic and document
embedding signals in the learning process. We here-
with mean to balance the effects the dimensional
imbalance has as ’abstract features’ on the learning
process of our employed machine learning meth-
ods. We apply a popular dimensionality-reducing
technique transforming high-dimensional data into
lower-dimensional representations, while retaining
as much variance as possible by the name of Prin-
cipal Component Analysis (PCA). As the name in-
dicates, this technique identifies so-called principal
components, along which the variation is highest,
and projects the data onto these components.
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4 Results

We used multiple input representations and trained
a variety of machine learning models allowing us
to predict an appropriate linking methodology for
each. These models further allow us to analyse
the data from different aspects due to their underly-
ing assumptions and architectures. Due to wanting
to cover multiple domains within our training set,
we evaluate our models on the combined datasets
with a 70/30 train-to-test split. Results including
F1-score, precision, recall as well as Recall@2
and Recall @3 are displayed in Table 2 for a vari-
ety of input representations, each serving its own
argumentation purpose relating to domain depen-
dence. We employ dummy classifiers to ensure
meaningful, non-random results by setting a mini-
mum threshold. Overall Support Vector Machine
(SVM) and Multilayer Perceptron (MLP) perform
best, trading between first and second places in
most cases. Unsurprisingly, Random Forest (RF)
models perform well on easily categorizable in-
put features as displayed in our 1-hot encoding and
combined representation experiments. We note that
our experiments utilising both document embed-
dings as stand-alone signals and in combination
with topic vectors only diverge minimally despite
the latter yielding slightly better results, particu-
larly for MLP.

Using document embedding vectors as predic-
tors yielded some of the highest precision, recall
and F1 scores, representing the most informative la-
tent representation of our data. Further, this proves
the link expressed as intuition in prior research
between a document’s content and an expected top-
performing method (label) due to every employed
machine learning model being able to successfully
predict target labels. Our trained random forest
model achieved an F1 score of 40.44% despite intu-
itively being ill-suited to classifying within an em-
bedding space, yet substantially better than random
guesses as illustrated by dummy classifiers (most
frequent: 9.16%, uniform distribution: 13.37%).
Our best F1 prediction performance was produced
by a MLP model (45.08%) in large parts due to a
4.4% improvement (44.28%) over SVM (39.86%)
in precision despite being ranked second in recall
(46.86%) to our SVM (48.81%). This further exem-
plifies the context-sensitive nature of our employed
document embeddings, containing information on
a word as well as contextual levels.

While models based on our 1-hot encoding repre-

sentation intentionally only possess a very limited
range of input signals, all trained models seem to
relatively easily adapt to the simple data structure,
reaching similar if not identical results as is the
case with RF, SVM and MLP. We note that all
scores, particularly recall (43.92%-44.11%) scores
are greatly above ground truth-based baseline re-
sults for most frequent (23.8%) and uniform distri-
butions (11.62%) in every case.

As our recall values for SVM spike from 48.71%
to 70.44% for recall@2 in a combined setting, the
21.73% difference indicate a certain degree of tie-
breaking ambiguity within the prediction. It seems
as though our recommendation regardless of model
used is hampered from having to choose one from
among multiple ideal systems within a context,
causing confusion. This could be an indication
that multiple systems have similar detection results,
making it inherently difficult for a model to choose
the right one. Reaching meaningful results despite
for the more limiting metrics highlights the impor-
tance of domain importance even further.

4.1 Domain-specificity

In a second part of our evaluation, we focus on
analysing underlying topic distributions across dif-
ferent datasets (Fig. 1a) and annotators (Fig. 1b).
We process each dataset through our topic model
incl. the topic rankings and their corresponding
scores, appropriately reflecting their importance
for a given input. A larger relative bar indicates
a prevalence of this topic in the case of datasets
and a more frequent top performance in the case of
annotators for a given topic. For instance, we can
clearly see that the dataset News-100 greatly con-
tributes to the topic of German Language (GRMN)
as can be expected due to its makeup consisting
of German news articles. Similarly, MedMentions
greatly contributes to the domain of Medical Re-
search (MED), an expected outcome considering
its biomedical domain-specific nature. Particularly
interesting is also to see the displayed strengths and
weaknesses of certain systems. Among others, in
Fig. 1b SpEL is shown to be unsuited to the CORP
domain while performing particularly well in the
MED domain, a trait shared by TagMe, DBpedia and
Babelfy.

While Fig. 1 presents an overview of our dataset,
Fig. 2 shows the distribution across topics for our
ground truth (Fig. 2a), document embeddings
(Fig. 2b), 1-hot encoding (Fig. 2¢) as well as com-
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Representation (Dataset) | Model F1 Precision | Recall | Recall@2 | Recall@3
Dummy (MF) 0.0916 | 0.0567 | 0.2381 0.3013 0.3856
Ground Truth | Dummy (Uniform) | 0.1337 | 0.1842 | 0.1162 0.2118 0.3185
Random Forest 0.4044 | 0.4034 | 0.4563 0.6740 0.8315
Doc. Embeddings SVM 0.4254 | 0.3986 | 0.4881 0.7044 0.8543
k-NN 0.4255 | 0.4154 | 0.4402 0.6470 0.7879
MLP 0.4508 | 0.4428 | 0.4686 0.6907 0.8391
Random Forest 0.3077 | 0.2645 | 0.4407 0.3177 0.4357
|-Hot Encoding SVM 0.3198 | 0.3191 | 0.4392 0.3218 0.4567
k-NN 0.2501 | 0.2233 | 0.3444 0.3049 0.4267
MLP 0.3079 | 0.2518 | 0.4411 0.3218 0.4583
Random Forest 0.4209 | 0.4157 | 0.4625 0.6622 0.8083
. . SVM 0.4249 | 0.3983 | 0.4871 0.7044 0.8519
Topic & Document Embeddings | 1\ 04207 | 04118 | 04331 | 06475 | 0.7922
MLP 0.4448 | 0.4500 | 0.4577 0.6802 0.8382

Table 2: Evaluation metrics for different models.

bined topic & document embeddings (Fig. 2d)
when predicted with a MLP. Despite evaluation
metrics not changing substantially between docu-
ment embeddings and our combined approaches, it
is noticeable that certain domains undergo substan-
tial shifts. For instance, while for Fig. 2b ReFinED
is not predicted at all for MED despite ground truth
ideally requiring for it to, both 1-hot topic represen-
tation alone, as well as the combined experiments
(Fig. 2d) include it again — approaching the ideal
distribution. Further, spaCy never reaches optimal
results for the MED domain in our ground truth and
is correctly never recommended in said domain
for the naive 1-hot (Fig. 2c¢) experiments, in con-
trast to the contextualised domain models. In our
naive approach of pure topic-based linker recom-
mendation, one notices that 3 (Babelfy, DBpedia
Spotlight, SpEL) of the usually present systems
have disappeared entirely. This implies that data-
points previously predicted as one of these are now
predicted as one or multiple of the other methods.
Upon analysis of confusion matrices, we have dis-
covered that our model has a higher likelihood of
misclassifying Babelfy and DBpedia Spotlight for
TagMe primarily and for ReLiK next. Further, we
see that SpEL is mainly absorbed by TagMe which
can be observed nicely when comparing the ground
truth data with document embeddings-based mod-
els. As such, it stands to reason that due to their ab-
sence in the naive models, predictions ideally clas-
sified towards these methods, would be partially
absorbed by TagMe and ReLiK. This phenomenon
can be observed for instance by comparing Fig. 2a
and Fig. 2c: in MED, TagMe goes from a relatively

equal share with TextRazor towards clearly dom-
inating the domain. From looking at our data vi-
sualizations, the ambiguity between these may be
due to them having relatively similar results within
varying domains and alternating for the top-ranked
position. Moreover, interestingly TextRazor disap-
pears completely from its weakest domain (CORP)
from the embedding to the combined experiments,
accurately representing desired ground truth data
predictions.

5 Conclusion

In this paper, we have shown that despite naive
assumptions regarding domain representations (1-
hot encoding), a significant link between a topic
and an optimal choice of system persists through-
out domains and datasets. Further, this assumption
holds true despite existing methodologies seem-
ingly reigning supreme for given datasets. This
seemingly would imply a large potential gap allow-
ing for relatively unexplored alleys for performance
optimization by utilising a combination of multi-
ple technologies. Our analyses show that in some
domains, multiple methods may perform similarly
well to each other, potentially creating tie-breaking
issues when it comes to recommendation as in-
dicated by large jumps in performance between
metrics@1 and metrics@2. Finally, we have dis-
covered that utilising highly naive signals to a rec-
ommendation, ambiguous results are swallowed
up by one or more prediction labels, potentially
hinting at a degree of system result overlap within
given domains.



6 Limitations

A limitation to our approach is that we create our
ground truth dataset based on maximal F1 scores
rather than for precision or recall, despite there be-
ing valid arguments to account for either of them
instead. Due to the nature of the problem we are
trying to solve, it is likely for there to be duplicate
best systems for a given document. As such, we
generate multiple labels in that regard, generalising,
but also potentially confusing our model due to the
similitude of the input signals expecting varying
outputs. Further, we would ideally like to make
use of more systems in the future and have an even
more in-depth discussion on predictions and effec-
tive ways of exploiting domain information for the
benefit of annotation quality and robustness.
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