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Abstract

Pruning is a widely used technique to compress large language models (LLMs) by
removing unimportant weights, but it often suffers from significant performance
degradation—especially under semi-structured sparsity constraints. Existing prun-
ing methods primarily focus on estimating the importance of individual weights,
which limits their ability to preserve critical capabilities of the model. In this
work, we propose a new perspective: rather than merely selecting which weights
to prune, we first redistribute parameter importance to make the model inherently
more amenable to pruning. By minimizing the information entropy of normal-
ized importance scores, our approach concentrates importance onto a smaller
subset of weights, thereby enhancing pruning robustness. We instantiate this idea
through DenoiseRotator, which applies learnable orthogonal transformations to the
model’s weight matrices. Our method can be seamlessly integrated with existing
pruning techniques such as Magnitude, SparseGPT, and Wanda. Evaluated on
LLaMA3, Qwen2.5, and Mistral models under 50% unstructured and 2:4 semi-
structured sparsity, DenoiseRotator consistently improves perplexity and zero-shot
accuracy. For instance, on LLaMA3-70B pruned with SparseGPT at 2:4 semi-
structured sparsity, DenoiseRotator reduces the perplexity gap to the dense model
by 58%, narrowing the degradation from 8.1 to 3.4 points. Codes are available at
https://github.com/Axel-gu/DenoiseRotator.

1 Introduction

Recent advancements in large language models (LLMs) [33,[10} 1} [16] have significantly improved
their performance in complex reasoning, multimodal processing, and extended context handling.
However, their substantial model sizes and computational demands present practical challenges
for deployment and inference efficiency. To mitigate these issues, a variety of model compression
techniques have been explored, including quantization [14} 29,13} 139,40, [28]], knowledge distillation
[20], and pruning [31} 18} [13} 38} [37]].

Among these, pruning stands out as an effective method for reducing parameter count and com-
putational cost by eliminating less important weights. Traditional pruning methods [[18] rely on
importance score metrics—such as weight magnitude or output sensitivity—to rank parameters
and prune those with the lowest scores. Notably, recent methods like SparseGPT [13] and Wanda
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[38] estimate the impact of removing individual parameters using Taylor approximations, justifying
pruning parameters with minimal estimated impact and approximates the output deviation of the
layer by summing the importance scores of the pruned parameters.

Despite their effectiveness, these methods operate within the fixed parameter space of pretrained
models and focus solely on selecting which weights to prune. This paradigm does not modify the un-
derlying distribution of parameter importance, which limits its flexibility and robustness—particularly
under semi-structured (e.g., 2:4) sparsity constraints where pruning choices are restricted.

To overcome this limitation, we propose a fundamentally different perspective. Rather than merely
selecting weights to prune, we aim to reshape the distribution of importance score prior to
pruning. Specifically, we instantiate this idea through DenoiseRotator, a framework that applies
learnable orthogonal transformations to reparameterize weight matrices, leveraging the computational
invariance [2] of Transformer architectures. As illustrated in Figure [2| these transformations are
trained to rotate the weight matrices in a way that concentrates the importance scores into a smaller
subset of parameters, thereby enhancing pruning robustness.

The term Denoise reflects the principle that minimizing the information entropy of normalized
importance scores—viewed as a discrete probability distribution—provides a theoretically grounded,
differentiable, and permutation-invariant objective for importance concentration. Moreover, the
norm-preserving property of orthogonal transformations ensures that the total importance of each
layer remains invariant, allowing importance to be redistributed across parameters without being
artificially introduced or lost. This property contributes to the overall stability of the algorithm.

Our key contributions are summarized as follows:

Entropy-Guided Importance Concentration: We propose enhancing pruning robustness by con-
centrating parameter importance into a small subset through minimizing information entropy of a
discrete distribution consisting of normalized parameter importance.

DenoiseRotator Framework: We introduce DenoiseRotator, a concrete instantiation of our im-
portance concentration idea, implemented via learnable orthogonal transformations that leverage the
computational invariance [2] of Transformer [41] architectures.

Plug-and-Play Compatibility: DenoiseRotator decouples the importance concentration process
from the actual pruning step. The learnable transformations are optimized independently prior to
pruning, and can be plugged into any existing pruning pipeline.

Extensive Empirical Evaluation: We demonstrate the effectiveness of DenoiseRotator on a range of
open-source LLMs, including Mistral (7B) [24]], LLaMA3 (8B, 70B) [17], and Qwen2.5 (7B, 14B,
32B, 72B) [42]. Our method consistently and significantly improves pruning performance across
unstructured and semi-structured sparsity patterns, reducing perplexity and improving accuracy
compared to baseline pruning methods.

By combining entropy-guided importance concentration with orthogonal transformations, Denois-
eRotator offers a novel and principled direction for robust model pruning.

2 Background

Neural network pruning is a widely used model compression technique that reduces model size
and computational cost by eliminating parameters deemed less important. Existing approaches can
be broadly categorized into two paradigms. The first class relies on heuristic metrics to estimate
parameter importance and prunes those ranked lowest [31} [18] [13} 38, 144} 9] 26| [19, 45| [11]]. The
second class formulates pruning as a continuous optimization problem by relaxing the binary pruning
mask into a differentiable form, allowing end-to-end training at the cost of significantly increased
computational overhead [30, [12].

Computational invariance refers to the property of transformer architecture proposed in SliceGPT
[2]] that allows certain orthogonal transformations to be applied to their weight matrices without
altering the model’s output. Building upon this principle, QuaRot [3] and SpinQuant [29] apply
orthogonal rotations to weight matrices and activations to facilitate low-bit quantization by redis-
tributing outlier values more evenly. RotPruner [7] attempts to leverage this property for pruning and
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Figure 1: Overview of the DenoiseRotator framework. The top row illustrates a Transformer [41]]
layer architecture—used in mainstream models such as LLaMA [17]], Mistral [24], and Qwen
[42]—that consists of RMSNorm, attention, and feed-forward blocks. In the middle, learnable
orthogonal matrices are inserted to rotate the weight matrices, concentrating parameter importance
before pruning. The rotated weights are then merged and pruned in the bottom row. In this illustration,
linear layers are represented in the Y = X W format.

reports promising empirical results; however, it lacks theoretical analysis or formal justification for
why rotation improves pruning robustness.

3 Method

In this section, we present the motivation and formulation of our proposed framework. We begin by
formalizing the problem setting and introducing the concept of enhancing pruning robustness through
concentrating parameter importance. Next, we describe how reducing the information entropy of
normalized importance scores naturally leads to such concentration. Finally, we introduce a practical
instantiation of this idea, termed DenoiseRotator, which implements entropy-based importance
concentration using learnable orthogonal transformations.

3.1 Enhance pruning robustness via parameter importance concentration

Pruning aims to reduce model size and computational requirements by removing parameters deemed
less important. A critical aspect of effective pruning is accurately estimating the importance of each
parameter. As mentioned earlier, recent methods such as SparseGPT [13]] and Wanda [38]] leverage
Taylor series to approximate the change in a linear layer output when a parameter is removed, serving
as importance metrics to identify and eliminate the least significant parameters.

For instance, the Wanda method computes the importance score S%’a“da for each weight W; of a

linear layer parameterized by W € R%uxd

corresponding input activation norm:

Sy = [Wij| - 11X )]

n by considering both the weight’s magnitude and the

This metric is equivalent to applying the Optimal Brain Damage (OBD) [26] approach to the
optimization problem of pruned weight W to minimize the change in the linear layer’s output after
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Figure 2: Visualization of OBD importance in Eq|2| for the output projection in the first layer of
LLaMA-3-8B before and after orthogonal rotation. (a) and (b) show the 3D heatmaps of importance
scores of the weight matrix before and after applying DenoiseRotator, respectively. (c) and (d) display
the corresponding importance distributions, highlighting parameters before pruning (in blue) and after
pruning (in orange) by the Wanda method. After rotation, importance becomes more concentrated.

pruning. The OBD importance score is the second-order term of Taylor approximation:

min [WX - WX|? = SP° = [W,[>- (XX "), @)
w

Consequently, optimizing the change caused by pruning could be approximated by minimizing the
sum of importance scores over the pruned parameters whose index is in P, defined as the set of
indices corresponding to weights selected for removal, according to Talyor approximation property:

m1n||WX WX||2~1’I%H Z S?jBD 3)
(i.)€P

This insight motivates minimizing the total importance of the pruned parameters, which underlies
the algorithmic design of existing methods — sorting and removing the weights with the lowest
importance scores. However, reducing this sum is not limited to selecting the least important
parameters—we can also reshape the distribution of importance itself, offering a new perspective for
enhancing pruning robustness.

To this end, we propose applying transformations to minimize total importance score of pruned
weight. Formally, the optimization objective can be expressed as:

min_ |7 ()T (X )—TW(W)TX(X)H ~min > Ts(S @)

W, Tw,Tx (7,] YeP

where (Ty, Tx) is a pair of transformation applied to the layer’s weight and input (e.g., orthogonal
transformation), and 7g is the corresponding transformation applied to the importance scores S;.
Here, we omit the specific form of the OBD score to emphasize that our method is compatible with
pruning metrics based on heuristic importance estimation, where parameters with lower estimated
importance are removed.



By decreasing the total importance of pruned weights, the deviation in the linear layer’s output is
minimized, thus preserving model performance and enhancing robustness against degradation caused
by pruning. Furthermore, reducing the magnitude of importance score of pruned weights improves
the accuracy of Taylor-series-based importance approximations, leading to more precise importance
estimation and compensation strategies, such as those used in SparseGPT [[13]].

3.2 Reducing information entropy of normalized importance score

Although the objective in Equation @] provides a principled formulation for importance concentration,
it is generally difficult to optimize in practice. On the left-hand side, the selection of the pruning
indices P is a combinatorial problem and is known to be NP-hard [[6]. On the right-hand side, sorting-
based strategies—commonly used to identify low-importance parameters—are non-differentiable and
thus incompatible with gradient-based optimization.

To tackle these challenges, we propose optimizing a learnable transformation to minimize the
information entropy of the normalized importance distribution prior to pruning as a surrogate objective
for concentrating parameter importance. Given that importance scores are non-negative, they can
be normalized to form a valid probability distribution, facilitating a probabilistic interpretation
of parameter importance. Entropy, being permutation-invariant, remains unaffected by the index
ordering of parameters. Furthermore, as a concave function over the probability simplex, entropy,
when minimized, naturally promotes sparsity by concentrating mass onto fewer elements. This
strategy independently addresses importance redistribution, separate from the pruning process itself,
allowing enhanced flexibility across various pruning metrics and sparsity patterns.

Formally, let S = {S;,} denote the importance scores, and 7g be a learnable transformation (e.g.,
orthogonal rotation applied indirectly through weight and input transformation) that reshapes the
distribution of importance. We first compute transformed scores S’ = Tg(S), and normalize them
over a specified group G C {(¢,7)} (such as a row, column, or the entire matrix):

Ts(5);
o > eg Ts(9)is (P) Z Pij log pij )

(i,5)€g

where P = {p;;} denotes the normalized importance scores computed within group G, which could
be seen as a discrete probability distribution, its entropy H (P) is then given by the above formula.

Our objective is to learn a shared transformation 7 that minimizes the entropy across all normaliza-
tion groups:

min %: H (P) (6)

The summation is taken over all groups that share the same transformation 7g. By reducing the
entropy of the transformed importance distribution, we effectively transfer importance toward a
smaller subset of parameters. This results in a more skewed and robust importance profile, making
the model inherently more amenable to pruning.

3.3 DenoiseRotator

In this section, we introduce DenoiseRotator, a practical instantiation of the entropy-based im-
portance concentration framework described earlier. DenoiseRotator implements the learnable
transformation 7g using orthogonal matrices, enabling a lightweight yet effective mechanism to
reshape importance distributions without altering the model’s functionality.

DenoiseRotator is designed to be modular and can be easily combined with existing pruning pipelines.
The following pseudocode outlines an example workflow of integrating DenoiseRotator (highlighted
in blue) with layer-wise pruning methods:



Algorithm 1 DenoiseRotator Integration Pipeline

Require: Dense model M, pruning method P, calibration data Dy
Ensure: Pruned model M’
Merge RMSNorm’s weight into adjacent linear layers
Compute Hessian for pruning H + XX " {X is from D¢y}
Integrate and train orthogonal matrices Ry, R
Merge orthogonal matrices R1, Ro
Apply pruning method P to convert M into M’
return Pruned model M’

3.3.1 Integration of orthogonal matrices

As shown in Figure [I] DenoiseRotator integrates two pairs of learnable orthogonal matrices into each
Transformer layer.

Layer-Level Rotations (R;): A pair of orthogonal matrices, R; and RlT of shape (dnidden, hidden )
are applied at the beginning and end of each Transformer layer, respectively. Specifically, R; is
inserted before the RMS normalization and residual addition, and R| is applied after these operations.
R, effectively maps activations and weights into rotated spaces, allowing the network to redistribute
parameter importance. Since orthogonal transformations preserve vector norms and inner products,
the inputs to non-linear functions remain consistent. Thus, the model’s output remains invariant.

Attention-Level Rotations (R2): Within the self-attention, another pair of orthogonal matrices Ro
and R, are applied to the Value (V') and Output (O) projections. These rotations adjust the internal
representations, further concentrating importance and enhancing the model’s resilience to pruning.

To elucidate the effect of these transformations, consider the Output (O) projection as an example. Let
W denote its weight matrix of shape (dpidden, dhiddern) and X its input of shape (dpidden, len X bsz)
before transformation. After applying the orthogonal transformations, the weight and input are
transformed as follows:

W' =Tw(W)=R{WRy, X' =Tx(X)=R,X, WX =R/WX (7)

The corresponding transformation of the OBD importance score in Equation [2{can be expressed as:

Si; = Ts(8)i; = IWi1* - (X'X'T)j; = |(R{ WRy),j|* - (Ry XX " Ry) ®)

Jj
This formulation reveals how importance scores are indirectly redistributed through orthogonal
transformations applied to inputs and weights. Detailed transformation for other linear layer and
pruning method could be found in Appendix [A]

After training, the orthogonal matrices, except for those at the beginning and end of the Transformer
layer, are merged into the model’s weight matrices as illustrated in Figure[I] Pruning is then applied
to the merged weight matrices.

This integration leverages structural properties of the Transformer architecture—specifically, the pres-
ence of residual connections, layer normalization (which could be transformed to RMS normalization
[2]]), and attention mechanisms—and is suitable for any model that exhibits similar characteristics.

3.3.2 Invariance of total importance

Orthogonal transformations preserve the total importance of a linear layer’s weights due to their
property of maintaining vector norms, i.e., | Rz|| = ||z||. Formally, this implies > 7s(S) = >_ S,
where Tg denotes the orthogonal transformation applied to the importance scores. This invariance
ensures that importance is redistributed among parameters without being artificially introduced or
eliminated, thereby making the algorithm stable. For a full derivation and proof of the invariance
property under orthogonal transformation, see Appendix [B]

To align the importance concentration mechanism with invariance, normalization in the entropy
computation [5]is performed based on the position of the orthogonal matrix relative to the weight



matrix. Specifically, if the orthogonal matrix is applied on the right side (e.g., W R), normalization is
conducted over each row. Conversely, if the orthogonal matrix is applied on the left side (e.g., RW),
normalization is performed over each column. In cases where orthogonal matrices are applied on
both sides (e.g., R1 W R3), both row-wise and column-wise entropies are calculated and their sum is
used. This means that the normalization group is determined by the position of the orthogonal matrix.

3.3.3 Optimization of the orthogonal matrix

During training, only the orthogonal matrices are optimized, while the weights of the original model
and input features are kept frozen, thus the hessian matrix / = X X T for pruning could be reused.
Each orthogonal matrix is initialized as the identity matrix to ensure that the model’s behavior remains
unchanged at the start of training.

Since all linear layers within a Transformer layer share the same set of orthogonal transformations 1?3
and R, the overall training objective within a Transformer layer is defined as the sum of the entropy
values across all normalization groups from all affected linear layers. The total loss is:

Loss(Ry 4, Ra,i) = Z ZH(PQ) ©))

LeL; Get

where £; denotes the set of all linear layers within the ¢-th Transformer layer, and G indexes the
normalization groups within each linear layer. Note that we do not apply any additional weighting
to the entropy of each group. This is because the number of normalization groups per linear layer
is inherently tied to the weight’s shape (e.g., rows or columns), and the value of discrete entropy
naturally scales with the number of categories.

Maintaining the orthogonality of matrices 1?; and Ry during backpropagation can be challenging,
as direct gradient descent on these matrices does not inherently preserve orthogonality. To address
this issue, we employ a reparameterization strategy using QR decomposition. For each orthogonal
matrix, we define an unconstrained matrix A and compute its QR decomposition: A = Q R, where )
is an orthogonal matrix and R is an upper triangular matrix. During training, only the orthogonal
component () is utilized in the forward pass, while gradients are applied to the underlying matrix A.
The theoretical justification for the feasibility of this method is provided in Appendix [C]

4 Experiment

Models and Tasks We evaluate our method on several recent open-source large language models,
including Mistral 7B [24], LLaMA 3 (8B and 70B) [17], and Qwen2.5 (7B, 14B, 32B, and 72B) [42].
Our evaluation encompasses both language generation, measured by perplexity on the WikiText-2
dataset [32]], and five widely-used zero-shot tasks: PIQA [5], WinoGrande [36], HellaSwag [43]],
ARC-e, and ARC-c [8]. Following established practices, we utilize the LM Evaluation Harness [[15]
with default settings for all evaluations.

Baselines We integrate DenoiseRotator with three pruning methods: the classic Magnitude pruning
and two advanced techniques, Wanda and SparseGPT. Both Wanda and SparseGPT require calibration
data to estimate input statistics. For consistency, we use the same calibration dataset as in prior work,
consisting of 128 sequences with a context length of 2048 tokens, sampled from the C4 training set
[35]. We apply a uniform sparsity level across all decoder layers and evaluate two types of sparsity:
unstructured 50% sparsity and semi-structured 2:4 sparsity.

Setup We trained the orthogonal matrices of DenoiseRotator using the Adam optimizer with a
learning rate of 0.01 over 2000 steps. All computations, except for QR decomposition, were performed
in torch.bfloat16 precision to enhance efficiency. The computation resource cost scales linearly with
the number of model parameters. For instance, training on LLaMA 3 70B with SparseGPT took
approximately 28 hours and utilized around 30 GB of GPU memory on a single NVIDIA A100
GPU. Notably, the training duration is independent of the calibration dataset size, as the optimization
process reuse the hessian matrix for pruning. No recovery finetuning was performed after pruning.



4.1 Main result

In Table[I] we evaluate the generation capabilities of both dense and pruned models—with and
without the integration of DenoiseRotator—using perplexity on the WikiText-2 validation set. Under
both unstructured (50%) and semi-structured (2:4) sparsity settings, DenoiseRotator consistently and
significantly reduces perplexity across all model families and scales.

Table 1: Perplexity | results on WikiText-2 of various models under different sparsity settings.

Mistral LLaMA3 Qwen2.5

Sparsity Method 7B 8B 70B 7B 14B 32B 72B

0% Dense 5.95 6.14 2.86 6.85 5.29 5.02 3.88
Magnitude 30.39 30.39 10.58 198.88 2294 19.22 734.04

+DenoiseRotator 7.30 14.43 7.00 9.27 8.78 6.97 5.37

50% Wanda 6.92 9.86 5.80 8.61 7.31 6.30 5.22

+DenoiseRotator 6.52 7.82 4.73 7.93 6.72 5.99 4.94

SparseGPT 6.94 9.57 5.99 8.46 7.27 6.35 4.94

+DenoiseRotator 6.38 7.60 4.61 7.60 6.51 5.86 4.78
Magnitude 141.96 14196 18.17 559.87 5893 24.27 287.70

+DenoiseRotator 9.52 7523 11.53 1197 13.51 8.61 8.81

2:4 Wanda 10.18 25.19 9.39 1501 11.66 8.08 6.69

+DenoiseRotator 7.80 11.41 6.60 10.13 8.71 7.90 6.16

SparseGPT 9.71 17.67 1097 11.35 1020 7.92 7.19

+DenoiseRotator 7.30 10.01 6.25 8.88 7.86 6.75 5.85

We report zero-shot task results for dense and pruned models in Table 2| Across both unstructured
(50%) and semi-structured (2:4) sparsity settings, DenoiseRotator consistently improves zero-shot
accuracy, often recovering performance close to or surpassing the dense model, especially on larger
models like Qwen2.5-72B and LLaMA3-70B.

Table 2: Average zero-shot accuracy (%) 1 on five benchmark tasks (PIQA, WinoGrande, HellaSwag,
ARC-e, ARC-c).

Mistral LLaMA3 Qwen2.5
Sparsity Method 7B 8B 70B 7B 14B 32B 72B
0% Dense 74.21 72772 80.05 72.18 75.81 75.12 78.69
Magnitude 57.78 5778 64.05 39.09 57.52 63.81 41.27
+DenoiseRotator 69.79 60.44 7037 66.83 6245 69.19 75.54
50% Wanda 71.21 65.77 7623 6728 7336 73.82 78.04
+DenoiseRotator 72.66 69.28 78.37 7135 75.18 76.39 78.32
SparseGPT 7176 6688 7666 68.95 7400 74.06 78.25
+DenoiseRotator 73.46 69.58 78.54 72.18 75.71 76.02 78.42
Magnitude 48.04  48.04 59.04 4051 53.89 59.79 4141
+DenoiseRotator 60.57 41.10 61.94 62.41 58.89 6645 69.42
2:4 Wanda 63.28 51.03 70.09 61.24 64.66 71.09 7494
+DenoiseRotator 69.61 64.22 7574 67.85 7023 7337 77.66
SparseGPT 66.18 5595 69.16 64.67 66.76 71.10 75.43

+DenoiseRotator 7098 66.11 76.37 69.56 72.38 7325 77.16

Although we do not explicitly optimize for the 2:4 semi-structured sparsity constraint, DenoiseRotator
still performs remarkably well—even making previously unusable models viable under this constraint.
This is likely because the orthogonal matrices act as a form of random permutation, increasing the
chance that crucial weights align with the semi-structured sparsity pattern.



The impact of rotation is illustrated in Figure[2] which visualizes the OBD importance for the output
projection in the first layer of LLaMA-3-8B before and after applying DenoiseRotator, revealing how
importance becomes more concentrated after transformation.

For detailed performance results (including the LLaMA 1 and 2 families), please refer to Appendix [G|

4.2 Effectiveness of Entropy Reduction on Pruning Robustness

To validate the efficacy of entropy re- Table 3: Impact of entropy reduction on pruning robustness.
duction in enhancing pruning robust- Results are reported on LLaMA-3-8B with SparseGPT (un-
ness, we conduct an ablation study on  structured 50% sparsity) calibrated by 128 sequences of 2048
LLaMA-3-8B using SparseGPT with tokens sampled from C4 training set.

a 50% unstructured sparsity calibrated
by 128 sequences of 2048 tokens sam- Step Entropy Time (s) Zero-shot(%)1 Wikitext2 PPL |

pled from C4 training set (generation 0 457280 1181 66.88 9.567
task). We record model performance 100 396992 1603 70.54 7.701
400 387904 2760 70.12 7.619

at various entropy reduction steps of
DenoiseRotator. Table [3|presents the
average entropy value per layer, time
consumed, average zero-shot accuracy, and perplexity on the WikiText2 validation set over different
optimization steps. O step refers to the SparseGPT baseline.

2000 384128 9120 69.58 7.597

As shown in Table 3] reducing the entropy of the normalized importance distribution significantly
improves model’s performance. At step 100, where average entropy per layer is reduced by 13%,
we observe a substantial boost in zero-shot accuracy from 66.88% to 70.54%, along with a decrease
in perplexity from 9.567 to 7.701. Further optimization continues to reduce entropy and improve
perplexity. A comprehensive hyperparameter analysis, detailing optimization steps and learning rates,
is available in Appendix

These results empirically support our hypothesis: concentrating importance via entropy reduction
enables more robust pruning, leading to reduced performance degradation.

4.3 Inference speedup and overhead analysis

DenoiseRotator introduces a pair of orthogonal matrices at the beginning and end of each layer. Since
the orthogonal matrices of adjacent layers can be merged, the actual overhead is limited to storing
an additional shape matrix (hidden_size, hidden_size) per layer, along with a matrix multiplication
during inference. For example, in LLaMA-3-8B, this results in approximately 0.5 billion additional
parameters (i.e., 4096 x 4096 x 32). This overhead is relatively small, accounting for only about
6.7% of the original model size. To further address overhead concerns, we explore the potential of
block diagonal orthogonal matrices as a reduction strategy in Appendix [E]

Table 4: Average inference time and speedup per layer on LLaMA3-8B for 32 sequences of length
2048 on A100 GPU

Configuration  Dense Layer  2:4 Sparse Layer + Orthogonal Matrix

Time (ms) 5.80 4.37 4.69
Speedup (%) 1.00x (baseline) 1.33x 1.24x

We evaluate the average inference time of a single Transformer layer in LLaMA3-8B on 32 sequences
of length 2048 using an NVIDIA A100 GPU. The batch size is set to 1, and we utilize PyTorch’s semi-
structured sparsity framework, specifically the torch.sparse.to_sparse_semi_structured
function. Timing measurements are conducted using torch.utils.benchmark.Timer. As shown
in Table ] a dense layer takes 5.80 ms on average, while a 2:4 semi-structured sparse layer reduces
this to 4.37 ms—achieving a 1.33x speedup. The additional cost introduced by DenoiseRotator’s
orthogonal matrix is only 0.32 ms per layer, which is minor compared to the overall computation
time and maintains practical efficiency for deployment.



5 Conclusion

This paper introduces DenoiseRotator, a plug-and-play framework that improves the robustness of
model pruning through importance concentration. By applying learnable orthogonal transformations
optimized via entropy reduction, DenoiseRotator reshapes the importance landscape to ensure critical
informations and abilities are preserved during pruning. Our theoretical analysis and empirical
studies validate the effectiveness of this strategy: concentrating importance distributions results in
more informative retained parameters and enhances the model’s robustness to pruning. Extensive
evaluations on multiple LLMs show consistent gains across perplexity and zero-shot accuracy
under both unstructured and semi-structured sparsity. Moreover, DenoiseRotator achieves these
improvements with minimal overhead and without modifying the original pruning pipeline. These
results demonstrate the promise of entropy-guided importance reshaping as a general principle for
robust and efficient model sparsification. While our experiments focus on post-training pruning, the
underlying idea of concentrating parameter importance may also benefit other stages of the model
lifecycle, such as being integrated into pretraining or continual training.

6 Limitations

Semi-structured sparsity patterns offer hardware acceleration benefits but also impose structural
constraints. Future work is needed to explore how such constraints can be explicitly integrated into
the learnable transformation’s optimization process.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction accurately reflect the paper’s scope and con-
tributions, including the proposal of entropy-guided importance concentration, the design
of DenoiseRotator, and its compatibility and effectiveness across pruning methods. These
claims are supported by both theoretical analysis and experimental results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper discusses the limitations in terms of the additional training cost
and overhead introduced by learnable orthogonal transformations and the lack of explicit
adaptation to semi-structured sparsity patterns like 2:4.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors

should reflect on how these assumptions might be violated in practice and what the

implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification:The paper provides clearly stated mathematical formulations and
proof—particularly for the entropy-based importance concentration and invariance of total
importance—with all assumptions explicitly described and derivations validated through
ablation studies and empirical evidence.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides detailed descriptions of model settings, datasets, pruning
methods, training configurations, and evaluation metrics. It also outlines a reproducible
workflow and presents a full integration pseudocode for the DenoiseRotator framework,
facilitating reproduction of the main results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The model and data used in this paper are open source, and the code has been
submitted to ensure faithful reproduction of the main experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides detailed experimental settings including model types,
sparsity configurations, pruning methods, and evaluation datasets. Other implementation
details such as the number of calibration samples and training steps for DenoiseRotator are
also described in the main text and appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
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Justification: The paper reports consistent improvements across a wide range of models
and tasks, but it does not include error bars or formal statistical significance tests. Future
revisions may include these to strengthen empirical claims.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper specifies the number of calibration tokens, training steps, and
runtime for entropy optimization.

Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: This work adheres to the NeurI[PS Code of Ethics. It does not involve human
subjects or sensitive data.
Guidelines:
* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
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10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: This paper proposes a general-purpose model compression technique focused
on enhancing the robustness of pruning algorithms for large language models. The method
operates at the algorithmic level without targeting specific applications or domains, and thus
does not raise direct societal impact concerns such as fairness, privacy, or misuse. As a
result, the broader societal impact is minimal and not explicitly addressed in the paper.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not release any data or pretrained models that pose a high
risk of misuse. It focuses on a general pruning framework applicable to existing models
without introducing new datasets or deployable systems. Therefore, no specific safeguards
are necessary.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All third-party assets used in this paper—including pretrained language
models (LLaMA-3, Qwen2.5, Mistral), datasets (WikiText-2, C4), and pruning baselines

(SparseGPT, Wanda, Magnitude)—are properly cited and credited in the main paper. Their
usage complies with the licenses and terms specified by the original authors.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The paper introduces new assets, including implementation code.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve any crowdsourcing or research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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15.

16.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: This work does not involve any research with human subjects or crowdsourcing,
and therefore no IRB approval is required.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: Large language models were not used as a core or original component in the
methodology of this research; their use was limited to standard writing assistance and does
not impact the scientific contributions of the paper.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Details of Orthogonal Transformations and Importance Score
Formulations

In this section, we present how orthogonal transformations affect the importance scores under three
commonly used pruning methods: Magnitude pruning, Wanda, and SparseGPT. We also show how
we modify the importance formulas to maintain the Taylor expansion property under transformation.

Throughout this discussion, we denote the original weight matrix as W € R%u*xdin_the input matrix
as X € R%*" and approximate the Hessian as H = X X ". The output of a linear layer is given by
Y=WX.

Depending on which sides the orthogonal transformations are applied, three typical cases arise:
Case 1: Right-side rotated weight and left side rotated input (e.g., Q, K, Up, Gate).

For layers such as Query (Q), Key (K), Up, and Gate, the weight is rotated on the right side and the
input on the left. Specifically, the transformed weights and inputs are given by W’/ = W R; and
X' = R] X, respectively. The corresponding changes in importance scores under different pruning
methods are summarized below:

Table 5: Right-side rotated weight and left-side rotated input (e.g., Q, K, Up, Gate)

Method Original Importance Score S;;  Transformed Importance Score Tg(S;;)
Magnitude |Wij] (WR1);

Wanda Wil - [1X; |2 (WR1)Z; - (R{ HRy)j5
SparseGPT ij / Hj_j1 (WRl)fj / (R{ H'Ry),;

Case 2: Left-side rotated weight and unrotated input (e.g., Down)

For layers like Down, only a left-side rotation is applied to the weights, while the inputs remain
unrotated. In this case, W' = R W and X’ = X. The modified importance scores are given by:

Table 6: Left-side rotated weights and unrotated inputs (e.g., Down)

Method Original Importance Score .S;;  Transformed Importance Score Tg(S;;)
Magnitude |Wij | (R1TW)12J
Wanda (Wisl - 1 X512 (R{ W), - Hjj

2 -1 T 2 -1
SparseGPT Wi/ H; (RyW)5; [ Hy;

Case 3: Two-side rotated weight and left-side rotated input (e.g., O, V)

For components like Output (O) and Value (V) projections in the self-attention mechanism, rotations
are applied on both sides.

For Output (0): W' = R; WR; and X’ = R{ X. The transformed importance scores are:

Table 7: Transformation for Output (O)

Method Original Importance Score S;;  Transformed Importance Score 75 (.S;;)
Magnitude [Wi,] (Ry WRy);;

Wanda (Wisl - 11 X512 (R WR)F; - (R HRy)j
SparseGPT W2 [ H! (RyWRy)Z [ (R H 'Ry)j;

For Value (V): W’ = R W Ry and X’ = RJ X. The corresponding transformation is similar to that
of Output (O).
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B Proof of invariance of total importance

As established in Equation[3] the total importance of parameters can be approximated by the Frobenius
norm of the layer output, corresponding to the scenario where all weights are pruned (set to zero).
Specifically, according to optimal brain damage [26], we have:

> (S oWy ) = IWX|P = 38~ WX (10)
(2]
Since the magnitudes of |W;;| are very small, this approximation is highly accurate.

Case 1: Right side rotated weights and left side rotated inputs (e.g., Q, K, Up, Gate).

When both the weight matrix and the input are transformed via orthogonal matrices:

STs(S) = ||Tw (W) Tx (X)|| = [WRiR] X|| = [WX| ~ £5 (11)
Case 2: Left side rotated Weights and unrotated input (e.g., Down).
When only the weight is rotated:

STs(S) ~ [T (W) Tx(X) | = IRTWX | = u(WTXTRRTWX) = [WX||~ 5 (12)

This equality holds because orthogonal matrices satisfy R = R~!, and hence preserve both vector
norms and inner products.

Case 3: Two side rotated weight and left side rotated input (e.g., O, V).
Components such as O and V', which are affected by both left and right orthogonal transformations,

can be viewed as a combination of the two cases above. Thus, their total importance is also preserved.

C QR decomposition reparameterization

Q Parameter Loss Function Loss Function
Q Intermediate
Variable QR Decomposition
Reparameterization Orthogonal Matrix
D Forward
A R Upper Triangular Matrix
<« Backward

Unconstrained Matrix

Figure 3: Illustration of the QR decomposition reparameterization process. The diagram shows
how an unconstrained matrix A is optimized indirectly to achieve constrained optimization of the
orthogonal matrix (), while interfacing with the loss function during forward and backward passes.
The process leverages QR decomposition to preserve orthogonality and integrate seamlessly into
gradient-based optimization methods.

Standard gradient descent algorithms and their variants encounter significant challenges when dealing
with the orthogonality constraint of matrices. In conventional settings, these algorithms directly update
matrix parameters without ensuring that the orthogonality condition is preserved post-update. This can
lead to a loss of orthogonality, compromising model integrity and stability. To address this, previous
research [29, 22, [7] has frequently adopted Stiefel manifold optimization techniques [23} 127} 4} 25]].
These methods are specifically tailored to handle the complex geometric constraints associated with
orthogonal matrices, necessitating specialized optimizers and additional computational resources.
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QR decomposition provides an elegant solution to this problem by exploiting the properties of linear
algebra to indirectly parameterize orthogonal matrices. This approach sidesteps the orthogonality
constraint by using the QR decomposition, thus enabling the use of conventional gradient descent
methods for optimization tasks without requiring complex manifold optimizers. As a result, QR
decomposition not only maintains the orthogonality of matrices but also simplifies the optimization
process, effectively mitigating the difficulties posed by orthogonality constraints.

In Figure[3] we start with an unconstrained matrix A. During the forward pass of the neural network,
a QR decomposition is performed, splitting A into two matrices: an orthogonal matrix ) and an
upper triangular matrix R. The orthogonal matrix () becomes the immediate subject of optimization
in the loss function, even though we never directly modify @ itself. Instead, we focus on optimizing
the unconstrained matrix A, which indirectly alters ) due to the nature of QR decomposition.

The process of QR decomposition is composed of basic matrix operations like dot products, vector
normalization, and projection. These are mathematically smooth operations, meaning they can be
differentiated, which is key for gradient-based optimization. Each step in QR decomposition involves
operations that smoothly vary, making it possible to calculate how small changes in the input A affect
the output @) and R.

Because of these properties, QR decomposition can seamlessly integrate into the computation graph
used by automatic differentiation tools. PyTorch [34] provides automatic differentiation support for
QR factorization through torch.qr. When QR decomposition is performed, PyTorch automatically
manages and propagates gradients with respect to the input matrix A. This capability enables
gradient-based methods, such as gradient descent, to efficiently update A, automatically respecting
the orthogonality constraint imposed on ().

QR decomposition reparameterization therefore transcends the limitations of direct parameterization
by introducing a flexible and effective mechanism to handle orthogonality in optimization tasks. As
the network trains, the orthogonal matrix ) adapts continuously to minimize the loss function, while
the underlying matrix A undergoes refinement through regular gradient-based updates.

D Hyperparameter Sensitivity Analysis

A thorough analysis of hyperparameter sensitivity is essential for understanding how different
hyperparameter choices impact the final performance of a model. In the main paper, we relied
on a fixed set of hyperparameters, such as using 2000 steps in the rotation training process. To
enhance the rigor and reproducibility of our research, we conducted comprehensive experiments on
the LLaMA-3-8B model, exploring the effects of various hyperparameter configurations on the final
results.

In our experiments, each row presents the perplexity and average zero-shot accuracy corresponding
to different learning rates and training steps. The setup involves utilizing SparseGPT with 50%
unstructured pruning, using a calibration dataset consisting of 128 samples of length 2048 from the
C4 dataset. All experiments were performed on an A100 80G GPU.

Table 8: Results across various learning rates and training steps

Steps 0.1 0.01 0.001 0.0001
Perplexity Zero-shot Perplexity Zero-shot Perplexity Zero-shot Perplexity Zero-shot

100 7.75 69.52 7.70 70.54 7.96 69.95 8.52 67.83
200 7.70 70.31 7.64 68.93 7.82 70.04 8.30 68.59
400 7.63 69.84 7.62 70.12 7.66 70.31 8.16 69.37
800 7.61 70.25 7.61 70.21 7.72 69.55 7.94 70.77
2000 7.64 69.82 7.60 69.58 7.67 70.36 7.85 70.11
4000 7.60 70.46 7.60 69.59 7.63 70.37 7.78 69.59

These results indicate: 1. When the learning rate is less than or equal to 0.001, the efficiency is low
due to the small learning rate. 2. With a learning rate of 0.01, training converges around 2000 steps,
and excessive steps increase training costs. 3. Compared to the baseline without the importance
concentration mechanism, all configurations show significant improvements as training progresses. 4.
Zero-shot task accuracy fluctuates around 70%, with a variation of approximately 1%, not showing a
clear linear relationship with perplexity.
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E Trade-off with Block Diagonal Orthogonal Matrices

Block diagonal orthogonal matrices provide an effective approach to reduce both training and
inference overhead of DenoiseRotator. By leveraging the structural efficiency of block diagonal
matrices, this method achieves a balanced optimization of performance and resource utilization.

In our experiments with the LLaMA-3-8B model, we evaluated these benefits using SparseGPT with
50% unstructured pruning over 2000 steps and a learning rate of 0.01. Dense orthogonal matrices were
replaced with block diagonal matrices, consisting of block_num orthogonal submatrices arranged

along the diagonal. Each submatrix has dimensions of %ilddenfme. This approach reduces both spatial
ock_num

and computational complexity to m of the original requirements.

Table 9: Performance and Computational Costs with Different Block Configurations

Block Number Perplexity Zero-Shot Accuracy Time Cost per Step (s) Entropy

1 7.597 69.58 0.124 384128
2 8.024 68.68 0.088 410816
4 8.544 68.47 0.076 428160
8 8.882 67.51 0.072 440512

These results highlight the trade-offs between performance and computational demands across
different block configurations, illustrating the capacity of block diagonal orthogonal matrices to
optimize these aspects effectively.

Looking ahead, potential enhancements could involve: 1. Varying the dimensions of each block
within the block diagonal matrix (as opposed to maintaining uniform block sizes in this section’s
experiments) to further improve performance. 2. Incorporating permutation matrices, which have
low computational complexity, to combine with block diagonal orthogonal matrices, thus emulating
dense orthogonal matrices. This approach might involve arranging highly correlated dimensions or
parameters adjacently for enhanced efficacy.

F Compatibility with LoRA for Fine-Tuning Pruned Models

In this section, we explore the use of LoRA [21] to fine-tune pruned models. By freezing rotation
matrices during fine-tuning, we maintain consistent gradient flow, aligning with scenarios where
rotations are not applied, thus ensuring stability throughout the training process.

DenoiseRotator Configuration

e Steps: 100

* Learning Rate: 0.01

* Model: LLaMA-3-8B

* Pruning Method: Wanda, 2:4 semi-structured

Fine-tuning Configuration

* Method: LoRA

* Alpha: 32.0

* Dropout: 0.1

* LoRA-1: 8

* Dataset: 4096 samples of length 2048 from the WikiText2 train set
* Learning Rate: 2e-4

* Weight Decay: le-2

* Optimizer: Adam

* Learning Rate Scheduler: Linear
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* Warm-up Steps: 400
* Note: Rotation matrices are kept frozen during fine-tuning

Table 10: Performance of Fine-Tuning with LoRA on Pruned Models

Method Perplexity Zero-Shot Accuracy
Dense 6.14 72.72
Wanda 25.19 51.03
+ DenoiseRotator 14.31 60.67
+ Finetune 9.32 61.08

These results illustrate that additional fine-tuning with LoRA further reduces perplexity and im-
proves accuracy. This suggests that fine-tuning post-denoising is an effective strategy for boosting
performance, while confirming that the rotation matrices introduced do not destabilize the training
process.

G Performance of pruned model

Table 11: Pruning LLaMA - 3.2 - 1B

Model Zero-shot accuracy (%) Perplexity
LLaMA -3.2-1B ARC-c  ARC-e Hellaswag Piga  Winogrande Average wikitext2 c4
0%  Dense 36.77  60.52 63.65 74.43 60.3 59.14 9.748 14.034
Magnitude 2235  28.87 30.51 55.6 48.38 37.14 410.099 535319
+DenoiseRotator 2432 34.68 35.4 58.0 52.41 40.96 55.735 79.761
50% Wanda 26.02  47.77 44.1 64.64 54.85 47.48 23.881 35.242
°  tDenoiseRotator ~ 29.78 49.62 54.28 70.67 56.35 52.14 13.98 20.213
SparseGPT 29.61 47.52 50.63 68.06 57.06 50.58 19.961 28.117
+DenoiseRotator ~ 33.02  52.48 57.01 71.33 59.04 54.58 12.857 18.611
Magnitude 2457  26.52 26.92 52.39 49.49 3598 7417287 6169.094
+DenoiseRotator ~ 22.18  31.23 29.75 55.77 51.07 37.99 458.362  524.964
24 Wanda 2253  36.32 31.53 57.62 50.36 39.67 90.658 131.275
' +DenoiseRotator  25.34  46.25 42.72 65.45 52.33 46.42 25.896 36.962
SparseGPT 25.0 40.57 38.06 61.32 53.91 43.77 36.233 48.101
+DenoiseRotator ~ 28.67  48.74 48.62 68.28 57.46 50.35 18.088 25.091
Magnitude 2389  28.24 27.77 52.88 47.99 36.18 1257.331  1334.822
+DenoiseRotator 2329 29.55 30.59 55.11 52.17 38.14 245479  259.474
48 Wanda 2287  39.77 35.59 62.35 49.41 42.0 48.225 69.767
' +DenoiseRotator ~ 29.01 50.34 48.68 68.39 55.09 50.3 18.199 26.491
SparseGPT 25.51 45.33 43.37 65.18 56.04 47.09 25.458 35.121
+DenoiseRotator ~ 31.14  50.63 52.49 70.29 56.27 52.17 15.019 21.369
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Table 12: Pruning LLaMA - 3 - 8B

Model Zero-shot accuracy (%) Perplexity
LLaMA -3 -8B ARC-c  ARC-e Hellaswag Piga Winogrande Average wikitext2 c4

0%  Dense 5273 7178 79.19 80.96 72.93 72.72 6.138 9.443
Magnitude 3592 5846 59.33 722 62.98 57.78 30.393 36.197
+DenoiseRotator  38.65 60.02 65.51 73.12 64.88 60.44 14.425 22.761

50% Wanda 44.88 67.97 68.8 76.71 70.48 65.77 9.864 15.243
+DenoiseRotator  48.12  72.73 74.82 78.89 71.82 69.28 7.816 12.251
SparseGPT 44.45 69.44 72.34 76.88 71.27 66.88 9.567 14.223
+DenoiseRotator  46.67  74.45 75.67 78.94 72.14 69.58 7.597 11.819
Magnitude 30.03  42.68 46.25 66.38 54.85 48.04 141.962  183.124
+DenoiseRotator ~ 23.38 36.45 37.11 57.51 51.07 41.1 75.233 107.187

24 Wanda 30.38 50.63 47.78 67.9 58.48 51.03 25.189 37.082
' +DenoiseRotator  41.64  70.16 66.38 74.1 68.82 64.22 11.411 17.657
SparseGPT 32776 55.72 55.97 70.08 65.19 55.95 17.669 25.027
+DenoiseRotator  41.89  70.12 69.67 76.88 71.98 66.11 10.008 15.011
Magnitude 3242 4992 53.67 70.08 59.91 532 47.863 59.894
+DenoiseRotator  27.73  44.78 53.92 66.43 59.67 50.51 23.971 34.597

48 Wanda 36.69  59.13 59.28 71.76 66.14 58.6 14.453 21.78
' +DenoiseRotator  44.97  72.69 71.09 76.66 71.19 67.32 9.274 14.569
SparseGPT 37.12  61.53 63.87 74.32 67.56 60.88 12.836 18.443
+DenoiseRotator ~ 44.62 68.9 73.14 77.64 73.48 67.56 8.557 13.151

Table 13: Pruning LLaMA-3-70B
Model Zero-shot accuracy (%) Perplexity
LLaMA-3-70B ARC-c  ARC-e Hellaswag Piqa Winogrande Average wikitext2 c4

0%  Dense 64.25 85.9 84.87 84.55 80.66 80.05 2.857 7.167
Magnitude 43.6 68.06 70.4 73.78 64.4 64.05 10.578 17.681
+DenoiseRotator ~ 48.38 73.02 76.9 78.73 74.82 70.37 6.998 11.951

50% Wanda 58.87 81.48 80.97 82.64 77.19 76.23 5.798 9.861
° +DenoiseRotator ~ 60.58 84.39 83.24 83.62 80.03 78.37 4.727 8.561
SparseGPT 57.85 82.15 80.73 81.88 80.66 76.66 5.986 9.764
+DenoiseRotator  61.35  84.68 83.46 83.68 79.56 78.54 4.607 8.363
Magnitude 40.44 63.01 60.51 73.39 57.85 59.04 18.169 25919
+DenoiseRotator  40.19  64.27 66.05 73.99 65.19 61.94 11.528  20.073
24 Wanda 48.89 7546 74.01 80.36 71.74 70.09 9.388 14.679
’ +DenoiseRotator  56.57 81.9 80.12 81.56 78.53 75.74 6.597 10.907
SparseGPT 47.27 74.37 69.7 78.94 75.53 69.16 10.972 16.652
+DenoiseRotator ~ 57.85 81.73 81.1 81.99 79.16 76.37 6.253 10.113
Magnitude 44.54 67.42 66.27 75.24 62.75 63.25 12.653 19.851
+DenoiseRotator ~ 45.73 73.48 60.87 75.14 66.85 64.42 10.579 18.887
48 Wanda 52.9 79.71 78.55 81.94 74.43 73.51 7.158 11.746
’ +DenoiseRotator ~ 59.13 82.91 82.04 82.26 78.37 76.94 5.714 9.709
SparseGPT 54.44 80.26 76.51 81.12 77.43 73.95 8.011 12.736
+DenoiseRotator  60.75 83.59 82.52 82.81 79.32 77.8 5.453 9.175
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Table 14: Pruning Mistral-7B

Model Zero-shot accuracy (%) Perplexity
Mistral-7B ARC-c  ARC-e Hellaswag Piqa  Winogrande Average wikitext2 c4

0%  Dense 56.14  76.89 83.68 80.63 73.72 74.21 5.947 9.741
Magnitude 3592  58.46 59.33 722 62.98 57.78 30.393 36.197
+DenoiseRotator ~ 51.02 70.2 77.65 78.24 71.82 69.79 7.303 11.611

50% Wanda 51.88  75.63 78.36 79.76 70.4 71.21 6.916 10914
+DenoiseRotator  54.69  76.09 80.52 79.6 72.38 72.66 6.516 10.385
SparseGPT 5196 7433 79.53 80.47 72.53 71.76 6.938 10.783
+DenoiseRotator  54.52  76.09 81.94 81.18 73.56 73.46 6.376 10.228
Magnitude 30.03  42.68 46.25 66.38 54.85 48.04 141.962  183.124
+DenoiseRotator  40.44  60.65 65.39 73.72 62.67 60.57 9.523 14.718

24 Wanda 43.6 66.16 65.79 75.73 65.11 63.28 10.176 15.572
' +DenoiseRotator  49.06  73.61 75.65 79.38 70.32 69.61 7.796 12.005
SparseGPT 46.84 70.2 69.64 76.5 67.72 66.18 9.714 13.974
+DenoiseRotator  51.02  74.58 77.38 80.09 71.82 70.98 7.301 11.229
Magnitude 3242 4992 53.67 70.08 59.91 53.2 47.863 59.893
+DenoiseRotator  46.25  65.53 73.34 78.18 67.56 66.17 8.061 12.678

48 Wanda 49.15  72.56 72.85 717.75 69.93 68.45 8.108 12.551
' +DenoiseRotator ~ 52.9 74.54 78.77 78.84 72.06 71.42 7.056 11.019
SparseGPT 50.17  71.63 74.27 77.97 70.17 68.84 8.062 12.031
+DenoiseRotator  53.24  74.71 79.47 80.63 71.27 71.86 6.724 10.617

Table 15: Pruning Qwen-2.5-7B
Model Zero-shot accuracy (%) Perplexity
Qwen-2.5-7B ARC-c  ARC-e Hellaswag Piqa Winogrande Average wikitext2 c4

0%  Dense 5137  77.61 78.92 80.14 72.85 72.18 6.846 11.881
Magnitude 26.37 4091 30.02 50.11 48.07 39.09 198.879  217.043

+DenoiseRotator  45.56  73.19 70.75 76.99 67.64 66.83 9.272 15.702

50% Wanda 4462 7197 71.61 77.8 70.4 67.28 8.614 14.248

+DenoiseRotator ~ 52.47  79.38 74.7 78.84 71.35 71.35 7.932 13.277

SparseGPT 4795 7412 73.58 77.75 71.35 68.95 8.455 13.587

+DenoiseRotator ~ 53.33 79.0 76.18 79.92 72.45 72.18 7.599 12.789
Magnitude 2474 3497 38.2 55.6 49.01 40.51 559.866  948.652

+DenoiseRotator ~ 42.15  69.11 63.99 74.76 62.04 62.41 11.966 19.712

24 Wanda 41.55  69.65 59.19 71.87 63.93 61.24 15.008 23.414

’ +DenoiseRotator  48.38  74.75 68.21 77.2 70.72 67.85 10.133 16.472

SparseGPT 4292  72.05 64.3 74.86 69.22 64.67 11.349 17.179

+DenoiseRotator ~ 50.0 77.95 71.41 77.8 70.64 69.56 8.878 14.334
Magnitude 2449  37.88 32.81 51.47 50.28 39.38 1188.284  1095.696

+DenoiseRotator ~ 44.88 70.41 67.54 75.84 65.98 64.93 10.379 17.446

48 Wanda 4573 73.27 67.02 75.68 69.85 66.31 10.472 16.973

’ +DenoiseRotator ~ 51.19  78.54 71.53 77.31 70.48 69.81 8.832 14.612

SparseGPT 48.89  76.39 68.81 76.82 70.17 68.22 9.612 15.088

+DenoiseRotator  50.94  76.68 73.66 78.29 70.64 70.04 8.168 13.435

27



Table 16: Pruning Qwen-2.5-14B

Model Zero-shot accuracy (%) Perplexity
Qwen-2.5-14B ARC-c  ARC-e Hellaswag Piga  Winogrande Average wikitext2 c4
0%  Dense 5896  79.34 82.95 82.1 75.69 75.81 5.294 10.349
Magnitude 4036  59.81 54.07 70.4 62.98 57.52 22936  32.148
+DenoiseRotator  41.21 65.11 63.34 75.9 66.69 62.45 8.781 15.919
500 Wanda 5512 8245 76.24 79.98 73.01 73.36 7.313 12.429
° +DenoiseRotator  57.42  82.91 79.56 80.96 75.06 75.18 6.719 11.634
SparseGPT 5529 8224 77.71 80.09 74.66 74.0 7.271 12.076
+DenoiseRotator  59.22  83.84 79.92 80.9 74.66 75.71 6.505 11.325
Magnitude 3643  56.69 49.49 69.15 577 53.89 58.927  68.898
+DenoiseRotator ~ 38.48  67.13 55.14 71.44 62.27 58.89 13.513  22.581
24 Wanda 41.38  70.12 66.15 75.19 70.48 64.66 11.658 18.569
’ +DenoiseRotator ~ 48.63  76.56 73.83 78.02 74.11 70.23 8.705 14.419
SparseGPT 4343 7218 69.08 76.82 72.3 66.76 10.196  15.678
+DenoiseRotator ~ 52.9 79.34 75.84 78.78 75.06 72.38 7.858 12.875
Magnitude 37.97 60.19 50.75 71.82 60.22 56.19 29.907  42.944
+DenoiseRotator  43.43  70.71 60.85 74.86 66.06 63.18 9.871 17.492
48 Wanda 49.91 78.58 72.18 77.53 72.14 70.07 8.829 14.446
’ +DenoiseRotator ~ 55.03  82.74 77.41 79.76 74.35 73.86 7.533 12.703
SparseGPT 48.89  78.07 73.18 78.89 73.09 70.42 8.398 13.539
+DenoiseRotator ~ 55.38 81.61 78.17 80.47 74.51 74.03 7.127 11.997
Table 17: Pruning Qwen-2.5-32B
Model Zero-shot accuracy (%) Perplexity
Qwen-2.5-32B ARC-c  ARC-e Hellaswag Piqa Winogrande Average wikitext2 c4
0%  Dense 55.72  78.03 84.12 82.05 75.69 75.12 5.018 10.169
Magnitude 46.93 66.62 63.1 72.96 69.46 63.81 19.221  33.582
+DenoiseRotator ~ 47.7 73.7 73.63 79.43 71.51 69.19 6.971 12.845
509 Wanda 5444  77.36 80.63 81.45 75.22 73.82 6.297 11.359
0
+DenoiseRotator ~ 58.62  83.38 82.34 82.15 75.45 76.39 5.993 10.998
SparseGPT 53.5 78.62 81.25 81.34 75.61 74.06 6.348 11.179
+DenoiseRotator  57.76 81.69 82.56 81.94 76.16 76.02 5.858 10.76
Magnitude 43.6 62.42 57.82 69.75 65.35 59.79 24272 45718
+DenoiseRotator ~ 46.08  71.17 68.25 78.07 68.67 66.45 8.613 14.929
24 Wanda 48.89  76.64 75.52 79.65 74.74 71.09 8.077 13.819
' +DenoiseRotator  53.41  80.51 78.02 79.6 75.3 73.37 7.901 13.632
SparseGPT 48.63  74.62 76.45 79.92 75.85 71.1 7.919 13.047
+DenoiseRotator  51.88  78.32 79.74 80.69 75.61 73.25 6.754 11.695
Magnitude 4522  65.28 61.51 72.03 68.43 62.5 21.363  36.348
+DenoiseRotator  46.84 72.22 71.65 78.4 69.22 67.67 7.619 13.565
48 Wanda 5392  79.42 78.25 80.2 75.69 73.5 7.073 12.314
’ +DenoiseRotator ~ 57.0 81.06 80.37 81.56 77.03 75.4 6.619 11.696
SparseGPT 5256 79.17 78.63 80.52 76.32 73.44 7.099 12.015
+DenoiseRotator ~ 55.03  81.06 81.42 81.56 75.61 74.94 6.324 11.177
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Table 18: Pruning Qwen-2.5-72B

Model Zero-shot accuracy (%) Perplexity
Qwen-2.5-72B ARC-c  ARC-e Hellaswag Piga Winogrande Average wikitext2 c4
0%  Dense 6246  83.42 86.01 83.73 77.82 78.69 3.875 9.26

Magnitude 3046  46.17 28.73 47.33 53.67 41.27 734.042  557.275
+DenoiseRotator  57.08  81.02 80.83 82.37 76.4 75.54 5.369 10.695

50% Wanda 60.92  84.68 83.5 82.43 78.69 78.04 5.218 10.229

” +DenoiseRotator  61.86  83.46 84.42 83.19 78.69 78.32 4.937 9.956

SparseGPT 6152 8519 83.29 82.15 79.08 78.25 4.937 9.957

+DenoiseRotator ~ 62.2 84.51 84.8 83.08 77.51 78.42 4.778 9.761
Magnitude 2875  47.01 28.32 49.67 53.28 41.41 287.701  314.286
+DenoiseRotator  50.43  74.41 72.32 79.22 70.72 69.42 8.81 14.647

24 Wanda 56.66  81.02 79.01 81.61 76.4 74.94 6.692 11.883
’ +DenoiseRotator  60.75  84.81 81.96 82.1 78.69 77.66 6.164 11.258
SparseGPT 56.31 82.41 78.59 81.28 78.53 75.43 7.187 11.947
+DenoiseRotator ~ 59.81 84.22 82.29 82.26 77.19 77.16 5.851 10.715
Magnitude 3029  47.14 25.38 48.04 52.01 40.57 456.802  397.805
+DenoiseRotator  52.39  76.35 78.62 82.05 74.03 72.69 6.138 11.434

48 Wanda 60.92 85.4 81.45 82.48 77.43 77.53 5.939 10.938
' +DenoiseRotator ~ 59.64 83.5 83.45 83.08 78.14 77.56 5.511 10.538
SparseGPT 61.09 84.72 81.33 82.32 79.79 77.85 6.158 10.962
+DenoiseRotator  58.19  83.71 83.81 82.48 76.16 76.87 5.295 10.164

Table 19: Pruning Llama-2-7B
Model Zero-shot accuracy (%) Perplexity
Llama-2-7B ARC-c  ARC-e Hellaswag Piga  Winogrande Average wikitext2 c4

0%  Dense 46.25  74.54 75.98 79.11 69.14 69.0 5.472 7.263
Wanda 42.83  68.69 70.65 76.88 66.85 65.18 6.9 9.231

50% +DenoiseRotator ~ 42.83 69.95 71.83 77.2 68.11 65.98 6.519 8.817

0

SparseGPT 41.3 67.38 71.11 77.04 69.3 65.22 7.003 9.254
+DenoiseRotator ~ 42.92  72.26 72.09 76.99 68.59 66.56 6.273 8.409
Wanda 31.57  57.11 55.13 71.22 62.59 55.52 12.265 15.856

24 +DenoiseRotator ~ 34.47  62.84 61.79 74.43 65.67 59.83 9.876 12.99
’ SparseGPT 3336 59.05 57.99 71.76 65.43 57.51 11.291 14.301
+DenoiseRotator ~ 37.37  64.98 64.64 74.37 66.61 61.59 8.696 11.156
Wanda 37.71 63.51 64.32 74.59 67.01 61.42 8.613 11.418
48 +DenoiseRotator ~ 38.23  65.28 66.92 75.41 66.61 62.48 7.645 10.286
’ SparseGPT 38.57  63.17 65.19 75.41 67.48 61.96 8.689 10.946
+DenoiseRotator ~ 37.29  65.61 68.46 76.55 68.59 63.3 7.157 9.543
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Table 20: Pruning Llama-2-13B

Model Zero-shot accuracy (%) Perplexity
Llama-2-13B ARC-c  ARC-e Hellaswag Pigqa  Winogrande Average wikitext2 c4
0%  Dense 49.15 77.48 79.37 80.52 72.14 71.73 4.883 6.727
Wanda 46.5 70.66 76.07 79.38 71.43 68.8 5.965 8.297
50% +DenoiseRotator ~ 47.53  73.48 75.52 78.56 71.82 69.38 5.779 7.957
0
SparseGPT 45.73 71.25 75.16 79.33 71.11 68.51 6.058 8.261
+DenoiseRotator  47.44  75.72 75.94 79.0 70.72 69.76 5.515 7.582
Wanda 37.54 64.35 62.54 75.52 67.4 61.47 9.036 12.564
24 +DenoiseRotator  38.14  63.34 64.92 73.07 68.19 61.53 8.772 12.46
’ SparseGPT 38.48 63.8 64.44 75.68 69.46 62.37 9.058 11.804
+DenoiseRotator  41.64  70.66 70.77 76.17 72.06 66.26 6.811 9.322
Wanda 43.17 68.35 70.88 77.31 69.3 65.8 6.96 9.72
48 +DenoiseRotator 43.0 71.68 70.9 76.77 71.27 66.72 6.999 10.041
' SparseGPT 43.09 69.07 70.48 76.71 70.56 65.98 7.222 9.705
+DenoiseRotator ~ 43.6 71.46 73.95 78.02 72.53 67.91 6.119 8.335
Table 21: Pruning Llama-2-70B
Model Zero-shot accuracy (%) Perplexity
Llama-2-70B ARC-c  ARC-e Hellaswag Piga Winogrande Average wikitext2 c4
0%  Dense 57.34 80.98 83.84 82.7 77.98 76.56 3.319 5.709
Wanda 55.63 78.91 81.28 82.59 77.74 75.23 4.218 6.5
50% +DenoiseRotator  55.55 80.22 82.01 82.48 77.51 75.55 3.894 6.174
(o}
SparseGPT 55.55 79.67 81.27 82.21 78.14 75.36 4.256 6.459
+DenoiseRotator ~ 55.2 79.5 82.45 82.48 77.03 75.33 3.81 6.075
Wanda 50.85 77.44 75.96 79.76 75.37 71.87 5.468 8.118
24 +DenoiseRotator ~ 52.9 78.03 79.82 80.74 77.66 73.83 4.845 7.231
' SparseGPT 50.68 76.77 75.9 79.16 75.22 71.54 5.727 8.16
+DenoiseRotator  53.16 78.32 79.48 81.28 77.27 73.9 4.643 6.936
Wanda 53.24 79.0 78.77 81.18 75.93 73.62 4.764 7.156
48 +DenoiseRotator  54.18 79.0 80.97 81.72 76.87 74.54 4.333 6.62
) SparseGPT 53.84 78.7 78.68 80.79 76.56 73.71 4.926 7.201
+DenoiseRotator ~ 54.01 79.5 81.41 81.61 77.03 74.71 4.247 6.467
Table 22: Pruning Llama-1-7B
Model Zero-shot accuracy (%) Perplexity
Llama-1-7B ARC-c  ARC-e Hellaswag Pigqa  Winogrande Average wikitext2 c4
0%  Dense 44.62 7294 76.22 79.16 69.93 68.57 5.677 7.343
Wanda 40.61 64.65 69.96 77.42 66.46 63.81 7.243 9.324
50% +DenoiseRotator  41.47 69.23 71.74 78.35 68.59 65.87 6.553 8.599
0
SparseGPT 39.85 65.28 69.47 77.48 69.22 64.25 7.247 9.347
+DenoiseRotator  41.3 69.23 72.02 77.26 70.17 65.99 6.379 8.317
Wanda 31.31 55.01 56.63 70.73 62.12 55.15 11.613 14.668
24 +DenoiseRotator  34.3 60.98 62.78 75.35 68.67 60.41 9.214 11.899
' SparseGPT 32.51 56.78 57.7 72.2 65.11 56.85 11.341 13.847
+DenoiseRotator ~ 35.41 60.56 65.54 74.48 67.09 60.61 8.233 10.489
Wanda 34.39 59.68 63.55 74.21 64.33 59.23 8.595 11.268
48 +DenoiseRotator  37.12 63.68 67.45 74.65 68.82 62.34 7.506 9.868
' SparseGPT 3532 59.85 64.26 74.37 65.51 59.86 8.67 10.914
+DenoiseRotator  39.25  65.28 68.78 76.66 68.67 63.72 7.136 9.254
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Table 23: Pruning Llama-1-13B

Model Zero-shot accuracy (%) Perplexity
Llama-1-13B ARC-c  ARC-e Hellaswag Piqa Winogrande Average wikitext2 c4
0%  Dense 47.61 74.75 79.04 80.2 72.69 70.85 5.09 6.798
Wanda 43.86  70.33 74.75 78.67 71.43 67.8 6.134 8.134
509 +DenoiseRotator ~ 45.73  72.43 76.18 78.89 71.59 68.96 5.663 7.595
0
SparseGPT 40.61 66.2 74.25 78.35 72.06 66.29 6.229 8.145
+DenoiseRotator  46.16  71.46 76.62 79.16 73.32 69.34 5.665 7.458
Wanda 36.43 60.61 63.66 73.88 68.43 60.6 9.58 12.125
24 +DenoiseRotator  39.76  66.33 67.86 76.12 69.61 63.93 7.631 12.271
’ SparseGPT 36.09  60.82 65.6 75.19 69.22 61.38 9.084 11.385
+DenoiseRotator ~ 42.32  69.44 71.16 76.71 71.19 66.16 6.902 8.993
Wanda 40.78 66.37 69.75 77.04 71.35 65.05 7.384 9.538
48 +DenoiseRotator ~ 42.41 70.66 72.98 77.8 70.96 66.96 6.383 8.538
’ SparseGPT 41.21 67.68 69.75 76.61 71.43 65.33 7.513 9.458
+DenoiseRotator ~ 43.6 70.83 73.99 78.67 73.16 68.05 6.221 8.146
Table 24: Pruning Llama-1-30B
Model Zero-shot accuracy (%) Perplexity
Llama-1-30B ARC-c  ARC-e Hellaswag Piga Winogrande Average wikitext2 c4
0%  Dense 5299 7891 82.65 82.21 75.77 74.5 4.1 6.129
Wanda 51.79  77.78 79.97 79.87 73.09 72.49 5.242 7.274
50% +DenoiseRotator  49.83 77.36 79.82 80.03 75.06 72.42 4.815 6.823
0
SparseGPT 50.85 76.77 79.27 80.47 74.43 72.35 5.35 7.351
+DenoiseRotator  49.57  75.67 80.34 81.12 73.88 72.11 4.7 6.683
Wanda 45.31 71.17 73.32 78.56 71.35 67.94 6.929 9.505
24 +DenoiseRotator  44.54  72.73 75.17 78.24 75.53 69.24 6.17 8.442
' SparseGPT 43.94 72.1 72.61 78.24 71.9 67.75 7.244 9.542
+DenoiseRotator ~ 45.31 74.07 76.21 79.11 73.72 69.68 5.822 7.888
Wanda 49.06  75.38 76.58 79.38 72.93 70.66 5.967 8.162
48 +DenoiseRotator  49.23  73.74 77.83 79.38 75.06 71.04 5.467 7.482
' SparseGPT 48.12  75.17 75.52 79.71 73.72 70.44 6.239 8.26
+DenoiseRotator  48.89  76.43 78.26 80.58 75.85 72.0 5.267 7.216
Table 25: Pruning Llama-1-65B
Model Zero-shot accuracy (%) Perplexity
Llama-1-65B ARC-c  ARC-e Hellaswag Piga Winogrande Average wikitext2 c4
0%  Dense 55.63 79.76 84.13 82.26 77.35 75.82 3.532 5.811
Wanda 53.58 77.78 81.98 81.94 76.8 74.41 4.616 6.694
50% +DenoiseRotator ~ 53.84  78.03 81.4 81.39 76.01 74.13 4223 6.347
(4
SparseGPT 54.18 76.56 81.89 81.72 77.19 74.3 4.601 6.661
+DenoiseRotator  54.78  79.76 82.43 81.83 77.11 75.18 4.094 6.229
Wanda 46.84  75.17 76.04 79.16 75.3 70.5 6.234 8.829
24 +DenoiseRotator  47.01 74.12 77.4 78.73 74.98 70.44 5.584 7.776
' SparseGPT 48.81 75.63 76.11 79.49 76.95 71.39 6.263 8.427
+DenoiseRotator  51.96  76.64 79.48 79.76 77.82 73.13 5.061 7.222
Wanda 51.11 774 79.04 81.23 76.56 73.06 5.297 7.506
48 +DenoiseRotator  51.45 78.03 80.45 79.92 75.93 73.15 4.741 6.871
' SparseGPT 51.19  76.22 79.04 80.47 77.66 7291 5.308 7.404
+DenoiseRotator  52.99  77.78 80.58 81.23 77.03 73.92 4.558 6.689
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