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Abstract

Data point selection (DPS) is becoming a critical topic in deep learning due to the
ease of acquiring uncurated training data compared to the difficulty of obtaining
curated or processed data. Existing approaches to DPS are predominantly based on
a bi-level optimisation (BLO) formulation, which is demanding in terms of memory
and computation, and exhibits some theoretical defects regarding minibatches.
Thus, we propose a novel Bayesian approach to DPS. We view the DPS problem
as posterior inference in a novel Bayesian model where the posterior distributions
of the instance-wise weights and the main neural network parameters are inferred
under a reasonable prior and likelihood model. We employ stochastic gradient
Langevin MCMC sampling to learn the main network and instance-wise weights
jointly, ensuring convergence even with minibatches. Our update equation is
comparable to the widely used SGD and much more efficient than existing BLO-
based methods. Through controlled experiments in both the vision and language
domains, we present the proof-of-concept. Additionally, we demonstrate that
our method scales effectively to large language models and facilitates automated
per-task optimization for instruction fine-tuning datasets.

1 Introduction

Practical machine learning efficacy is heavily dependent on the choice, quality and quantity of training
data, especially so in the case of neural networks that can easily fit every detail of the training set.
This leads to challenges from how to learn reliably with imbalanced data [22], noisy data, noisy labels
[46], and so on. Similarly there is often a key subset of data, which is most informative for a given
learning problem, but buried among a much larger set of less relevant data. If the most salient data
could be efficiently identified, learning could potentially be accelerated [15]. All these challenges are
only growing in the era of large scale training on web-scraped data, where curation and gold-standard
quality control are not feasible.

Data Point Selection (DPS) algorithms aim to address these challenges by filtering or re-weighting the
training data to reduce noise, imbalance, irrelevant background data and so on. The most established
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family of approaches [19, 15, 41, 45, 62] to DPS falls under the bi-level optimization or meta-learning
umbrella, where one wraps the conventional learning problem with an outer loop that optimizes
the dataset itself, so as to maximise performance on some validation set. These methods vary in
the choice of their outer optimization variable (e.g., data point weights [41, 45, 19] vs mini-batch
sampler [15]), the method of computing meta-gradients (e.g., reverse mode differentiation [45, 62] or
reinforcement learning [15]), and the customization of their losses and other design parameters for
the different scenarios (e.g., label-noise [45, 41], etc). However, all the BLO approaches are quite
expensive in computation and/or memory, which limits their applicability to the most salient use case
of large models trained on large web data.

In this paper we revisit the DPS problem from the perspective of Bayesian learning. Rather than
constructing expensive nested optimization problems whose convergence is hard to analyse, we
treat it as a problem of inferring the joint posterior over the main neural network parameters and
instance-wise weights induced by a second weight-estimation neural network. This framework has
several advantages in terms of being more efficient and scalable than typical BLO competitors and
having a clear convergence guarantee. It is also able to address a variety of DPS-related problems –
from noise and imbalance to data curation – within a single framework.

Our empirical results present proof of concepts for all these capabilities on a variety of learning
tasks in vision and language. We also show a use case of automating Large Language Models
(LLMs) instruction fine-tuning (IFT) data curation for specific downstream tasks. The available
IFT datasets are large, diverse, and of varying quality. This means that a key activity for natural
language processing (NLP) researchers and developers is often finding the right composition of IFT
data sources to optimize particular use cases. Our framework can automatically resample and curate
the wide array of available auxiliary IFT data to optimize performance for each NLP task of interest.
To our knowledge, no BLO alternative has been demonstrated on billion-parameter scale LLMs. We
name our approach BADS (Bayesian Data Point Selection).3

2 Our Approach

2.1 Problem Setup

For the DPS problem, we assume that we are given two datasets: the train set Dt={zti}
Nt
i=1 and the

meta set Dm={zmi }
Nm
i=1. Each data point zi can be an input-target pair zi = (xi, yi) in the traditional

(class-)labeled data scenarios. But in the autoregressive generative model scenarios (e.g., LLM), zi is
simply a sequence of tokens in which the inputs and targets are rather implicitly defined (e.g., all the
tokens up until current time as input and the next token as target). We will use the notation l(zi; θ)
for the loss of the model θ on the data point zi, which must be well-defined in both scenarios.

The meta dataset Dm is considered as in-domain, meaning that the distribution of Dm matches that
of the downstream test task of interest. The size of Dm, denoted by Nm, is typically small, due to
the cost of curation/annotation processes in practice. The train dataset Dt consists of out-of-domain
samples, possibly noisy, imbalanced, and uncurated, but the size Nt is usually large. The goal of
DPS is to select a (soft weighted) subset of the train set Dt with the guidance of the meta set Dm, so
that the model trained on the selected train and meta dataset points performs well. Typical baselines
include training with the meta-set alone, or union of meta and train sets.

Perhaps one of the most widely adopted DPS techniques is the bi-level optimisation (BLO) formu-
lation of the problem [41, 58]. Letting wi (≥0) be the weight (or importance) variable associated
with the training data point zti , the main intuition is to find the weights w ∈ RNt

+ such that the model
θ trained with the weighted train data with weights w yields the best performance on the meta set.
More formally, this leads to the following BLO problem:

min
w∈RNt

+

Nm∑
j=1

l(zmj ; θ∗(w)) s.t. θ∗(w) = argmin
θ

Nt∑
i=1

wi ·l(zti ; θ). (1)

However, a critical drawback is that solving this difficult problem is costly in computation and/or
memory, and unrealible due the practical heuristics required. Typical BLO solutions to obtain the

3The code for this paper is available at https://github.com/XinnuoXu/BADS.
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hypergradient dl/dω rely on approximate Hessian estimation or reverse mode differentiation with
few-step SGD approximation of the inner optimisation. Aside from cost, for practical neural network
implementations computed over minibatches, there is no theoretical guarantee for convergence.

2.2 (Our Approach) Bayesian Data Point Selection (BADS)

Figure 1: Graphical model for BADS.
Shaded nodes, representing curated
(Dm) and uncurated (Dt) data, are
evidence. Unshaded nodes, includ-
ing model θ and instance weights w,
are random variables.

We view the DPS problem from a completely different per-
spective, and tackle it via Bayesian learning. Our model’s
generative process, that is, the graphical model representation,
is depicted in Fig. 1. The main neural network model parame-
ters set θ is a random variable, which can generate data points
in the meta dataset Dm (precisely speaking, the backbone θ
generates the target part of each data point). To make use of
the train set Dt in an appropriate way, we constrain θ to follow
a prior distribution governed by the weighted train data with
weights w ∈ RNt

+ which are also random variables. Before
observing the meta set Dm, the weight vector w follows a
prior distribution p(w) – a specific distributional choice for p(w) will be discussed later. Given w and
Dt, our backbone θ has to be compatible with the weight data {(wi, z

t
i)}

Nt
i=1. This can be interpreted

as placing a weighted-data-driven prior on θ, more specifically,

(Weighted-data-driven prior) p(θ|w,Dt) ∝ p(θ) ·
Nt∏
i=1

p(wi, z
t
i |θ) (2)

where p(θ) is a base prior (e.g., 0-centered Gaussian that amounts to weight decay regularisation),
and p(wi, z

t
i |θ) can be defined from the loss, e.g., exp(−wi ·l(zti ; θ)), following the conventional

tricks [36, 25]. Then given θ, the meta data are generated following the likelihood defined as:

(Likelihood) p(Dm|θ) ∝
Nm∏
j=1

exp(−l(zmj ; θ)) (3)

The equations (2) and (3) fully constitute the prior and likelihood for our Bayesian model. Our
ultimate goal is to describe the distributions of θ and w after observing all evidences Dt and Dm,
which boils down to the posterior inference p(θ, w|Dt,Dm). Formally, we have:

(Posterior) p(θ, w|Dt,Dm) ∝ p(w) · p(θ|w,Dt) · p(Dm|θ) (4)

The detailed derivations for Eq. (4) can be found in Appendix A. However, it is widely known that
(4) does not admit any closed-form expressions. One main difficulty arises from the intractable
normalizing constant in (4).

Stochastic Gradient Langevin Dynamic Sampling. For computationally efficient posterior in-
ference, we adopt the stochastic-gradient MCMC technique, specifically the Stochastic Gradient
Langevin Dynamic (SGLD) sampling [55]. Applied to our model, we can obtain samples from the
posterior p(θ, w|Dt,Dm) by running the Langevin dynamic system (until convergence, i.e., mixing):

[θ, w] ← [θ, w] +
η

2
∇θ,w log p(θ, w|Dt,Dm) + ϵ

√
η, ϵ ∼ N (0, I) (5)

where η is a small (constant) step size. There are two critical benefits: i) Since we differentiate the
log-posterior, the difficult normalizing constant in (5) will disappear; ii) The update (5) is essentially
gradient descent with additive Gaussian noise, leading to a computationally efficient update.

Going one step further, even though the log-posterior involves the entire train data (and entire meta
data), it is shown in [55] that the stochastic-gradient version (SGLD) that replaces the whole batch
likelihood with a minibatched one, theoretically guarantees that the SGLD update converges to the
posterior samples. More specifically, the SGLD update equations (one for θ and the other for w) can
be written as follows:

θ ← θ +
η

2
∇θ

(
log p(θ)−Nt ·Ei∼Bt

[
wi ·l(zti ; θ)

]
−Nm ·Ej∼Bm

[
l(zmj ; θ)

])
+ ϵθ
√
η (6)

w ← w +
η

2
∇w

(
log p(w)−Nt ·Ei∼Bt

[
wi ·l(zti ; θ)

])
+ ϵw

√
η (7)
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where Bt and Bm are minibatches from Dt and Dm, respectively, and ϵθ, ϵw ∼ N (0, I) are indepen-
dent Gaussian samples.

Repeating (6) and (7) for a sufficient amount of iterations (until we reach good mixing) leads us to
posterior samples (θ, w). There are several options to take these samples for a final model for test
prediction. One option is to collect latest M samples (either consecutive collection or thinning to
take every kth samples) from the iterations, and either take the average as posterior means or perform
full Bayesian treatment with the collected samples. Alternatively, we can just take the last single
iterate (θ, w) as a point representative for the posterior distribution. For simplicity, we take the latter
approach, which also works well empirically.

2.3 Interpretation and Benefits

Interpretation We discuss several intuitions and implications of our proposed approach (Eq. 6-7).
First, looking at the θ update Eq. (6), our model essentially updates θ in a way that it decreases the
loss on the combined data of the whole meta data points and the weighted train data points with the
current weights. This is a fairly intuitive strategy provided that the weights are properly determined.
Then the next question is how the weights are determined. If we inspect the w update (Eq. 7), and
take the gradient of the expected loss term with respect to w directly, we see that: i) those train
data points ztis with smaller losses at current backbone θ will get higher weights wis; ii) those train
data points ztis with larger losses at current backbone θ will get lower weights wis. This essentially
means that our model performs loss alignment for DPS – In the course of training/update, once the
backbone θ enters a good regime in the parameter space such that θ can assign (valid) low loss values
on the in-domain meta data points, then it starts putting high weights on those train data points that
have low losses under the current backbone. In other words, the model will assign high weights to
those train data points that are well-aligned with the meta data points in terms of loss.

Benefits over BLO Our Bayesian approach provides several benefits over BLO: (1) Efficiency.
Our SGLD is efficient so does not require computationally demanding Hessian computations like
implicit function theorem based methods (cf: [19]) or huge memory demand like reverse-mode
differentiation methods [41, 19]. (2) Sparsity. Our method straightforwardly achieves sparsity on
the w weights allowing efficient sample selection unlike [19]. (3) Reliability. BLO-based methods
rely on approximations (truncation, or Hessian approximations) for practical feasibility that make
finding optimal solutions unreliable. Our straightforward Bayesian approach has reliable convergence
properties thanks to being a standard application of SGLD.

Convergence of our SGLD algorithm In Appendix C we provide a theorem showing that our
SGLD algorithm converges to the true posterior. Our analysis is based on [64] where we make some
adjustments for our case.

2.4 Implementation Details

Choice of Priors For the base prior p(θ), i.e., the prior before being driven by the weighted data,
we adopt 0-mean Gaussian, which amounts to adding the weight decay regularisation for θ. For the
weight prior p(w), we have made a careful design effort to come up with a viable sparsity inducing
prior. Although encouraging sparsity in learned weights is ideal to avoid overfitting, during our initial
experiments we have found that most of the weights eventually tend to vanish to 0, which is not what
we actually want. We need to be able to impose both sparsity and a certain level of non-zero weights.
To this end, we first introduce a hyperparameter β (e.g., 0.01) for the target sparsity level that we
want to attain. Roughly saying, among the Nt training data points, we aim to select ⌊Nt ·β⌋. For the
(soft) weights, we impose

∑
i∈Dt

wi ≈ ⌊Nt ·β⌋, which can be encoded in the prior form as:

p(w) ∝ e−
(∑

i wi−⌊Nt·β⌋
)2

/2σ2

(8)

where σ controls the strength of the regularisation. One technical difficulty in directly plugging (8)
into the weight update (7) is that we have to load the whole {wi}Nt

i=1 in memory for backprop. To
avoid this issue, we use the following fact:∑

i∈Dt

wi ≈
∑
i∈Bt

wi + (Nt − |Bt|)·w̄ (9)
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where w̄ represent historic running average of the entire weights. We basically build a computation
graph only for the first term of batch Bt weight sum, and regard the (historic) running average of the
entire weights as constant during backprop. After each SGLD iteration, we update the running weight
average with the new updated weights on the recent batch. We use the simple averaging scheme for
the running average. To approximate the average weight w̄ precisely, we only conduct the average
over the most recent savg step.

Introducing impact constants In the SGLD principle, we have the log-likelihood terms that are
proportional to the sizes of the datasets. In particular, we have Nt and Nm in (6). However, this
scheme does not properly capture our preference to the in-domain meta data set in contrast to the
noisy, out-of-domain train data set. To this end, we introduce the impact constants (hyperparameters)
in the update equations where we downweigh or upweigh the loss terms of train and meta sets.

Weight Network Instead of directly optimising individual weights wi, we can consider a weight
network, wi = w(zti ;ϕ), a neural network with parameters ϕ that takes the train data point zti as
input and returns its weight wi as output. We can then regard ϕ as random variables and the w update
equation can be modified accordingly for ϕ update straightforwardly. This weight network approach
can be useful for smoothing/regularising the output weights thanks to the smooth functional property
of neural networks. Furthermore, if one needs to supplement the train dataset with extra new train
samples after the model training, the learned weight network can be used for assigning weights
or selecting samples from the new set, without retraining the whole model from the scratch. The
posterior distribution similar to Eq. (4) is derived in full detail in Appendix B.

3 Experiments: Proof of Concept
In this section, we assess the effectiveness of the proposed BADS method in three critical scenarios
where DPS is essential: Data Balancing, Data Denoising, and Efficient Learning. We begin by
introducing the baseline systems and then present the experimental results for each of these scenarios.

3.1 Baselines

There are three types of DPS setups with different supervision signals:

• Unsupervised DPS selects data without the guidance of a held-out meta set [47, 42]. Instead, it is
guided by human-defined hypotheses, such as “challenging examples improve model performance”.
This approach aligns with curriculum learning. We include the online variant of AskLLM [42],
i.e. AskLLM-O, in our baseline comparisons. It selects examples from training set by querying a
pretrained OpenLLaMA 3B to obtain the sampling score for each training sample.4

• Self-supervised DPS selects data with the guidance of a held-out meta set. However, the meta
set does not share the same data distribution as the targeted test set [13, 4, 14, 49]. Typically, the
examples in the meta set are selected from the training set based on specific hypotheses, such as
“learnable examples enhance model performance”. We include two approaches in our baseline
comparisons: Contrastive Data Selection (CDS) [49] is tailored for data denoising. The algorithm
assigns weights to each data point in Dt according to the difference between the denoised and
the noisy log probability, predicted using a denoised and a noisy model trained on a clean dataset
and an uncurated dataset, respectively. These weights are then used to sample data points from
minibatches in the training of LM.5 Similar to CDS, ClassAct utilizes small proxy models trained
on a limited portion of Dt to calculate learnability scores for the remaining training data points.6

• Meta-set guided DPS selects data with the guidance of a small meta set that shares the same
distribution as the test set, aiming to train a model that excels specifically on the target test set.
The test set may encompass one or multiple downstream domains or tasks. This DPS is closely
related to meta learning, domain adaptation, and transfer learning. Current methods primarily rely
on Bilevel Optimization (BLO) for purposes such as data denoising [19, 37], data balancing [41],

4Since [47] showed that unsupervised DPS can amplify class imbalances, and open-source LLMs generally
do not accommodate vision input, we compare to AskLLM-O only in the LLM fine-tuning use case in Section 4.

5In our experiments, we use Mixing and Meta_only as the noisy and denoised model.
6To fairly compare the selection mechanism, we replaced their meta set using our meta set.
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Figure 2: Proof-of-Concept experiment results. The top row displays the overall test performance
across the three scenarios throughout the training phase, with x and y axis denote the training steps
and the evaluation metrics, respectively. The bottom row visualizes the model-predicted weights of
data points in each mini-batches in the final 2000 steps in WebNLG training (scenario 3). x and y
axis show the training steps and average weights, respectively. Data points in blue color are expected
to get higher weights compared to their counterparts (in red color).

and efficient learning [28, 59, 29]. Considering both performance and code availability, we use the
online BLO7 [41, 19] as our baseline. Our approach, BADS, also falls under this category.

To ensure a fair comparison, we also introduce several baselines that train the backbone models
using different combinations of the meta set and training set: Mixing trains the model using a
combination of the train set Dt and the meta set Dm. Meta_Only trains the model exclusively on
Dm. Random_Select usesDm combined with a randomly selected subset fromDt. Duplicate_Meta
utilize Dt along with multiple copies of the meta set, duplicating Dm until it matches the size of Dt.

Note that, the selection ratio/sparsity level in AskLLM-O, ClassAct, Random_Select, BLO, and CDS
is the same as in BADS.8

3.2 Scenario 1: Data Balancing (MNIST)

Figure 3: The MNIST test accuracy
when trained with meta sets in vary-
ing sizes (x-aixs).

In this scenario, we assess the model’s capability to manage an
imbalanced train set, Dt. Despite being trained on this imbal-
anced dataset, the models are expected to perform effectively
on a balanced test set. Following the setup in [41], we use the
standard MNIST handwritten digit classification dataset [33] to
create a class-imbalanced binary classification task. A total of
5,000 images from classes 4 and 9 were selected as the train set
Dt, with class 9 dominating the training data distribution (4,975
examples) and class 4 having only 25 examples. A balanced
meta set Dm is created by selecting another 25 examples from
each of these two classes, ensuring no overlap between Dt and
Dm. The models are tested on the original MNIST test set,
including only classes 4 and 9.

In this scenario, the loss function is defined using the standard binary cross-entropy loss. Following
[41], all classification models are LeNet5 [32]. The training is conducted on a single GPU, using
SGD with a fixed learning rate of 1e-3 and a mini-batch size of 100, over a total of 15,000 steps. In
BADS, the weight network is implemented as a single-layer Feedforward Neural Network (FNN)
with a sigmoid activation function. It takes the top-layer image embeddings from LeNet5 as input

7https://github.com/danieltan07/learning-to-reweight-examples.git
8We acknowledge the existence of recent work on DPS with [57, 7] or without [59, 40] meta-data alignment.

However, all these studies use two-stage pipelines, where data points are selected offline and then used in the
final model training. Since our approach employs an online selection method, i.e. dynamically selecting data
while the model is under training, we have only chosen baselines that follow the same style.
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and outputs a weight wi ∈ [0, 1] for each image. The learning rate for the weight network is 1e-3
and the target sparsity level β is 0.005. Other hyperparameters, including those in the baselines, are
detailed in Table 3 (Appendix E).

3.2.1 Experiment Results and Ablation Study
The classification accuracy is presented in the top-left plot in Figure 2. All approaches, except for
Mixing and ClassAct, achieve over 90% accuracy even when trained with a highly imbalanced train
set. Meta_only demonstrates that training with a small amount of balanced data yields significantly
better performance compared to training with a larger but imbalanced training set (Mixing). Both
BLO and BADS outperform non-DPS baselines in terms of both accuracy and convergence speed,
with BADS further outperforming BLO by a noticeable margin. CDS underperforms all the non-DPS
baselines, which we believe is due to the mini-batch-level discrete data selection. When dealing with
an extremely imbalanced train set, it is possible that the minority class might not be present in some
mini-batches. Under these circumstances, the model is compelled to learn from the top examples
from the majority class in each mini-batch, potentially leading to biased training outcomes. The
top row in Figure 13 and the left plot in Figure 14 (Appendix F) visualizes the weights assigned to
the examples in each mini-batch by DPS approaches. All methods, except forClassAct, effectively
assigns higher weights to the minority class than to the majority class, thereby directing the classifiers
to focus more on the minority class in training.

We further evaluate the models’ performance using meta sets Dm of various sizes, with 5, 10, 25,
and 50 examples per class included.9 As illustrated in Figure 3, with a very limited number of meta
examples (5 per class), only BADS and BLO achieve over 90% accuracy on the balanced test set.
As the number of available meta data increases, BADS consistently leads in performance. However,
when sufficient meta data is provided, the gap between BADS and the other approaches narrows.

3.3 Scenario 2: Data Denoising (CIFAR)

Figure 4: The CIFAR test accuracy
when trained with 80% noisy data.

In this scenario, we evaluate the model’s ability to manage a
noisy train set Dt. Although the models are trained using a
dataset with significant noise, they are anticipated to perform
well on a clean test set. Our experiment utilizes the standard
CIFAR 10-class classification dataset [30]. Following the stan-
dard CIFAR train/validation set split ratio, we first create a
clean and balanced meta set Dm by randomly sampling 1000
examples from each class in the training data. Then, we use the
remaining 40,000 examples to create a noisy train set Dt by
introducing noise based on the symmetric noise injection setup
described in [37, 8, 21]. We set the noise ratio to 0.5 and use
the original CIFAR-10 test set in testing.

We use ResNet32 [23] as the backbone classification model. Training is performed on a single GPU
using SGD with a fixed learning rate of 1e-1 and a mini-batch size of 120 over 20,000 steps. The
loss function is the standard multi-class cross-entropy loss. For BADS, the weight network structure
retains the same as in scenario 1. However, in this scenario, data point weighting takes into account
both the image and its associated label. We represent each label using a one-hot embedding, which
is then concatenated with the top-layer image embeddings from ResNet32 and fed into the weight
network. The learning rate for the weight network is set to 1e-4. Note that in Eq 7, the gradient of
θ become large if Nt is big. Therefore, we reduce the learning rate of the backbone classification
model to 1e-4. The target sparsity level β is set to 0.8.10.

3.3.1 Experiment Results and Ablation Study
The classification accuracy is shown in the top-middle plot in Figure 2. All methods, except for the
BLO approach11, manage to achieve over 60% accuracy, even using a train set contaminated by 50%.

9Since ClassAct uses a similar approach to CDS but performs worse, we exclude it from this ablation study.
10Besides the primary results, we also present results for asymmetric noise in the top right plot of Figure 11

(see Appendix F.1). Additionally, we explore performance variations by substituting the weight network with the
individual weights strategy outlined in [41] (refer to Appendix F.2).

11The convergence of BLO is slower than that of other approaches. To further explore this, we conduct an
ablation study to compare the learning curves for all methods in Appendix F.1.
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Notably, CDS, ClassAct and BADS deliver the highest three performances, with BADS surpasses all
other methods by a noticeable margin. The bottom row of Figure 13 and the middle plot of Figure 14
(Appendix F) visualizes the weights allocated to the examples in each mini-batch by DPS approaches.

Figure 5: The CIFAR test accuracy
when trained with 20% noisy data.

All methods, except for ClassAct, consistently gives lower
weights to the noisy examples, guiding the classifiers to dis-
regard the noisy examples during training. ClassAct assigned
lower weights to the noisy examples during the initial stages of
training. However, these weights exceeded those of the clean
examples in the later phases of training. Interestingly, this
behavior did not significantly impact the model’s performance.

If we raise the noise label ratio in the train set to 80% (Figure 4),
both BLO and BADS still lead the performance, with BADS
exceeds BLO and non-DPS approaches by 15% and 20% in
classification accuracy, respectively. CDS does not exceed the
performance of non-DPS approaches and starts to overfit on the noisy data after 15,000 training steps.
When we lower the noise label ratio to 20% (Figure 5), all methods achieve a classification accuracy
of around 80%. Although BADS continues to outperform both DPS and non-DPS approaches, the
lead is narrower.12

3.4 Scenario 3: Efficient Learning (WebNLG)
In this scenario, we assess the model’s ability to adapt to new domains with very few data points. To
demonstrate the robustness of BADS across various research topics and backbone models, we focus
on the Natural Language Generation (NLG) task in this section. NLG [18, 12] aims to accurately
generate textual descriptions from input tuples. An example is shown in Figure 7 (Appendix D). The
English benchmark introduced in WebNLG 2020 [6] includes a training set spanning 16 domains and
a test set covering 3 different domains (for details, check Appendix D). We use the original training
set (14,239 examples) as our train set Dt, and create a single clean and balanced meta set Dm by
randomly sampling 30 examples from the WebNLG 2020 validation set in each test domain.

All backbone models are the encoder-decoder T5-small [26]. Training is on a single GPU using Adam
with a fixed learning rate of 3e-5 and a mini-batch size of 20 over 40,000 steps. The loss function is
the standard negative log likelihood loss. In BADS, the weight network structure remains the same
as in scenario 1. Its input is the embedding of the input sequence, represented by the contextual
embedding of the “[EOS]” token, and the learning rate is set to 1e-4. The sparsity level β is 0.05.

3.4.1 Experiment Result

Methods Mem (MB) Time (s)
Base 9184.4 61.2
BLO 22361.3 113.48
CDS 9183.9 62.0
-weight calc – +700.0
ClassAct 34821.36 269.81
AskLLM-O 32908.89 115.24
-LLM call – +13932
BADS 14694.58 61.03

Table 1: The average GPU memory and
time usage over 100 steps. “Base” repre-
sent all non-DPSs.

The BLEU scores are displayed in the top-right plot of
Figure 2. BADS leads the performance, achieving a 2
BLEU score advantage over the second-best system, Dupli-
cate_Meta, and surpassing the remaining systems by more
than 5 BLEU scores. The other three DPS approaches do
not distinguish themselves from the non-DPS methods.

In this scenario, we opt for a more controlled examination
of data selection effectiveness due to the big amount of
domains in the train set13. We select three occupation-
centric domains—Athlete, Politician, and Astronaut—as
our test domains. Additionally, we create a meta setDm by
randomly selecting 50 examples in each of these domains
from their WebNLG 2020 validation set. We then choose two distinct domains, Artist and City, for
training. Artist, as another occupation-centric domain, shares a similar schema and vocabulary with
the test domains, whereas City does not. Ideally, DPS should prioritize the Artist examples over
those from City. The BLEU scores for text descriptions generated by the DPS methods are shown in
Figure 12 (Appendix F). These results reinforce the findings from the original experimental setup,
with BADS outperforming both BLO and CDS by over 10 BLEU scores. The weights given to the

12ClassAct uses a similar approach to CDS and has similar results. We exclude it from this ablation study.
13Given that the train set spans 16 domains, it is difficult to assess the adequacy of the data selection behavior.

We still show the weighting plots for the 16 domain in the bottom row of Figure 13 in Appendix F.
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examples in each mini-batch are visualized in the bottom row of Figure 2. BADS effectively prioritizes
the examples in the Artist domain. Instead, BLO fails to differentiate between the two domains, and
CDS incorrectly weights the opposite domain higher. This illustrates that the effectiveness of DPS is
linked to the overall performance of the models.

3.4.2 Latency
We evaluate the average GPU memory and time consumption using the WebNLG task. Table 1 shows
that the training time for BADS and CDS is similar to that of non-DPSs, while BLO and AskLLM-O
takes nearly twice as long, and ClassAct takes even longer. Note that CDS and AskLLM-O requires
additional time to weight examples in the train set. Given that the WebNLG 2020 train set consists of
35,426 examples, we execute the weighting with a batch size of 20, CDS takes a total of 700 seconds.
For larger-scale tasks, such as foundation model fine-tuning (Section 4), the weighting process is
estimated to consume approximately 22 hours per 1 million training examples. The offline scoring in
AskLLM-O takes around four hours in our setup on a single NVIDIA A40 GPU. In terms of memory
usage, CDS aligns with non-DPS approaches, while BADS and BLO require approximately 1.5 and
2.5 times more GPU memory, respectively. ClassAct and AskLLM-O takes even more GPU memory.

4 Use Case: Large Language Model Instruction Fine-tuning

Methods MMLU ARCc ARCe HellaSwag
Mixing 25.16 33.79 64.65 51.97
Meta_Only 25.51 32.08 52.23 52.07
Random_Select 25.62 28.92 66.75 51.83
Duplicate_Meta 25.30 33.28 65.15 52.76
CDS 25.62 21.16 60.14 51.68
ClassAct 24.90 31.91 67.34 52.09
AskLLM-O 25.55 35.15 66.88 53.71
BADS 26.59 34.39 67.00 52.91

Table 2: Test accuracy of LLMs across four popular bench-
marks in eval-harness [17]. Checkpoint selection is using
next token prediction accuracy as the selection metric. Mix-
ing represents standard IFT.

Instruction Fine-tuning (IFT) for
LLMs is a practical application where
all three mentioned scenarios are en-
countered simultaneously. IFT data
can be acquired through prompting
LLMs [52, 48, 56], gathering existing
Natural Language Processing (NLP)
benchmarks [35, 54, 50, 43, 53, 38,
56], or employing human annotation
[52, 63, 48]. Noise is likely to accu-
mulate during each of these data col-
lection methods. Furthermore, since
NLP benchmarks often vary greatly
in size, the IFT data typically lacks
balance. Additionally, the IFT data does not include data points from the downstream tasks, leading
to domain shift in testing.

We use the same IFT data as [57, 51] as our train set Dt, which is a mix of FLAN V2 [35], COT [54],
DOLLY [10], and OPEN ASSISTANT 1 [31]. Following [57, 5], we focus on four downstream tasks:
MMLU [24], which consists of multiple-choice questions across 57 sub-tasks, ARC-challenge/-easy
[9], and HellaSwag [61]. Following [57], 5 examples were selected from each sub-task to create the
meta set Dm for MMLU, totaling 285 examples. Additionally, following [5], for the other tasks, we
randomly chose 25 examples from their validation set to create the respective meta sets. To facilitate
checkpoint selection, we additionally create a validation set of equivalent size to the meta sets.

Due to limited computational resources, we use OpenLLaMA 3B 14 as the backbone model. Training
uses one A40 GPU utilizing Adam with a fixed learning rate of 3e-5 and a mini-batch size of 3.
In BADS, while the weight network remains the same as described in scenario 3, we modify the
input to be the average contextual embedding of all tokens in the sequence. The sparsity level β
is 0.05. Results are presented in Table 2. We excluded BLO from this experiment due to their
prohibitive GPU memory usage. Given that the training data for the Mixing baseline predominantly
consists of IFT data points, it is considered as a standard IFT process. Table 2 indicates that while
individual methods may excel in specific tasks, none of the non-DPS baselines nor the CDS and
ClassAct consistently surpass the others across all downstream tasks. However, BADS stands out
by consistently outperforming all other baselines across every task, except for AskLLM-O, which,
as indicated in Table 1, demands significantly more computational resources. According to Table 4
(Appendix F) BADS prefers the human-written-from-scratch, OPEN ASSISTANT 1 and DOLLY,
over the rest two created using existing benchmarks.

14https://huggingface.co/openlm-research/open_llama_3b_v2
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To facilitate the use of our proposed datapoint selection method, we provide comprehensive guidelines
for hyperparameter tuning in Appendix E. We also include an in-depth discussion and ablation study
on the influence of hyperparameters on the method’s effectiveness.

5 Related Work
Recent works on DPS broadly fall into four categories: i) Approaches based on meta learning (or
BLO), ii) Gradient-based methods, iii) Methods based on domain adaptation and transfer learning
methods, and iv) General sample reweighing strategies.

•Meta learning (BLO) approaches. The DPS can be formulated as a meta learning BLO problem
where the outer loss is defined with the training data selection variables, and the inner optimisation is to
minimize the model’s loss with the selected data [19, 15, 41, 45, 62]. These methods vary in the choice
of their outer optimization variables: either directly using the data point weights [41, 45, 19] or mini-
batch samplers [15]. To solve the BLO, most approaches rely on computing meta-gradients via reverse
mode differentiation [45, 62] while some works utilised reinforcement learning techniques [15]. All
these BLO-based methods are computationally demanding with large memory footprint, hindering
them from being applied to large-scale models/data.

• Gradient-based methods. The key idea is to measure the importance of training data points
based on the alignment scores between the loss gradients on training and meta data points. The
rationale behind the gradient alignment can be theoretically underpinned by the BLO perspective. As
shown in [41], the one-step inner loss update with zero initial weights in BLO reduces to the gradient
alignment (cosine angle) between the train and meta data points [57]. However, the method in [57]
requires evaluating and storing gradients of the entire training data points, thus computationally
expensive. Furthermore, the final solution may not be optimal since the gradient computation is done
with an initial network that is warm-up trained with a random subset of the training data. In [16] the
weights are optimised by the expected gradient norms during the network training, which serves as a
proxy for the importance of data points. In [28] they find the subsets that closely match the gradient
of the training and meta sets using an orthogonal matching pursuit algorithm. Under online continual
learning setup [2], they formulate sample selection as a constraint reduction problem based on the
constrained optimization view of continual learning.

• Domain adaptation and transfer learning methods. Selecting a subset of the train set that are
best aligned with the in-domain meta set can be naturally seen as domain adaptation and transfer
learning. In the NLP community, [1] finds that the large language models implicitly learn sentence
representations that cluster by domains without supervision, while in [20], they show the effectiveness
of domain-adaptive pre-training with data augmented using simple data selection strategies. In [39]
they proposed domain adaptive transfer learning which computes the importance weights on the target
dataset from the ideas in domain adaptation and estimation of the label distribution. In multi-task
transfer learning community, some previous works identify the detrimental effects of the gradients
from different tasks, and propose strategies to mitigate the conflicting gradients issue [60, 11, 34].

• General sample reweighing strategies. Since DPS essentially involves finding the optimal
reweighed distribution with the underlying domain itself unchanged, several approaches aim to
tackle the problem via importance sampling techniques. In [27] they derive a tractable upper bound
to the per-sample gradient norm, and derive an estimator of the variance reduction achieved with
importance sampling. The curriculum learning [3] is also closely related as one can design an optimal
schedule of the successive training distributions. For instance, in [44] they introduce the so-called
data parameters, associating samples and classes in the train data with learnable parameters, which
governs their importance in the learning process within the curriculum learning framework.

6 Conclusion
We revisited the DPS problem from the perspective of Bayesian learning. By treating the neural
network of interest, as well as an auxiliary weighting neural network as random variables and inferring
their joint posterior using SGLD, we achieve a simple and effective approach to data reweighting that
is more reliable and scalable than BLO alternatives. Our framework is straightforwardly applicable to
learning with data imbalance, label noise, and automating auxiliary data curation. We demonstrate our
framework can apply to automating curation of the wide variety of auxiliary instruction fine-tuning
data available for billion-scale language models. Overall this demonstrates a promising new kind of
approach to the growing need for data optimization in neural network learning.
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Limitations

Our proposed BADS algorithm has the following limitations, which we plan to address as our future
work.

1. There are several hyperparameters involved, which need to be carefully tuned for best perfor-
mance. These include: the sparsity level parameter β, the relative impact constants ρ’s of the
objective terms in our SGLD update (detailed in App. E), and the standard hyperparameters
(e.g., batch size, learning rates, weight decay). Some of these hyperparameters may be
optimised via Bayesian model selection in a principled manner. For instance, the sparsity
level β can be regarded as a latent random variable (a part of the model) with a proper prior
distribution imposed on it, and we can do posterior inference of β (or marginalise it out)
together with w and θ in our SGLD update equations. We will pursue this in our future
study.

2. Although our method is computationally far more efficient than BLO and some other DPS
approaches, its GPU memory footprint is demanding compared to non-DPS algorithms. This
mainly originates from the entire weight variables or the whole weight network parameters
loaded/maintained in the memory for frequent updates. One possible workaround is to
load only the weight variables that are assoicated with the current minibatches. We will be
investigating this code optimisation further in our ongoing future study.
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Appendix

A Posterior Derivation for Eq. 4

From the graphical model in Fig. 1, we exploit the conditional independence Dm ⊥ (w,Dt) | θ.

p(θ, w|Dt, Dm) =
p(θ, w,Dm|Dt)

p(Dm|Dt)
(10)

=
1

p(Dm|Dt)
· p(w) · p(θ,Dm|w,Dt) (11)

=
1

p(Dm|Dt)
· p(w) · p(Dm|θ, w,Dt) · p(θ|w,Dt) (12)

=
1

p(Dm|Dt)
· p(w) · p(Dm|θ) · p(θ|w,Dt) (13)

∝ ·p(w) · p(Dm|θ) · p(θ|w,Dt) (14)

In (13) we use Dm ⊥ (w,Dt) | θ, and in (14) 1
p(Dm|Dt)

is regarded as constant for it has nothing to
do with θ and w.

B Posterior Derivation for Weight Network Cases

Here we provide posterior derivation for the weight network case wi = w(zti ;ϕ). First, the weights
become a deterministic function of Dt and ϕ (here ϕ = weight network parameters) as shown in
Fig. 6(a). But since w is a deterministic function of ϕ and Dt, we can simplify it by having w
absorbed into ϕ while introducing conditional dependence (an arrow) from Dt to ϕ, as depicted in
Fig. 6(b). Note that Dt is always given, we treat ϕ as a random variable, and wherever wi appears,
we replace it by w(zti ;ϕ). More specifically, we make the following changes to the equations in the
weight net scenario:

Eq. 2: p(θ|ϕ,Dt) ∝ p(θ) ·
∏Nt

i=1 p(w(z
t
i ;ϕ), z

i
t|θ)

Eq. 8: p(ϕ|Dt) ∝ e−(
∑

i w(zt
i ;ϕ)−⌊Ntβ⌋)2/2σ2

Eq. 4 (with detailed derivations):

p(θ, ϕ|Dt, Dm) =
p(θ, ϕ,Dm|Dt)

p(Dm|Dt)
(15)

=
1

p(Dm|Dt)
· p(ϕ|Dt) · p(θ,Dm|ϕ,Dt) (16)

=
1

p(Dm|Dt)
· p(ϕ|Dt) · p(Dm|θ, ϕ,Dt) · p(θ|ϕ,Dt) (17)

=
1

p(Dm|Dt)
· p(ϕ|Dt) · p(Dm|θ) · p(θ|ϕ,Dt) (18)

∝ ·p(ϕ|Dt) · p(Dm|θ) · p(θ|ϕ,Dt) (19)

Eq. (5): [θ, ϕ] ← [θ, ϕ] + η
2∇θ,ϕ log p(θ, ϕ|Dt,Dm) + ϵ

√
η, ϵ ∼ N (0, I)

Eq. (6): θ ← θ+ η
2∇θ

(
log p(θ)−Nt·Ei∼Bt

[
w(zti ;ϕ)·l(zti ; θ)

]
−Nm·Ej∼Bm

[
l(zmj ; θ)

])
+ ϵθ
√
η

Eq. (7): ϕ ← ϕ+ η
2∇ϕ

(
log p(ϕ|Dt)−Nt ·Ei∼Bt

[
w(zti ;ϕ)·l(zti ; θ)

])
+ ϵϕ
√
η
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(a) (b)

Figure 6: Graphical models when the weight network is adopted. (a) One possible representation. (b)
More simplified representation by absorbing w into ϕ using deterministic w = weightnet(zti ;ϕ). See
texts for details.

C Convergence Analysis

Assumption C.1 (Adjusted from Assumption 4.3 in [64]). There exists m > 0 and b ≥ 0 such that〈
∇θ,w log p(θ, w|Dt, Dm),

[
θ
w

]〉
≥ m

∥∥∥∥ [θw
] ∥∥∥∥2

2

− b (20)

holds for any θ, w.

Assumption C.2 (Adjusted from Assumption 4.4 in [64]). Any minibatch gradient of the log-
posterior is Lipschitz continuous. That is, there exists a constant L such that for any zti ∈ Dt and
zmj ∈ Dm,∥∥∥∥∇θ,w

(
log p(w) + log p(θ)−Ntwil(z

t
i ; θ)−Nml(zmi ; θ)

)
−

∇θ′,w′

(
log p(w′) + log p(θ′)−Ntwil(z

t
i ; θ

′)−Nml(zmi ; θ′)
)∥∥∥∥

2

≤ L

∥∥∥∥ [θw
]
−

[
θ′

w′

] ∥∥∥∥
2
(21)

holds for any θ, w, θ′, w′.

Theorem C.3 (Adjusted from Theorem 4.5 in [64]). Let d = dim(θ) +Nt, B be the batch size, and

ρ be the Cheeger constant. For any ϵ ∈ (0, 1), with the initial iterate satisfying p

(∥∥∥∥ [θinitwinit

] ∥∥∥∥ ≤
R/2

)
≤ ϵ/16 for R = R(ϵK−1/12), and step size η = Õ(min{ρ2d−2, B2ρ2d−4}), the distribution

µSGLD
K of the K-th iterate in our SGLD iterations Eq. (6–7) satisfies:∥∥µSGLD

K − p(θ, w|Dt, Dm)
∥∥
TV
≤ λ(1− C0η)

K +B−1C1η
1/2 + C2η

1/2 + ϵ/2 (22)

for some constant λ > 0, C0 = Õ(ρ2), C1 = Õ(Rdρ−1), C2 = Õ(dρ−1). Here ∥ · ∥TV stands for
the total variation distance, and R is defined as:

R(z) = max

{
625d log(4/z)

m
,
4d log(4L/m) + 4b

m
,
4d+ 8

√
d log(1/z) + 8 log(1/z)

m

}1/2

.

(23)

D Details of the Tasks

WebNLG 2020 We use the release_v3.0_en version of WebNLG benchmark. Domains in training
set are: Building, Astronaut, City, University, MeanOfTransportation, SportsTeam, Food, Artist,
Company, ComicsCharacter, Monument, Airport, Politician, Athlete, WrittenWork, CelestialBody.
Domains in test set are MusicalWork, Scientist, Film.
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Figure 7: An example of Natural Language Generation.

E Details of the Experiments

E.1 Hyperparameters Details

To enhance flexibility in managing the training process, we incorporate ρtθ, ρmθ , and ρtw into Eq 7 as
follows:

θ ← θ +
η

2
∇θ

(
log p(θ)− ρtθNt ·Ei∼Bt

[
wi ·l(zti ; θ)

]
− ρmθ Nm ·Ej∼Bm

[
l(zmj ; θ)

])
+ ϵθ
√
η

(24)

w ← w +
η

2
∇w

(
log p(w)− ρtwNt ·Ei∼Bt

[
wi ·l(zti ; θ)

])
+ ϵw

√
η (25)

The training hyperparameters for BADS and CDS are shown in the table below. Other hyperparame-
ters have been shown in the main paper.

BADS η ρtθ ρmθ ρtw σ β savg CDS rfloor H lr_halv
MNIST 1.0 1.0 1.0 1.0 5e-5 * Nt 0.005 10 MNIST 0.005 1000 5000
CIFAR 1.0 0.1 1.0 1.0 5e-5 * Nt 0.8 10 CIFAR 0.8 15000 10000
WebNLG 1.0 1.0 1.0 1.0 1e-5 * Nt 0.05 10 WebNLG 0.05 6700 20000
LLMs 1.0 0.5 1.0 1.0 1e-3 * Nt 0.05 10 LLMs 0.05 4200 15000

Table 3: Hyperparameters for all experiments.

E.2 Guildline for Hyperparameters Tuning

There are two primary sets of hyperparameters in BADS:

• hyperparameters for model’s parameters update: η, ϵθ, ϵw, ρtθ, ρmθ , and ρtw (Eq. 24-25),
• hyperparameters for the prior distribution of the example weights, which are σ, β, savg (Eq. 8-9).

In general,

• we set η to 1 and kept the Gaussian noise small with ϵθ and ϵw equal to 1e-5;
• ρtw is set to 1;
• we set ρmθ to 1 and primarily adjust ρtθ;
• in most cases, ρtθ is simply set to 1. However, if the training set contains noise—where the

ground truth labels might be incorrect—the loss from the training examples, particularly in the
early stages of training, may be unreliable. In such cases, we decrease ρtθ;

• savg should not be too large, as it may incorporate outdated weights from earlier training steps.
We set it to 10;

• we select β based on the proportion of training data we consider beneficial for the downstream
tasks. For the LLMs Instruction Fine-tuning experiments, we adopt the same ratio used in the
previous studies [52, 46].

• σ controls how tightly the weights should match β. We set σ based on our confidence in the
selection ratio β: a smaller σ indicates greater confidence in β.
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• data denoising scenario is a bit special, Eq 7 shows that high losses from the training batch push
the example weights w toward 0. With a high noise rate (50% and 80%), the training batch
losses remain high throughout the training process. To prevent the weights w from collapsing to
0, we use a high selection ratio β and a low σ.

E.3 Ablation study: Influence of the impact constants σ and sparsity level β.

Impact constant σ Higher σ causes the example weights w to drift away from β, occasionally
collapsing to 0, and may result in incorrect example weights (see Figure 8). The right column in
Figure 11 shows that in all three proof-of-concept scenarios, the models achieve similarly good
performance when σ is reduced to around 10−5.

Sparsity level β In both WebNLG and MNIST scenarios, high β leads to incorrect example weights
(see Figure 9). Conversely, due to the reason we mentioned above, in data denoising (CIFAR)
scenario, lower β leads to incorrect weights. The left column in Figure 11 shows that the backbone
models’ performance significantly declines in both the WebNLG and MNIST scenarios when the
example weights are incorrect. In the CIFAR scenario, the impact is less pronounced.

Figure 8: Varying the impact constant σ. The data denoising scenario is conducted on CIFAR-
10 with 50% noisy data, while the sparsity level β is maintained at 0.8, consistent with the main
experiments. From left to right, σ decreases from 0.5 to 5 × 10−5. When σ = 0.5, the weighting
network assigns higher weights to the noisy examples. At σ = 0.05, it assigns similar weights to
both noisy and clean examples. Only when σ is sufficiently low (≤ 5× 10−5) does the model assign
distinctly higher weights to the clean examples.

Figure 9: Varying the sparsity level β. This efficient learning scenario is conducted on WebNLG
training with two domains: City and Artists. Since Artists has greater overlap in schema and
vocabulary with the downstream domains, the model should assign higher weights to examples from
this domain. The impact constant σ is maintained at 1× 10−5, consistent with the main experiments.
As β decreases from 0.8 to 0.05, the weighting network behaves as follows: at β = 0.8, it assigns
higher weights to the City domain; at β = 0.2, it assigns similar weights to both domains; and at
β = 0.05, it assigns significantly higher weights to the Artists domain.

F Analysis of Main Results

F.1 Learning Curves Study

The experimental results discussed in Section 3.3.1 demonstrate that BLO converges more slowly
compared to other approaches. In this section, we aim to examine the learning curves of DPS
approaches, as illustrated in Figure 11. The trends for each approach appear consistent across both
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Figure 10: Model’s performance in the three proof-of-concept scenarios with different β and σ.

symmetric and asymmetric noise experiments. The convergence rate of BADS aligns with that of non-
DPS approaches, whereas CDS converges faster than BADS, and BLO converges significantly slower.
In the asymmetric noise experiments, overfitting is less pronounced compared to the symmetric noise
experiments, where after 50,000 training steps, the test accuracy for all approaches decreases. BLO
and BADS exhibit a notably slower rate of overfitting compared to other methods. Conversely, CDS
overfits more quickly than non-DPS approaches, resulting in significantly lower test accuracy even
compared to the non-DPS methods.

F.2 Individual Scalar Weights vs. Weight Network

In [41], each training example is associated with a learnable scalar weight. The scalability issues
of this method compared to the weight network used in BADS are detailed in Section 2.4. In this
section, we examine the CIFAR-10 denoising task to assess performance differences that result from
replacing the BADS weight network with the individual weights strategy described in [41]. From the
top row of Figure 11, it is evident that the performance of BADS with scalar weight (referred to as
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Figure 11: This graph shows the test/train accuracy over 200K training steps. The x-axis denotes the
training steps, and the y-axis indicates the accuracy levels. The top row displays the testing accuracy,
while the bottom row shows the training accuracy. In the left column all models are trained using train
set contaminated by 50% symmetric noise. While, in the right column, the train set contaminated by
40% asymmetric noise.

Bayesian_per_sample in the legend) slightly surpasses that of the original BADS (labeled as Bayesian
in the legend).

IFT sets Avg Example Weights
OPEN ASSISTANT 1 [31] 0.0063
DOLLY [10] 0.0025
Flan-V2 [35] 0.0023
CoT [54] 0.0005

Table 4: The average scores IFT examples get from BADS.
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Figure 12: Scenario 3, domain adaptation using WebNLG benchmark. This plot shows the BLEU
scores on WebNLG benchmark. All DPS models are trained on 2 domains, Artist and City, and tested
on other 3 domains – Athlete, Politician, and Astronaut. The x-axis represents the training steps,
while the y-axis shows the evaluation metric, BLEU.

Figure 13: Proof-of-Concept experiment supplementary results. All plots illustrate the average
weights of data points within mini-batches during the last 2000 training steps, with the x-axis
representing the training steps and the y-axis showing the average weights. Classes depicted in blue
are expected to receive higher weights compared to those in red. The top row displays the MNIST
experiments from scenario 1, the middle row shows the CIFAR experiments from scenario 2, and
the bottom row features the WebNLG experiments from scenario 3. The left, middle, and right
columns correspond to BADS, BLO, and CDS, respectively.
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Figure 14: Proof-of-Concept experiment supplementary results. All plots illustrate the average
weights of data points within mini-batches during the training of ClassAct method, with the x-axis
representing the training steps and the y-axis showing the average weights. Classes depicted in blue
are expected to receive higher weights compared to those in red. The left plot displays the MNIST
experiments from scenario 1, the middle plot shows the CIFAR experiments from scenario 2, and the
right plot features the WebNLG experiments from scenario 3.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We have included our main claims in the abstract and introduction that
accurately reflect the paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed several limitations of the current work, together with
workarounds and our plans to address them in our future work. Please see the Limitations
section right before the References.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have described all the information needed to reproduce the main experi-
mental results of the paper to the extent that it affects the main claims and conclusions of
the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We plan to release code, with sufficient instructions to faithfully reproduce the
main experimental results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The paper specifies all the training and test details necessary to understand the
results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The results are accompanied by error bars wherever possible.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The information on the computer resources needed to reproduce the experi-
ments is described in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The paper presents work whose goal is to advance the field of Machine
Learning. At this point we do not see any negative impacts of the current work on society.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The authors cite the original papers that produced the code package or dataset
under proper licenses.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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