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Abstract

We propose a multi-agent debate as optimiza-001
tion (DAO) system for event extraction, where002
the primary objective is to iteratively refine003
the large language models (LLMs) outputs004
through debating without parameter tuning. In005
DAO, we introduce two novel modules: the006
Diverse-RAG (DRAG) module and the Adap-007
tive Conformal Prediction (AdaCP) module.008
DRAG systematically retrieves supporting in-009
formation that best fits the debate discussion,010
while AdaCP enhances the accuracy and re-011
liability of event extraction by effectively re-012
jecting less promising answers. Experimental013
results demonstrate a significant reduction in014
the performance gap between supervised ap-015
proaches and tuning-free LLM-based methods016
by 18.1% and 17.8% on ACE05 and 17.9%017
and 15.2% on CASIE for event detection and018
argument extraction respectively.019

1 Introduction020

Event extraction (EE) (Grishman, 1997; Chinchor021

and Marsh, 1998; Ahn, 2006) involves identify-022

ing and categorizing event mentions, expressed023

through trigger tokens and participants in natural024

language text. Recent studies show that leveraging025

Large Language Models (LLMs) has led to remark-026

able advancements in numerous applications (Tou-027

vron et al., 2023a; Zhang et al., 2022; Anil et al.,028

2023; OpenAI, 2023b,c). Their potent natural lan-029

guage understanding capabilities are generic and030

adaptable to nearly any open domain. However,031

a significant gap remains for event extraction be-032

tween advanced tuning-based approaches (Wadden033

et al., 2019; Lin et al., 2020; Hsu et al., 2022b; Du034

and Cardie, 2020; Wang et al., 2022; Zhao et al.,035

2023) and approaches without tuning (Li et al.,036

2023a; Han et al., 2023; Wei et al., 2024).037

LLMs struggle to match the performance of038

tuning-based approaches due to several challenges.039

First, the inherent ambiguities and variations in040

event mentions present significant obstacles in ac- 041

curately identifying them. For instance, in the 042

phrase “pay the fines”, two potential questions 043

arise: whether the event type should be classified 044

as a Transfer-Money or Fine event and whether 045

the event trigger should be “pay” or “fines”. Sec- 046

ond, existing solutions fail to efficiently incorpo- 047

rate domain-specific knowledge, such as extensive 048

event schemas. While a common solution is to 049

enumerate event schemas into the prompt (Lin 050

et al., 2023; Wang et al., 2023c), LLMs can strug- 051

gle to fully comprehend and utilize this informa- 052

tion. Lastly, unlike tuning-based methods that can 053

leverage annotated data, such as ACE05 (Linguis- 054

tic Data Consortium, 2005) and ERE (Song et al., 055

2015), to learn implicit statistical features and re- 056

solve nuanced semantic differences, LLMs are dif- 057

ficult to tune, even with small amounts of data, par- 058

ticularly without access to the model checkpoint. 059

To address these challenges, we introduce a 060

tuning-free multi-agent Debating-as-Optimization 061

(DAO) framework. This approach demonstrates 062

that event extraction answers can be gradually opti- 063

mized through debates among LLM agents without 064

domain-specific fine-tuning, allowing the system to 065

adapt effortlessly to new domains or ontologies. To 066

optimize the initial solution, we propose two novel 067

modules: the diverse retrieval augmented module 068

(DRAG) and the adaptive conformal prediction 069

module (AdaCP). The DRAG module dynamically 070

retrieves domain-specific data entries that best fit 071

the current points of disagreement. The AdaCP 072

model employs an adaptive conformal prediction 073

policy to progressively reject less convincing an- 074

swers based on the retrieved knowledge. The event 075

extraction answer is gradually refined through more 076

precise retrieval of domain-specific knowledge and 077

the application of stricter rejection rules. Our aim 078

is to demonstrate that the significant performance 079

gap can be narrowed with the proposed multi-agent 080

debate framework. 081
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The contribution of the proposed work includes082

• A novel multi-agent debate framework is in-083

troduced, which highlights the refining of event084

extraction answers through a debating process.085

• An Adaptive Conformal Prediction module,086

AdaCP, is proposed to systematically reject less087

convincing answers.088

• A Diverse-RAG Module (DRAG) is developed,089

featuring dynamic clustering techniques to accu-090

rately retrieve reference information crucial for091

achieving correct outcomes.092

• Though the performance gap against fine-093

tuning-based approaches persists, significant im-094

provements are achieved across various datasets.095

2 Related Work096

LLMs for Event Extraction Early studies (Gao097

et al., 2023; Li et al., 2023a; Wei et al., 2024; Han098

et al., 2023) utilized specific guidelines or instruc-099

tions to prompt the LLMs to directly perform in-100

ference on event extraction. However, the experi-101

mental results reveal that current LLMs may lack102

the comprehensive event schema knowledge nec-103

essary for extracting event information effectively104

from text. Recent investigations (Lin et al., 2023;105

Han et al., 2023; Guo et al., 2023) have delved into106

in-context learning, wherein task instructions and107

a few in-context examples are provided. However,108

their empirical results highlight a significant perfor-109

mance disparity between in-context learning and110

approaches relying on fine-tuning.111

Multi-agent System Multi-agent collaboration112

has drawn considerable attention benefit from113

the development of autonomous agents based on114

LLMs, including GPTs (Brown et al., 2020; Ope-115

nAI, 2023b,a,c), Antrophic LMs, LLaMAs (Tou-116

vron et al., 2023a,b), PaLM (Chowdhery et al.,117

2022; Anil et al., 2023), etc.. There are two cate-118

gories of interactions for multi-agent systems, co-119

operative interaction and adversarial interaction.120

Agents in cooperative interaction are carefully de-121

signed to serve their duties and work together to122

finish the task (Zhou et al., 2023; Wu et al., 2023;123

Park et al., 2023; Qian et al., 2023; Chen et al.,124

2023). On the other hand, adversarial interactive125

approaches are designed to derive accurate and con-126

sistent conclusions in a debating manner. Adver-127

sarial multi-agent debate systems mostly consist of128

multiple debaters (Du et al., 2023), with the choice129

to intergrate a summarizer (Chan et al., 2023), a130

judge (Liang et al., 2023), and a critic agent (Fu131

et al., 2023; Wang et al., 2023a). The challenge 132

in implementing a multi-agent debate system for 133

information extraction lies in determining how to 134

retrieve essential information and steer the discus- 135

sion effectively. 136

Retrieval Augmented Generation Retrieval 137

Augmented Generation (RAG) has proven to be 138

effective across various recent applications (Lewis 139

et al., 2020; Glass et al., 2022; Chen et al., 2022; 140

Siriwardhana et al., 2023; Chen et al., 2024). Ex- 141

isting RAG methods proposed advanced strategies 142

concerning what to retrieve and when to trust the 143

retrieved content. For example, (Li et al., 2023b) 144

and (Jiang et al., 2023) advocate for retrieval based 145

on the confidence level of the LLMs regarding the 146

content. (Zhang et al., 2023) propose a method 147

for progressively retrieving relevant code snippets 148

in code completion. Asai et al. (2024) and Wu 149

et al. (2024) suggest selecting retrieved content 150

depending on output quality, leveraging the self- 151

reflection and self-evaluation capabilities of the 152

LM. However, the exploration of progressively re- 153

trieving more fine-grained content to benefit com- 154

plex inquiries remains relatively unexplored. This 155

work takes one step forward by advocating retrieval 156

with conformal prediction and adaptively retrieving 157

more fine-grained content, consequently enhancing 158

decision-making processes. 159

3 Approach 160

In event extraction (EE), two sub-tasks are in- 161

volved: event detection (ED) and event argument 162

extraction (EAE). The proposed Debating as Op- 163

timization (DAO) framework tackles both ED and 164

EAE through a unified debating process, employ- 165

ing distinct task-specific prompts for each sub-task. 166

Detailed agent prompts are in Appendix B. 167

3.1 Problem Formulation 168

The task of EE is to identify event mentions within 169

a sentence, which consist of an event trigger and 170

related event arguments. In formal terms, given 171

a sentence w = {w1, ..., wn} and a specified tar- 172

get event type ei, an EE system aims to extract 173

the event trigger t and its associated argument 174

mentions a = {a1, ..., ag}. In this work, we fo- 175

cus on in-context learning (ICL) with M sam- 176

ple selection, where M indicates the maximum 177

number of examples to be included in the sys- 178

tem. Formally, in-context learning with M sam- 179

ple selection can be outlined as follows: given 180
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What is the event type? Which
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What are the related
arguments?

Agent B: I don't have
enough context to deter-
mine the event mentioned

Agent A: the sentence
mentions a potential
life-threatening event. 

Agent C: the sentence
mentions a potential life-
injure event. one or both
of them could die

AdaCP

DRAG

Critic: Life-threatening is not in the predefined event types, please ground it into
predefined type. There is no error in Agent C's answer.

Judge: Does the debate reach an agreement among agents? If so, exit and reply the
answer, otherwise, the debate continues.
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The sentence mentions a potential life-die event. The token "die" triggers the
event. One or both of Laleh and Ladan could die.
Event structure: {Event type: life-die; Trigger: die; Victim: Laleh and Ladan}

   Debate x N round   

AdaCP

DRAG
Sentence: U.S. Army's 7th Cavalry is in the forefront of U.S. 
troops since they left Kuwait and crossed the Iraqi desert 

the outbreak of the war

The U.S. Army's 7th Cavalry has ... they enter Baghdad

the outbreak of the war

The U.S. Army's 7th Cavalry 
the u.s. army's 101st division

they enter Baghdad

the u.s. army's 101st division

though , on the air war

Iraqis come close to the road

Iraqis come close to the road

moved ...

though , on the air war

Please indicate the event mentioned in the following sentence: Attempts by Laleh
and Ladan to have their operation elsewhere in the world were rejected, with
doctors in Germany saying one or both of them could die. 
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Figure 1: Debate As Optimization (DAO) framework

a sentence w, a dataset D, a set of M examples181

D(M) = {d1, ..., dm|m ≤ M} can be sampled as182

in-context examples for inference on each w. This183

is an instance-based in-context example selection184

setting designed to exploit the event extraction ca-185

pabilities and reasoning capabilities of LLMs with186

limited computation and without tuning.187

3.2 Debate as Optimization188

3.2.1 Debate Agents189

As shown in Figure 1, the proposed debate frame-190

work consists of four types of agents: the Debaters,191

the Critic, the Judge, and the Summarizer. Each192

debating agent role is designed to serve specific193

responsibilities to optimize the final solution. De-194

baters are the agents that generate opinions and195

defend or adjust opinions based on the given infor-196

mation. Given a specific question, the debaters first197

need to generate preferably different opinions. De-198

pending on the retrieved information, the debaters199

will also reason, defend, or adjust their solution.200

The Critic is asked to identify any potential errors201

that have been made by the debaters. The respon-202

sibility of the Judge is to determine whether the203

debaters have reached an agreement on their so-204

lution. The Summarizer collects all the pieces205

of commonly agreed solutions and formalizes the206

final solution.207

3.2.2 Multi-Agent Debate Process208

A single round of the debating process consists of209

four stages: Initial Opinion Rendering, Event Infor-210

mation Retrieval, Cross-Examination, and Judge- 211

ment. During the Initial Opinion Rendering stage, 212

we aim to collect diverse opinions from the de- 213

baters. This diversity can be achieved by setting dif- 214

ferent temperatures or leveraging different LLMs, 215

such as using ChatGPT and Gemini as debaters. 216

The prompt for this stage is outlined as follows: 217

Debater Prompt

Given sentence: **[SENT]** Answer the fol-
lowing question: [TASK_INSTRUCTION]

218

It is essential that responses are as accurate as pos- 219

sible; thus, detailed task instructions are preferred. 220

Next, we retrieve two categories of event infor- 221

mation for the Event Information Retrieval stage: 222

(1) The event definition and descriptions from the 223

event extraction guideline for every event type men- 224

tioned in the initial opinions, and (2) Examples re- 225

trieved by the proposed retrieval module (details 226

are in Section 3.2.4). The acquired knowledge will 227

then be broadcast to all the debating agents, exclud- 228

ing the Judge, since the Judge’s decisions should 229

be solely based on the consensus reached, rather 230

than the specific content of the discussion. 231

Every opinion rendered together with all the 232

retrieved event information will be validated by 233

an adaptive conformal prediction module, AdaCP, 234

which is described in Section 3.2.4. Agents whose 235

opinions have successfully passed AdaCP will pro- 236

ceed to the Cross-Examination (CE) stage. This 237
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process comprises two components: debaters en-238

gage in debates with each other, while the Critic239

agent identifies potential flaws in the debaters’ re-240

sponses. The prompt for the debaters in this stage241

is as follows:242

Debater CE Prompt

Carefully review the information in the event
definitions and retrieved examples. Defend
your answer, or update your answer.

243

The prompt for the Critic agent is designed to be244

more informative. Our preliminary studies show245

that it it beneficial to include some common mis-246

takes in event extraction would be helpful. For247

example, the CE prompt for the Critic in ED is as248

follows:249

Critic CE Prompt

After reviewing the event definition and exam-
ples, assess whether the identified event type
and event trigger align with the event occur-
rence in the sentence. Consider whether there
is any other event type that better matches the
event mentioned in the sentence. Respond suc-
cinctly with your judgment.

250

At the end of each round of debate, we ask the251

Judge agent to make a Judgement on whether we252

have reached a consensus on the debate topic or if253

further debate is required. For example, the judge254

prompt for ED is as follows:255

Judge Prompt

Do debaters and the critic reach an agreement
on event type and trigger extraction? If so,
reply in a table. The header of the table is |
event type | event trigger |. If disagree, require
reply: **No agreement, debate continues**. If
both debaters believe there is no event mention
involved, reply **No event**.

256

A round of debate concludes either when the max-257

imum number of rounds is reached or when the258

judge decides an agreement has been reached. If an259

event type and event trigger are identified during260

the ED procedure, the system proceeds to debate261

argument extraction. Otherwise, it skips argument262

extraction.263

3.2.3 Diverse-RAG 264

The Diverse-RAG (DRAG) module dynamically 265

retrieves event related data entries that best fit the 266

current points of disagreement. It is crafted around 267

four key principles: (1) Distance. To enhance the 268

informativeness of retrieved examples, we priori- 269

tize semantic proximity. Utilizing a sentence en- 270

coding method emb(·), we encode both the input 271

context x and reference texts Y = {yj}
Nref

j=0 272

x = emb(x),Y = {emb(yj)}
Nref

j=0 273

The retrieval module then selects the top-K sen- 274

tences closest in semantic representation. In our ex- 275

periments, we set K to 128. (2) Diversity. Within 276

the Top-K retrieved reference texts, some exam- 277

ples may share common information that is not 278

necessarily pertinent to the target event. For in- 279

stance, identical long entity spans can inflate simi- 280

larity scores. To address this, we employ clustering 281

to group similar examples, mitigating redundancy. 282

The clustering operation can be expressed as 283

min

K∑
j=1

dis(cp, yj)
2 284

s.t. dis(cpi , cpj ) > µ 285

where µ is the clustering threshold. Exclusively 286

one data entry from each cluster can be selected to 287

be included in reference sentences for the current 288

round. Additionally, the closest M data points from 289

M distinct clusters are selected as the final refer- 290

ence data entries. (3) Polarity. Effective event ex- 291

traction requires consideration of both positive and 292

negative reference event mentions. For instance, 293

a token like "meeting" may or may not trigger a 294

specific event category. Therefore, both positive 295

and negative event mentions are included in the re- 296

trieval. (4) Adaption. We conceptualize debating 297

as an optimization process, evolving from broad 298

to fine-grained retrieval. Initially, retrieval aims 299

for breadth, gradually transitioning to more refined 300

searches as the debate progresses. This evolution 301

is captured through the decay of cluster radius over 302

time, which can be formally expressed as 303

µt = λ ∗ µt−1 304

where µt−1 is the clustering radius of the previous 305

round, and λ is the cluster radius decay factor. 306

3.2.4 Adaptive Conformal Prediction 307

The objective of Adaptive Conformal Prediction 308

(AdaCP) is to progressively reject less convincing 309

answers. Previous conformal prediction techniques 310

(Shafer and Vovk, 2008; Gammerman et al., 1998; 311
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Vovk et al., 2005; Jing Lei and Wasserman, 2013;312

Bates et al., 2021; Angelopoulos et al., 2022; Yang313

and Kuchibhotla, 2024; Quach et al., 2024) gener-314

ate a range of predictions encompassing the true315

output with a predetermined level of confidence.316

Our framework goes beyond the standard by ac-317

tively updating the conformal calibration configu-318

ration, iteratively rejecting less convincing answers319

based on the retrieved knowledge.320

Formally, conformal prediction either accepts or321

rejects the null hypothesis that the pairing (x, y)322

is correct. The test method is a nonconformity323

measure, R((x, y),D), where D is a calibration324

dataset with annotated examples. Intuitively, a325

lower value of R reflects that point (x, y) “con-326

forms” to D, whereas a higher value of M reflects327

that (x, y) does not. Consider a calibration set328

Dcal = {(xi, yi)}Ncal
i=1 , where Ncal is the calibra-329

tion set size. The conformal generation risk is set330

as the 1− δ quantile of the risk scores331

q̂0 = Quantile({r1, ·, rn},
⌈(n+ 1)(1− δ)⌉

n
),332

where ri = R(xi, yi), and R(x, y) : X × Y → R333

is an independent quality function, such as using334

the negative log-likelihood function of a standalone335

LM. The assumption is that for a fair-quality LM,336

the likelihood of a correct answer has a higher prob-337

ability. The coverage guarantee confirms that the338

prediction set after calibration contains the true339

answer at risk level δ, which can be denoted as340

P[R(x, y) ≤ q̂] ≥ 1 − δ. At inference time, we341

reject a debater’s answer if R(x, y) > q̂.342

Additionally, given the debating design of our343

system with retrieval, the conversation continues344

with increasing content and information. Then the345

risk score can be updated as ri = R(xi ⊕ c, yi),346

where c denotes the retrieved information. The347

risk score is expected to decrease with properly348

retrieved information. Thus we propose an adaptive349

nonconformity measure with a constant decay rate350

q̂t = β × q̂t−1351

where q̂t−1 is the nonconformity threshold of the352

debate round t− 1, and β is the decay factor. Intu-353

itively, AdaCP starts with a more inclusive rejec-354

tion configuration at the beginning of the debate355

process, allowing a broad range of potential event356

extraction answers to be considered. As the de-357

bate progresses and more event information is re-358

trieved, the calibration model becomes more confi-359

dent in identifying the accurate event answer. Con-360

sequently, a stricter policy is applied, progressively361

rejecting less convincing answers.362

4 Experimental Setup 363

Dataset and Evaluation Metrics We con- 364

ducted experiments on two public benchmark 365

datasets, ACE05-E (Automatic Content Extraction, 366

ACE05)1 and CASIE (Satyapanich et al., 2020). 367

For the ACE05, we reported evaluation results on 368

the test set using the same test split as in (Lin et al., 369

2020). For the CASIE, we used the same test split 370

as in Han et al. (2023). The evaluation is focused 371

on three sub-tasks: ED, EAE where the ground 372

truth trigger is given, and EE where ED and EAE 373

are performed jointly. We only report argument 374

extraction performance for EE following previous 375

work (Han et al., 2023; Guo et al., 2023). For the 376

ACE05 dataset, we followed previous work (Lin 377

et al., 2020) and used the Exact Match F1 score for 378

evaluating ED and the Argument Head F1 score 379

for evaluating EAE and EE. For the CASIE dataset, 380

we adhered to the evaluation standards established 381

in previous studies (Satyapanich et al., 2020; Han 382

et al., 2023), employing the types metric for all 383

three sub-tasks. 384

Baselines We consider the following baselines 385

that utilize zero-shot or in-context learning capabil- 386

ities of LLMs: (1) ChatGPT-14 (Li et al., 2023a), 387

the first work that systematically analyzes the 388

ChatGPT’s performance on information extraction 389

(IE) tasks utilizing its zero-shot capabilities. (2) 390

ChatGPT-IE (Han et al., 2023), which highlights 391

that ChatGPT often generates longer trigger or ar- 392

gument spans, contributing to the evaluation gap 393

between ChatGPT and tuning-based approaches. 394

A soft-matching strategy is proposed to mitigate 395

this evaluation gap, thereby providing a more ac- 396

curate reflection of ChatGPT’s performance. (3) 397

ChatIE (Wei et al., 2024), a multi-turn question- 398

answering framework for zero-shot IE, wherein 399

the first stage collects all the possible event types 400

and in the second stage it performs information 401

extraction for each event type. (4) G-PTLM (Lin 402

et al., 2023) regularize the event argument predic- 403

tions by explicitly expressing argument constraints 404

with prompts. (5) CODE4STRUCT (Wang et al., 405

2023c) formulate event extraction as a code gen- 406

eration problem, and represents event ontology in 407

Python code expression. (6) Code4UIE (Guo et al., 408

2023), another code generation-based approach, 409

utilizing additional M annotations retrieved from 410

the training corpus with the highest similarity to 411

1https://catalog.ldc.upenn.edu/LDC2006T06
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Method Ontology usage Paradigm ACE05 CASIE

ED EAE EE ED EAE EE

DEGREE (Hsu et al., 2022a) ✓ SFT 73.3 73.5 55.8 - - -
InstructUIE (Wang et al., 2023b) ✓ SFT 77.1 72.9 - - - -
RexUIE(Liu et al., 2023)  SFT 73.3 - 57.3 73.0 - 63.9

ChatGPT-14 (Li et al., 2023a)  ZS 17.1 28.9 7.3 - - -
ChatIE (Wei et al., 2024)  ZS - 29.5 - - - -
ChatGPT-IE (Han et al., 2023)  ICL-5 27.3 31.6 13.8 18.2 27.4 19.0
G-PTLM (Lin et al., 2023) ✓ ZS - 31.2 - - - -
CODE4STRUCT (Wang et al., 2023c) ✓ ZS - 37.8 - - - -
Code4UIE (Guo et al., 2023) ✓ ICL-10∗ 37.4 57.0 21.3 28.7 - 30.8

DEBATE-EE (Gemini-GPT) ✓ ICL-10∗ 50.2 59.5 30.6 41.8 59.3 40.5
DEBATE-EE (Llama3-GPT) ✓ ICL-10∗ 50.7 56.0 31.5 38.9 53.7 37.4

Table 1: EE results on ACE05-E and CASIE. Bold numbers represent the highest score except for SFT approaches.
(∗ denotes selective instances)

the input sentence. The retrieved examples are412

used as ICL examples. In addition to the zero-413

shot or in-context learning based approaches, we414

include three supervised fine-tuning (SFT) based415

approaches with relatively smaller LMs as base-416

lines, including DEGREE (Hsu et al., 2022b), In-417

structUIE (Wang et al., 2023b), and RexUIE (Liu418

et al., 2023).419

Implementation Details The proposed system420

is flexible, allowing any LLM to serve in any421

arbitrary agent role defined within the frame-422

work. In our experiments, we employ three LLMs:423

Llama-3-8B-Instruct (Llama3), Gemini-Pro424

(Gemini), and GPT-3.5-turbo (GPT). The re-425

sults are presented under two distinct settings: (a)426

Gemini-GPT: In this setting, two debaters are pow-427

ered by Gemini and GPT, respectively. The Critic428

agent is powered by Gemini, while the Judge agent429

is powered by GPT. (b) Llama3-GPT: Here, one de-430

bater uses Llama-3-8B-Instruct (Llama3), and431

the other uses GPT-3.5-turbo (GPT). Both the432

Critic and Judge agents are powered by Gemini.433

We set the temperature of all agents to 0 to ensure434

reproducibility. Additional implementation details435

can be found in Appendix A436

5 Results and Discussion437

5.1 Main results438

The main results for ACE05 and CASIE are sum-439

marized in Table 1. Aligned with previous observa-440

tions, the performance gap persists between the pro-441

posed framework and advanced tuning-based meth-442

ods. However, we emphasize that the gap is much443

smaller. For example on CASIE, the gap on ED444

shrinks by 17.9% of the SOTA SFT baseline, and445

the system gains absolute 19.9% F1 score gain on446

EAE over the Code4UIE baseline.The performance447

gain over Code4UIE comes from three key aspects: 448

the multi-agent debate system that leverages active 449

discussion among agents, the effective utilization of 450

ontology information, and the improved selection 451

of relevant sentences. The detailed contribution 452

of each component will be discussed in Section 453

5.2. Regarding ontology usage, previous experi- 454

mental results demonstrate consistent performance 455

gains when ontology information is utilized. Our 456

experimental results indicate that integrating the en- 457

tire ontology schema information into the prompts 458

cannot guarantee an optimal comprehension of the 459

event schema by LLMs. Additionally, retrieving 460

event information only for the types mentioned by 461

the debaters is more computationally efficient. 462

Comparing the two different settings of LLM 463

engines, Gemini-GPT and Llama3-GPT, their per- 464

formance on ACE05 is relatively close. However, 465

Llama3-GPT shows less promising performance 466

on CASIE. This discrepancy arises because both 467

GPT and Llama3 tend to generate longer spans. In 468

ACE05, triggers are predefined to be one token, 469

allowing GPT and Llama3 to follow instructions 470

without generating long spans for event triggers. 471

However, for arguments in ACE05 and both trig- 472

gers and arguments in CASIE, GPT and Llama3 473

generate longer spans. For example, in CASIE, 474

the average span length for Gemini is 9.0 tokens, 475

while it is 13.7 tokens for GPT and 13.0 tokens 476

for Llama3. Given that the average ground truth 477

length of argument spans is 10.4 tokens, the ar- 478

gument spans generated by GPT and Llama3 are 479

excessively long. 480

Furthermore, we illustrate the evolution of the 481

generation risk distribution throughout the debat- 482

ing process in Figure 2. The risk is measured by 483

the calibration model, indicating the confidence 484

(expressed by negative likelihood) of the LM gen- 485
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Method Ontology Paradigm ED EAE

ChatGPT-IE  ICL-5 27.3 31.6
Code4UIE ✓ ICL-10∗ 37.4 57.0

DEBATE-EE ✓ ICL-10∗ 50.2 59.5
- re-clustering ✓ ICL-10∗ 45.1 55.0
- DRAG ✓ ICL-5 39.9 52.8
- Calib ✓ ICL-10∗ 40.6 57.3
- DRAG, Calib ✓ ICL-5 36.8 49.4

Table 2: Abalation study results

erating the accurate answer given the input sen-486

tence and retrieved information. Initially, the risk487

distribution shows less confidence in accurate an-488

swers, as only ICL examples are available. As the489

debate progresses and more examples are retrieved,490

the model becomes more confident, which aligns491

with the findings in (Kang et al., 2024). The risk492

distribution evolution visualizes the optimization493

of the event extraction outputs with the proposed494

retrieval module and validates the efficacy of the495

risk threshold decay strategy.496

5.2 Ablation Study497

To evaluate the effectiveness of each proposed mod-498

ule, an ablation study is conducted on ACE05 for499

4 scenarios: without re-clustering, without the en-500

tire DRAG retrieval module, without AdaCP, and501

without both DRAG and AdaCP. The results are502

summarized in Table 2.503

From the ablation study results, we may con-504

clude that the integration of both the DRAG and505

AdaCP modules into a debating system signif-506

icantly enhances event extraction performance.507

Without the DRAG and AdaCP modules, the frame-508

work regresses to a basic debating system. How-509

ever, this basic system still outperforms baseline510

approaches. This superiority arises from the abil-511

ity of the debating system to capitalize on cross-512

examination capabilities among agents. Especially,513

the Critic agent gains the most effect during the514

cross-examination process. From 40 randomly sam-515

pled inferences from ACE05, the Critic improves516

15% of the event trigger answers.517

In the absence of the DRAG module, the system518

regress to retrieving the closest data entries in the519

semantic space as reference data. The observed520

substantial performance degradation emphasizes521

the critical importance of incorporating diverse ref-522

erences for event extraction. Example (a) in Table523

4 demonstrates how the DRAG module effectively524

corrects the event trigger token from “holding” to525

“formerly”. Initially, the debater correctly identifies526

the event type as Personal:Start-Position, but527

mistakenly selects the verb “holding” as the event 528

trigger. This is a common error in the first round 529

of debate since early retrievals tend to favor verbs. 530

Given the identified event type, more fine-grained 531

reference data are retrieved, as shown in example 532

(a), which helps correctly identify “formerly” as the 533

trigger. This underscores the effectiveness of the 534

precise retrieval powered by the DRAG module. 535

Additionally, both ED and EAE show perfor- 536

mance regression without the AdaCP module, es- 537

pecially for ED. Example (b) in Table 4 illustrates 538

a case where the AdaCP module successfully re- 539

jects an incorrect ED result. Although the token 540

"split" can imply a Life:Divorce event, the re- 541

trieved event definition "officially divorced under 542

the legal definition of divorce" impacts the calibra- 543

tion model’s confidence in its detection, success- 544

fully disambiguating it from a valid event mention. 545

This example underscores the importance of the 546

AdaCP in maintaining high detection accuracy. 547

5.3 Case Study 548

The imperative for comprehensive argument extrac- 549

tion evaluation is underscored by our observations. 550

While LLMs tend to identify longer spans than 551

annotated arguments, this phenomenon does not 552

necessarily reflect increased human-likeness in re- 553

sponses (Han et al., 2023). Rather, it often stems 554

from underlying confusion regarding argument role 555

spans. Most prior supervised methods rely on eval- 556

uating exact matches of the head token of argument 557

spans, owing to the challenges associated with as- 558

sessing the entire argument extent. However, such 559

an approach can yield inferior evaluations. Con- 560

sider example (a) in Table 3, where the argument 561

extent of an Entity involved in the Contact:Meet 562

event encompasses “the South Korean, Japanese, 563

Russian, and Australian as well as other govern- 564

ments”, with the head token being “governments”. 565

Existing evaluations based solely on the head token 566

may overlook the nuanced understanding captured 567

by the framework, which correctly predicts all gov- 568

ernments attending the talks. Thus, we advocate 569

considering the entire argument’s extent for precise 570

evaluation, especially in the era of LLMs. 571

Token-level over-inference poses a challenge to 572

the accuracy of current evaluation systems, partic- 573

ularly in reflecting the correctness of answers in- 574

ferred from contextual clues. Consider example (b), 575

where the correct argument role should encompass 576

a word span from the original context. In this in- 577

stance, the annotated argument role is “Hawaiian”, 578

7



(a) Before debate (ICL) (b) After 1st round debate (c) After 2nd round debate

Figure 2: Risk distribution evolution over the debate process

ID Text Conversations GTH

(a) McCarthy was formerly a top civil servant
at the Department of Trade and Industry.

Debater: ["Personnel:Start-Position", "holding"] Retrieval: -
Example: "... and his successor as house majority whip and his
former deputy ..." Answer: ["Personnel:End-Position", "former"]

["Personnel:End-
Position", "for-
merly"]

(b) The celebrity couple spit up very publicly
four years ago and each has since had well-
publicized relationships with others .

Debater: ["Life:Divorce", "split"] DRAG: Life:Divorce: officially
divorced under the legal definition of divorce AdaCalib (Answer
fails calibration) -> []

[]

Table 3: Examples illustrating the effect of DRAG and AdaCalib (Conversations are truncated for illustration).

ID Text GTH Predictions

(a) " We are studying that plan, we are examining it with our
friends and allies, " Powell said, adding that talks [Con-
tact:Meet] were now underway with the South Korean,
Japanese, Russian and Australian as well as other governments.

Entity: governments Entity: South Korean, Japanese, Russian, Aus-
tralian, governments

(b) The premier of the western Canadian province of British
Columbia pleaded no contest to driving drunk during a Hawai-
ian vacation [Movement:Transport] in January.

Destination: Hawaiian Destination: Hawaii

(c) Does the threat posed by the Iraqi dictator justify a war
[Life:Attack], which is sure to kill[Life:Die] thousands of
innocent children, women and men ?

[Life:Die] Victim: men,
Victim: women, Victim:
children

[Life:Attack] Target: innocent children,
women and men; [Life:Die] Victim: thousands
of innocent children, women and men

Table 4: Evaluation gap for LLMs (a-b) and challenging examples (c).

while the predicted answer is “Hawaii”. Although579

the answer is derived from the word “Hawaiian”,580

it does not correspond to a valid token from the581

original sentence. This observation underscores582

the necessity for more reference annotations in the583

event extraction task. By providing richer contex-584

tual cues, additional reference annotations can help585

mitigate token-level over-inference and enhance586

the precision of evaluations.587

In the context of example (c), the framework588

demonstrates accurate prediction of the victims of589

the Life:Die event (regardless of the span con-590

fusion mentioned in (a)), encompassing “men”,591

“women”, and “children”. However, it overpredicts592

the target of the war as “innocent children, women,593

and men”. Despite encountering numerous exam-594

ples with closely aligned semantic meanings, in-595

cluding instances where the trigger token is also596

“war”, the system struggles to differentiate between597

the target for the “war” event and individuals af-598

fected by the “war”. It highlights that the current599

guidelines and contextual examples remain insuf- 600

ficient to fully address the reasoning behind such 601

occurrences. 602

6 Conclusion 603

This work introduces a novel multi-agent debate 604

paradigm that resembles the optimization process. 605

This debate model is conceptualized as an optimiza- 606

tion mechanism wherein supporting information is 607

systematically retrieved to regulate the distribution 608

of risk. The evolution of risk distribution through- 609

out the debating process illustrates how the integra- 610

tion of the adaptive conformal prediction module 611

and the diverse RAG module can progressively 612

steer the risk distribution towards more confident 613

answers. Through this framework, the debate pro- 614

cess becomes not just a discourse but a strategic 615

endeavor aimed at achieving optimal outcomes. 616
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Limitations617

In this work, we found that leveraging multi-agent618

debating to iteratively refine the event extraction619

output without tuning LLMs leads to significant620

performance gains for LLM-based in-context learn-621

ing (ICL) on event extraction. We are particularly622

excited about the system’s ability to effortlessly623

adapt to new domains or ontologies. However, com-624

pared to previous zero-shot or ICL event extraction625

approaches, our proposed system requires multiple626

rounds of LLM inferences, increasing both infer-627

ence time and cost. We welcome follow-up work628

and optimization, as we believe many of these is-629

sues can be addressed.630
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A Experimental Details 1042

The initial conformal generation risk threshold is 1043

determined by a randomly sampled calibration set 1044

from the training set. And the conformal calibra- 1045

tion is conducted by a frozen Flan-t5-xxl. For 1046

ED, the initial conformal generation risk q̂0 is set 1047

to 1, with a decay rate β of 0.5. For EAE, the ini- 1048

tial conformal generation risk q̂0 is set to 3, also 1049

with a decay rate of 0.5. All debates are capped 1050

at a maximum of three rounds. The initial cluster 1051

radius µ0 is constantly set to 1.35, and the radius 1052

decay factor λ is 0.9. 1053

In our experiments, we employ three LLMs: 1054

Llama-3-8B-Instruct (Llama3), Gemini-Pro 1055

(Gemini), and GPT-3.5-turbo (GPT). The Llama 1056

checkpoint is accessible at the Huggingface 1057

(AI@Meta, 2024) under Llama 3 Community 1058

License Agreement. We use official API to 1059

access Gemini and GPT under commercial 1060

license. Detailed description for GPT-3.5- 1061

turbo is accessible at https://platform. 1062

openai.com/docs/models/gpt-3-5-turbo. 1063

Detailed description for Gemini-Pro is accessi- 1064

ble at https://ai.google.dev/gemini-api/ 1065
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docs/get-started/tutorial?lang=python.1066

Additionally for the calibration model Flant5-1067

xxl, the checkpoint is accessible at https:1068

//huggingface.co/google/flan-t5-xxl under1069

Apache-2.0 license. No tuning is involved for any1070

of the LLMs. All the experiments are run with one1071

NVIDIA A40. We use Spacy for argument head1072

detection.1073

The implementation code will be made publicly1074

available.1075

B Detailed Prompts1076

Debater Prompt for ED Consider the sentence:1077

"[SENT]". Carefully read the event definition,1078

event type, and trigger tokens in the given examples.1079

Examine whether it mentions any possible event1080

from the provided list. If no events are mentioned,1081

respond with "[]". If an event are mentioned, deter-1082

mine the event type from the list. Then identify the1083

event trigger, which is **one word** closely asso-1084

ciated with the occurrence of a pre-defined event1085

type. Respond in the format **[ROLE]: ["event1086

type", "trigger token"]**, or **[ROLE]: []** if no1087

event trigger is identified.1088

Debater Prompt for EAE/EE Give a sentence:1089

**[SENT]**, it contains an event mention. The1090

event type is **{event type}**, and the event is1091

triggered by the token **{trigger}**. Now let’s1092

focus on the Argument Extraction task. The list1093

of argument roles corresponding to the event type1094

**{event type}** is **{role list}**. Event argu-1095

ments are entities that directly relate to the event1096

mention. Please extract the event arguments of the1097

above sentence according to the argument roles,1098

and return them in the form of a table. The header1099

of the table is | event type | argument role | argu-1100

ment content |. If no entity in the sentence plays the1101

corresponding argument role, its argument content1102

returns **None**.1103

Critic Prompt for ED Review the given sen-1104

tence: [̈SENT].̈ Thoroughly evaluate the event1105

definitions, typical triggers, listed examples, and1106

responses from Debater A and Debater B. For de-1107

baters’ answers, rigorously examine: Is there an1108

event mention? Does the identified event trigger1109

indeed express an occurrence of the identified event1110

type, based on the event definition? Does the iden-1111

tified trigger align with typical triggers and the ex-1112

amples provided? Considering the valid examples,1113

is there a more suitable trigger token to express the1114

event? Provide concise assessments. 1115

Critic Prompt for EAE/EE Remember the 1116

given sentence: **[SENT]**. Now, please judge 1117

critically and identify possible errors. Do the identi- 1118

fied argument roles correctly match the entity men- 1119

tions? Are there extra or missing argument roles, 1120

or misclassified argument roles? Please reply con- 1121

cisely. 1122

Judge Prompt for ED If all agents state there 1123

is no event mention involved, reply **No event**. 1124

If all agents have agree with the same event type 1125

and event trigger answers, respond in a table. The 1126

header of the table is | event type | event trigger 1127

|. If there is any disagreement in responses, re- 1128

spond with **No agreement, debate continues** 1129

to encourage further discussion to resolve the dif- 1130

ferences. 1131

Judge Prompt for EAE/EE If debaters agree 1132

with each other, reply the event arguments in the 1133

form of a table. The header of the table is | event 1134

type | argument role | argument content |. If no 1135

argument role has a corresponding argument con- 1136

tent, the argument content returns **None**. If 1137

debaters disagree on any argument content, require 1138

reply: **Disagreement observed, debate contin- 1139

ues**. Make sure reply only a table or **Disagree- 1140

ment observed, debate continues** 1141
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