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ABSTRACT

Diabetic retinopathy (DR) is a leading cause of blindness among individuals with
diabetes. Although the existing deep learning models have demonstrated poten-
tial in DR diagnosis, they still lack full-process interpretability. Specifically, these
models suffer from three key challenges: reliance on single-source inputs, opaque
and untraceable reasoning processes, and the absence of a mechanism for result
verification. To meet the requirements of the medical scenario for a trustworthy
diagnostic model, we propose a provenance-enabled concept-based framework for
multi-view DR diagnostic (ProConMV). This work integrates DR lesion masks,
clinical text and multi-view data, utilizing multimodal prompt analysis and visual-
text concept interaction to learn the interpretable multi-source input. During the
reasoning stage, the proposed framework introduces lesion concepts for causal
reasoning chains combining clinical guidelines, and adds doctor intervention for
human-machine collaboration. For dynamic fusion decision and verification in
multi-view DR diagnosis, we derive via generalization theory that incorporating
each view’s lesion concept uncertainty and grading uncertainty reduces the gener-
alization error upper bound. Accordingly, we design a dual uncertainty-aware
module to enable provenance-based verification, ultimately enabling verifiable
analysis of DR diagnostic results. Extensive experiments conducted on two public
multi-view DR datasets demonstrate the effectiveness of our method.

1 INTRODUCTION

Diabetic retinopathy (DR) is a major cause of blindness among diabetic patients (Federation, 2021),
posing a visual health error to the global working-age population. International DR severity is diag-
nosed by lesions like microaneurysms (MA), hemorrhage (HE), and exudation (EX), and classified
into five grades (Grade 0-4): normal, mild, moderate, severe, and Proliferative Diabetic Retinopathy
(PDR) (Wilkinson et al., 2003). With the development of artificial intelligence technology, tradi-
tional deep learning models (Liu et al., 2022; 2024a) have demonstrated excellent performance in
DR grading tasks, capable of quickly processing large amounts of images and providing grading re-
sults. However, their inherent limitations in practical application have gradually become bottlenecks
in bridging the gap between AI technology and real-world medical needs.

A critical examination of existing DR diagnostic models (as in Section A.1 of appendix) reveals
three core challenges that undermine their credibility and usability in clinical settings (Lin et al.,
2025), as illustrated in Fig.1. First, single-source input limitations persist: most models rely solely
on monomodal data and fail to integrate complementary information from lesion morphology and
clinical text. Moreover, training on single-view databases (Decenciere et al., 2014; EyePACS, 2015)
means the field of view (FOV) of input images covers only 20% of the observable fundus, increas-
ing the error of missing critical pathological features. Second, ”black-box” reasoning processes
lack medical interpretability (Huang et al., 2024): the internal calculations of traditional models are
opaque, and they cannot map image features to diagnostic results via clinically understandable logic.
Third, insufficient result verification mechanisms (Luo et al., 2025): existing methods generally lack
uncertainty quantification and traceable validation, making it impossible to assess the reliability of
diagnostic outputs. This deficiency is particularly problematic in medical scenarios, where unreli-
able results may lead to misdiagnosis, missed diagnosis, or inappropriate clinical interventions.
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Figure 1: Our model with an interpretable process compared with traditional DR diagnosis models.

To address these critical issues and alleviate the credibility dilemma of DR diagnosis models in
clinical practice, this study proposes a full-process interpretable framework for DR diagnosis, en-
compassing multi-source input fusion, interpretable causal reasoning, and verifiable result evalua-
tion. Specifically, we integrate fundus image lesion masks, structured clinical texts, and multi-view
fundus data to construct a rich input space. The proposed Hilbert RWKV encodes spatial features
of images for precise lesion localization, while a large language model (LLM)-based text encoder
(Achiam et al., 2023) extracts lesion-related semantic information from clinical texts, with cross-
modal interaction enabled by a Visual-Text RWKV (VT-RWKV) module. For reasoning, we intro-
duce lesion concepts (Wen et al., 2024) as intermediate units aligned with clinical guidelines. And
incorporate real-time doctor intervention to build a human-machine collaborative causal reasoning
chain, transforming ”input-output” mapping into physician-understandable pathological logic.

Furthermore, multi-view fusion decision-making is crucial for the comprehensive DR diagnosis.
However, due to varying cooperation among different patients during fundus examinations, the cap-
tured multi-view fundus images exhibit various variations. Most existing multi-view fusion methods
(Hu et al., 2025) lack theoretical guarantees, which can lead to one-sided and inaccurate diagnos-
tic results. To achieve reliable dynamic fusion, we demonstrate for the first time in a multi-view
concept-based model that, from the perspective of generalization theory, when fusion weights are
negatively correlated with both concept loss and grading loss, the upper bound of the generalization
error for decision fusion will be reduced and outperforms that of static fusion methods. Meanwhile,
the concept uncertainty and grading uncertainty of each view related to the decision are traceable,
enabling verifiable analysis of DR diagnostic results. The main contributions of this full-process
interpretable DR diagnosis framework are summarized as follows:

• The multimodal input mechanism is proposed to integrate DR lesion masks, clinical text,
and multi-view data. Leveraging Hilbert RWKV encoding of image features and textual
concept encoder extraction of text features to achieve cross-modal interaction, a semanti-
cally rich interpretable input foundation is provided for reasoning.

• A causal reasoning chain combining lesion concepts and clinical guidelines is constructed,
with the simultaneous introduction of a doctor intervention link to form a human-machine
collaborative reasoning mode, effectively solving the problem of opaque and untraceable
reasoning processes in traditional models.

• In the dynamic fusion decision, we derive for the first time from the perspective of gen-
eralization that incorporating the lesion concept uncertainty and the grading uncertainty
of each view can reduce the generalization error upper bound. Then, we design a dual
uncertainty-aware module to realize provenance-enabled verification of diagnostic results.

2 METHOD

This framework takes the fusion of multi-source clinical data as its input foundation, uses medically
logical causal reasoning as its core link, and employs a dual uncertainty-aware mechanism as its
result guarantee.
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Figure 2: The framework of our proposed ProConMV model has three parts: multi-source input for
the enhancement of interpretable features, visual-text concepts integration for causal reasoning, and
provenance-enabled diagnosis using the dual uncertainty-aware module.

2.1 MULTI-VIEW CONCEPT REPRESENTATION LEARNING

We observe that existing Transformer-based multi-view methods are less effective at fine-grained
local concept perception, while incurring large parameter overhead and prolonged inference times.
To capture multi-view fine-grained lesion concept features, we propose an RWKV-based backbone
equipped with multi-directional Hilbert attention mechanism, which preserves linear complexity
while ensuring continuity in fundus local representation learning. Specifically, the backbone first
utilizes a stem (comprising two convolutional layers and downsampling) to extract shallow features
for each view. Then, it optimizes the deep features using two Hilbert RWKV Blocks.

2.1.1 HILBERT RWKV BLOCK

This block mainly consists of two components: Hilbert spatial-mix and channel-mix. The spatial
mixing is the core, while the channel mixing serves as a feed-forward network (FFN) to enhance
channel features. Given the fundas representation of the v-th view x(v) ∈ Rh×w×d, the block first
transforms it into p× p patches, which are then projected into visual tokens of shape hw

p2 × d. These
tokens x(v) are fed into the Hilbert spatial-mix module. Similar to Vision-RWKV (Duan et al.,
2025), we adopt the quad-directional token shift (Q-Shift) operation along with three parallel linear
layers to obtain the matrices Rs, Ks, Vs ∈ R

hw
p2

×d:

Rs = Q-ShiftR(x
(v))WR, Ks = Q-ShiftK(x(v))WK , Vs = Q-ShiftV (x

(v))WV . (1)

This Q-Shift operation enhances the attention mechanism by allowing tokens to shift and perform
linear interpolation with neighboring tokens, thereby improving the receptive field of each token
without increasing computational complexity. The following formula holds:

Q-Shift(∗)(x
(v)) = x(v) + (1− µ(∗))x′(v), x′(v)[a, b] =

Concat
(
x(v)[a−1, b, 0:d4 ], x

(v)[a+1, b, d4 :
d
2 ], x

(v)[a, b−1, d2 :
3d
4 ], x(v)[a, b+1, 3d4 :d]

)
,

(2)

where the subscript (∗) ∈ {R,K, V } represents the interpolation of x(v) and x′(v), controlled by
the learnable vector µ(∗). Subsequently, we design a novel linear attention mechanism with local
continuity perception, Hilbert-WKV(Ks,Vs), and a gating function σ(Rs) to obtain the output of
the Hilbert spatial mixing module Os, as shown in the figure:

Os = LN
(
σ(Rs)⊙ Hilbert-WKV(Ks,Vs)WOs

)
. (3)

Here, σ represents the sigmoid function, ⊙ denotes element-wise multiplication, and LN refers to
layer normalization. To achieve channel feature fusion, Os is passed into the channel-mix module.
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Rc, Kc, Vc ∈ R
hw
p2

×d are obtained similarly to spatial-mix by Os. In the channel-mix module, Vc

is the linear projection of Kc after applying the activation function SquaredReLU, controlled by a
gating mechanism σ(Rc). The output Oc is the linear projection of the resulting value:

Oc = σ(Rc)⊙ (SquaredReLU(Kc)WV )WOc
. (4)

2.1.2 HILBERT-WKV ATTENTION MECHANISM

Inspired by the filling curve (Chen et al., 2023) and the bidirectional attention mechanism Bi-WKV
(Duan et al., 2025), we design the Hilbert-WKV, a multi-directional attention mechanism grounded
in the Hilbert curve. Our proposed Hilbert-WKV has two advantages in multi-view fundus repre-
sentation learning, as shown in Fig. 2, it preserves the continuity of token arrangement, and the local
scanning characteristic of the Hilbert curve window outperforms the default strip scanning.

Specifically, after dividing into hw
p2 tokens of size p × p, the arrangement order of the tokens is

determined based on the 2D Hilbert curve:

Hn(a, b) =


4 ·Hn−1(b, a) (a, b) ∈ Q0,

4 ·Hn−1(a, b) + 4n−1 (a, b) ∈ Q1,

4 ·Hn−1(a, b) + 2 · 4n (a, b) ∈ Q2,

4 ·Hn−1(N − 1− b, N − 1− a) + 3 · 4n−1 (a, b) ∈ Q3.

(5)

Here, Hn(a, b) represents the Hilbert sequence position of the token located at (a, b), with N =

2n = 1
p

√
hw and Hn(0, 0) = 0. Q0 to Q3 represent the four quadrants formed by dividing the area

of N/2 into four sections: Q0 (lower-left), Q1 (upper-left), Q2 (upper-right), and Q3 (lower-right).
We denote the Hilbert Transform as η and its inverse as η−1. The proposed Hilbert-WKV attention
mechanism constructs attention mechanisms with vertical and horizontal direction priorities:

Hilbert-WKV(Ks,Vs) = η−1(Bi-WKV(K̄s, V̄s))︸ ︷︷ ︸
V ertical Attention

+ η−1(Bi-WKV(K̄T
s , V̄

T
s ))

T︸ ︷︷ ︸
Horizontal Attention

,

where K̄s = η(Ks), V̄s = η(Vs),

(6)

where T is the transpose. The Bi-WKV attention calculation for the t-th token is formulated as
follows:

wkvt = Bi-WKV(Ks,Vs)t =

∑T−1
i=0,i̸=t e

−(|t−i|−1)/T ·w+kiv + eu+ktvt∑T−1
i=0,i̸=t e

−(|t−i|−1)/T ·w+ki + eu+kt

, (7)

where, T = hw
p2 represents the total number of tokens. w and u are two D-dimensional learnable

vectors representing channel-wise spatial decay and the current token, respectively. kt and vt denote
the t-th feature of Ks and Vs. Compared to the self-attention, the Hilbert-WKV attention achieves
linear computational complexity O(n× T ×D), where n is a constant.

2.1.3 VISUAL CONCEPT ENCODER

Following the shared backbone processing, each view obtains its latent representation h
(v) ∈ Rnh .

Our model then feeds h
(v)

into a concept-specific fully connected layer, which learn the lesion
concept embedding in Rnz , namely z

(v)
j = σ(Wjh

(v)
+ bj). Here, zjv denotes the j-th concept

embedding in the i-th view, while σ, Wj , and bj correspond to the LeakyReLU activation function,
weight paremeters, and bias term of the j-th concept layer, which are shared across all views. In this
way, the fundus visual feature is mapped into lesion concept representations for each view.

2.1.4 TEXTUAL CONCEPT ENCODER

We use GPT-5 (Achiam et al., 2023) to obtain medical knowledge descriptions for each DR lesion
concept, focusing primarily on their characteristics and occurrence stages. These text descriptions
are fed into a frozen text encoder text-embedding-3-large (TE3) to generate the textual concept
embedding tj ∈ Rnt , where j denotes the j-th concept.

4
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2.2 MULTI-VIEW VISUAL-TEXT CONCEPT INTEGRATION

To efficiently align multi-view lesion concept representations with human clinical knowledge and
improve reasoning interpretability, we propose a visual-text RWKV (VT-RWKV) block, a multi-
model driven concept enhancement method based on RWKV.

Specially, for view v, our model considers the concatenated representation of the concept visual em-
bedding z(v) = [z

(v)
1 , z

(v)
1 , . . . , z

(v)
M ] and its corresponding textual embedding t = [t1, t2, . . . , tM ]

as input, where M denotes the number of lesion concepts. The multi-modal embeddings are then
projected through three parallel linear layers to obtain the matrices Rcon, Wcon, Kcon ∈ Rm×nz :

Rcon =Wrz
(v), Kcon =Wkt, Vcon =Wvt, (8)

where Wr, Wk, and Wv are learnable parameters. Here, the VT-RWKV operator improves concept
visual representations by fusing them with aligned textual features. The key and value matrices
Kcon and Vcon, computed from t, are fed into a linear complexity bidirectional attention module,
Bi-WKV, to obtain the attention output wkv ∈ RM×nz . Meanwhile, the visual embedding z(v)

generates a gating matrix σ(Rcon), which modulates the attention output. The enhanced concept
representation z̄(v) is computed as:

z̄(v) = (σ(Rcon)⊙ cwkv)Wz, cwkv = Bi-WKV(Kcon,Vcon), (9)

where Wz is a learnable projection matrix, σ denotes the sigmoid function, and ⊙ represents
element-wise multiplication. Through this fusion, the model obtains each view’s lesion concept
embeddings that are aligned with both visual information and diagnostic knowledge, thereby en-
hancing the interpretability and predictive accuracy of the concepts.

In reasoning, the view-shared concept decoder C transforms the enhanced concept representation of
each view into its corresponding concept predictions, which are then passed to the grade decoder G
to produce the final grading result for that view. For view v, the procedure can be derived as:

ĉ(v) = C(z̄(v)) ∈ RM , ŷ(v) = G(ĉ(v)) ∈ RK . (10)

Here, ĉ(v) denotes the concept prediction vector of view v with M concepts, and ŷ(v) represents the
corresponding grading vector withK DR grades. In this way, the model completes the entire process
from input to concept analysis and finally to grading output for each view, i.e., x(v) → ĉ(v) → ŷ(v).

2.3 DUAL UNCERTAINTY-AWARE INTERPRETABLE MULTI-VIEW DR DIAGNOSIS

In the traditional interpretable concept reasoning pipeline, we find that the final grading prediction
cannot fully capture the reliability of each view. This limitation arises because the lesion concepts,
which serve as the input to the c → g stage, play a critical role in determining both the interpretabil-
ity and the accuracy of the reasoning process for each view. Thus, we propose a dynamic fusion
method with dual uncertainty awareness in concept prediction and grading.

2.3.1 GENERALIZATION THEORY IN MULTI-VIEW CONCEPT-BASED MODELS

Setting. In conjunction with Equation (10), we define c(v) and y(v) as the concept label and the
grading (class prediction) label of view v, respectively. According to the reasoning pipeline x(v) →
ĉ(v) → ŷ(v), The view-shared concept predictor C and grading predictor G are specified in the
hypothesis spaces C and G. The final prediction of the late-fusion multi-view method is formulated as
ŷ =

∑V
v=1 wvŷ

(v), where wv ∈ (0, 1) denotes the fusion weight of view v, satisfying
∑V

v=1 wv =
1. Unlike the static fusion weight ws

v , dynamic weight wd
v is dependent on the input. To provide a

provable dynamic weight design for multi-view concept-based models, we introduce generalization
theory. The generalization error of grading (classification) prediction in multi-view concept-based
models Ly can be expressed as:

Ly := E(x(1:V ),c(1:V ),y)∼D

[
ℓy

(
V∑

v=1

wv G(ĉ
(v)), y

)]
, (11)

where E is the expectation, D is the unknown joint distribution, and ℓy represents the cross-entropy
loss function with convexity. Our objective is to search for dynamicwd

v that minimizes the upper

5
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bound of Ly as much as possible, and to prove that it is always superior to the static fusion
weight ws

v = 1/V .

Theorem 1 (Generalization Bound of Decision Fusion in Multi-View Concept-based Models)

Given a training set Dtrain =
{(

x
(1:V )
i , c

(1:V )
i ,yi

)}N

i=1
, we derive the generalization error bound

of Multi-View Concept-based Models using Rademacher complexity (Bartlett & Mendelson, 2002),
and for 1 > δ > 0, with probability at least 1− δ, it holds that

Ly ≤
V∑

v=1

E[wv]L̂
(v)
y +

V∑
v=1

E[wv]L
(v)
g L̂(v)

c︸ ︷︷ ︸
Term-L (average empirical loss of prediction and concept)

+

V∑
v=1

E[wv]RN (G) +
V∑

v=1

E[wv]L
(v)
g RN (C)︸ ︷︷ ︸

Term-C (average complexity of prediction and concept)

+

V∑
v=1

Cov
(
wv, ℓy

(
G(c(v)), y

))
+

V∑
v=1

L(v)
g Cov(wv,

∥∥∥ĉ(v) − c(v)
∥∥∥
1
)︸ ︷︷ ︸

Term-Cov (covariance between fusion weights and losses)

+ 2P

√
ln(V/δ)

N︸ ︷︷ ︸
concentration term

, (12)

where L̂(v)
y and L̂(v)

c denote the empirical prediction error (evaluated under true concepts) and the
empirical concept error, respectively, RN (G) and RN (C) denote the Rademacher complexities esti-
mated withN samples, L(v)

g > 0 is the Lipschitz constant ofGwith respect to its concept input (i.e.,
the sensitivity bound of the prediction loss with respect to the concept), Cov(·, ·) denotes the covari-
ance, and P > 0 is an absolute constant determined by the boundedness of the loss. In particular,
when wv = ws

v = 1/V , the Term-Cov becomes 0.

First, since L̂(v)
y , L̂(v)

c , L(v)
g , RN (Gv), and RN (Hv) are trained within the same loss function class

and are independent of wv , for 0 < δ < 1, with probability at least 1 − δ, to ensure that the
generalization bound Ly under wd

v is smaller than that under ws
v , it is required that:

E[wd
v ] =̃ ws

v︸ ︷︷ ︸
always holds

, Cov
(
wv, ℓy

(
G(c(v)), y

))
≤ 0, Cov(wv,

∥∥∥ĉ(v) − c(v)
∥∥∥
1
) ≤ 0. (13)

Although ℓy
(
G(c(v)), y

)
denotes the prediction loss obtained from the true concepts,

ℓy
(
G(c(v)),y

)
and ℓy

(
G(ĉ(v)),y

)
are positively correlated, since a smaller deviation between ĉ(v)

and c(v) leads to closer prediction behavior of G(ĉ(v)) and G(c(v)), which in turn results in similar
values of the two losses. In addition, the concept loss (L1loss) is required to be negatively correlated
wv . Thus, we present the following corollary:

Corollary 1 When fusion weight wv = wd
v is negatively correlated with both the prediction loss and

the concept loss of the view, the generalization bound of multi-view decision fusion can be reduced.

Inspired by (Zhang et al., 2023), the concept loss and grading prediction loss are observed to be pos-
itively correlated with uncertainty, and together with Corollary 1, we propose the dual uncertainty-
driven multi-view fusion decision.

2.3.2 DUAL UNCERTAINTY-AWARE MODULE

For each view, we quantify concept- and grading-level uncertainty under the evidential framework
of Subjective Logic, which parameterizes belief masses via a Dirichlet distribution (Shafer, 1976;
Han et al., 2022). For concept-level modeling, we treat each concept as a binary classification. The
evidence vector ev,cj = [e+v,cj , e

−
v,cj ] = softplus(ĉ(v)) yields Dirichlet parameters α+

v,cj = e+v,cj+1

and α−
v,cj = e−v,cj + 1. The belief masses and uncertainty for concept j in view v are:

b+v,cj =
α+
v,cj − 1

Sv,cj

, b−v,cj =
α−
v,cj − 1

Sv,cj

, ψcon
v,cj =

2

Sv,cj

, (14)

where Sv,cj = α+
v,cj + α−

v,cj . The overall concept uncertainty for view v is averaged over all m
concepts: Ψcon

v = 1
m

∑m
j=1 ψ

con
v,cj . For grading-level modeling with K classes, the evidence vector

6
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egr
v = [e

(1)
v , . . . , e

(K)
v ] = softplus(ŷ(v)) gives α(i)

v = e
(i)
v + 1. The belief mass for grade i and the

grading uncertainty are:

b(i)v =
α
(i)
v − 1

Sgr
v

, Ψgr
v =

K

Sgr
v
, (15)

with total strength Sgr
v =

∑K
i=1 α

(i)
v , satisfying

∑K
i=1 b

(i)
v +Ψgr

v = 1.

2.3.3 MULTI-VIEW DECISION-MAKING UNDER DUAL UNCERTAINTIES

To construct a fully interpretable multi-view fundus decision model, our method exploits the uncer-
tainties Ψcon

v and Ψgr
v to assess view reliability, which in turn guides the dynamic fusion of outputs

across views. In particular, the final grading decision ŷ is obtained by summing the view-specific
outputs ŷ(v), each weighted by a reliability score that combines concept- and grading-level certain-
ties, (1 − Ψcon

v ) and (1 − Ψgr
v ), with a learnable parameter Wc = e−η

1+e−η > 0 controlling their
trade-off:

ŷ =

V∑
i=1

[Wc(1−Ψcon
v ) + (1−Wc)(1−Ψgr

v )]⊙ ŷv. (16)

This inverse dual-uncertainty design dynamically reduces the contribution of views with high un-
certainty and poor interpretability, ensuring that more reliable views dominate the decision.

2.4 LOSS FUNCTION

The training objective combines concept-level supervision for each view and the overall grading
supervision. Specifically, we minimize

L = −
n∑

j=1

(1− ŷj)
γ yj log ŷj −

α

V

V∑
i=1

N∑
j=1

[
c
(v)
j log ĉ

(v)
j +

(
1− c

(v)
j

)
log
(
1− ĉ

(v)
j

)]
. (17)

Here, the first term corresponds to the Focal Loss (with focusing parameter γ) for class-imbalanced
DR grading, and the second term corresponds to the Binary Cross-Entropy Loss for concept predic-
tion, with λ balancing the two. By jointly optimizing both terms, the model is encouraged to learn
faithful concept representations while simultaneously improving the final grading performance.

2.5 MULTI-VIEW TEST TIME INVENTION

Building upon our reasoning chain and dual-uncertainty decision paradigm, we propose a multi-view
intervention mechanism that enables physicians to intervene on either a single view or a specific
concept. Our method not only retains the ability of single-view CBMs to intervene on concepts to
influence single-view decisions, but also leverages dual uncertainties at both the concept and grading
levels to increase the contribution of the corresponding view to the overall decision. Specifically,
taking view i as an example, if an ophthalmologist corrects the result ĉ(v) of lesion concepts in this
view, the DR grading can first be re-inferred and updated as ŷ(v), after which the dual uncertainties
of the view are updated accordingly, thereby influencing the fused diagnostic outcome ŷ′.

3 EXPERIMENTS

3.1 EXPERIMENTAL SETTINGS

Datasets. We evaluate our method on the two publicly available multi-view DR grading datasets,
MFIDDR (Luo et al., 2023) and DRTiD (Hou et al., 2022). MFIDDR contains 34,452 images from
4,344 patients, annotated with five DR grades across four standard views (macula-centered, op-
tic disc–centered, and superior/inferior tangent to the optic disc). DRTiD consists of 3,100 paired
macula- and optic disc–centered images from 1,550 eyes. To enable concept-based reasoning, oph-
thalmologists annotate six lesion concepts in the fundus images of each dataset, which serve as
concept prediction labels: hard exudates (EX), hemorrhages (HE), microaneurysms (MA), soft ex-
udates (SE), vitreous hemorrhage (VH), and vitreous opacity (VO). For fair comparison, we follow
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Table 1: Comparison of Accuracy, Specificity, Kappa, and Macro F1-score on MFIDDR and DRTiD
(Unit: %), and inference time (Unit: ms) for different models on DR grading. The best results are
highlighted in bold, and “(MV)” means transforming into a multi-view method.

Method Venue Backbone MFIDDR (four views) DRTiD (two views) Infer.
Time ↓Acc.↑ Spe.↑ Kap.↑ F1↑ Acc.↑ Spe.↑ Kap.↑ F1↑

Non-interpretable Multi-View DR Diagnosis Methods
CrossFit BIBM’22 Resnet-50 – – – – 72.73 86.63 57.60 70.53 –
ETMC TPAMI’22 Resnet-50 81.54 83.44 64.76 79.74 65.48 78.14 44.79 61.35 6.61
MVCINN AAAI’23 Resnet-50+ViT 80.10 83.32 62.45 78.86 68.18 85.78 51.39 66.83 31.31
CVSRA-ViT PR’25 VGG+ViT 82.61 86.77 68.57 81.94 70.62 88.91 55.74 69.97 71.53
SMVDR AAAI’25 Mamba 84.01 91.30 71.36 83.69 74.52 92.29 61.38 72.86 65.71
WMIMVDR ICME’25 Resnet-50+ViT 84.15 89.95 71.16 83.59 73.23 90.58 58.87 70.62 25.44

Interpretable Multi-View DR Diagnosis Methods
Multi-Task TKDE’21 Resnet-50 83.73 89.06 70.24 83.12 72.79 89.32 56.98 70.12 8.24
MVCBM ICML’22 Resnet-50 83.22 88.22 69.12 82.43 71.54 85.02 57.89 68.50 19.67
CEM (MV) NIPS’22 Resnet-50 84.12 88.77 70.83 83.45 74.55 91.67 61.42 72.06 21.25
PCBM (MV) ICML’23 Resnet-50 83.52 91.19 70.35 83.29 74.73 90.26 60.68 71.99 17.56
SSMVCBM MIA’24 Resnet-50 82.75 85.81 67.55 81.51 73.98 91.74 60.01 70.81 20.71
CLAT (MV) TMI’25 ViT 82.89 86.66 68.16 81.88 74.55 91.33 61.03 72.77 33.02
ProConMV (Ours) – Hilbert-RWKV 86.75 92.79 76.05 86.35 76.77 93.77 64.47 74.64 8.77

Table 2: Comparison of AUPR, AUC, Accuracy, Macro F1-score, Ranking Loss, and Hamming
Loss on MFIDDR and DRTiD for different models on lesion concept classification. The best results
are highlighted in bold, and “(MV)” means transforming into a multi-view method. (Unit: %)

Method
MFIDDR DRTiD

AUPR↑ ACC↑ F1↑ RL↓ HL↓ AUPR↑ ACC↑ F1↑ RL↓ HL↓
Multi-Task 54.69 93.87 51.69 3.73 5.54 47.32 87.31 43.90 7.88 12.69
MVCBM 61.56 94.22 59.10 3.21 5.36 48.50 88.82 41.88 5.56 11.18
CEM (MV) 65.47 94.74 60.42 2.86 5.21 48.50 89.95 44.63 6.12 11.05
PCBM (MV) 68.12 94.85 66.08 1.91 4.96 52.59 90.46 47.24 4.52 9.54
SSMVCBM 66.25 94.42 63.34 2.17 5.02 53.52 90.35 47.15 4.25 9.65
CLAT (MV) 63.89 94.63 59.15 2.98 5.45 51.83 89.97 46.82 4.71 10.02
ProConMV (Ours) 72.26 95.42 68.43 1.45 4.47 55.86 90.83 48.00 3.42 9.17

the official data split protocols provided by each dataset, respectively. Detailed statistics of the
dataset distributions are summarized in Section A.3.

Evaluation Metric and Compared Methods. In this section, we evaluate multi-view DR diagnosis
on two tasks: multi-view DR grading and lesion concept classification. Grading is assessed using
accuracy (Acc.), precision (Prec.), sensitivity (Sens.), specificity (Spe.), kappa, macro-F1, and AUC
(Trevethan, 2017), while the lesion concept classification uses AUPR, AUC, Acc., macro-F1, rank-
ing loss (RL), and Hamming loss (HL). We also report inference time. Baselines are divided into
two categories: (i) non-interpretable multi-view DR diagnosis methods, including CrossFit (Hou
et al., 2022), ETMC (Han et al., 2022), MVCINN (Luo et al., 2023), Retfound (Zhou et al., 2023),
CVSRA-ViT (Lin et al., 2025), SMVDR (Luo et al., 2025), and WMIMVDR (Hu et al., 2025), and
(ii) interpretable multi-view DR diagnosis methods, including Multi-Task (Zhang & Yang, 2022),
MVCBM (Klimiene et al., 2022), CEM (Espinosa Zarlenga et al., 2022), PCBM-h (Yuksekgonul
et al., 2023), SSMVCBM (Marcinkevičs et al., 2024), and CLAT (Wen et al., 2024).

Implementation Details. All experiments are implemented with PyTorch and conducted on an
NVIDIA RTX 4090 GPU. We resize the images and labels to a resolution of 256× 256. The batch
size and number of epochs are set to 8 and 100, respectively. The Adam optimizer is used with an
initial learning rate of 10−5, which is dynamically adjusted by a cosine annealing scheduler. We
select the model achieving the best grading performance on the validation set as the final model,
which is then used for subsequent testing and analysis.
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3.2 EXPERIMENTAL ANALYSIS

Comparison with Advanced Methods. We compare our method with 12 state-of-the-art multi-
view methods on two datasets. As shown in Table 1, our ProConMV achieves the best performance
in multi-view DR grading on both datasets. Specifically, ProConMV improves accuracy by 2.6% on
the four-view dataset and by 2.04% on the two-view dataset, with the highest Kappa improvement
of 4.69 on MFIDDR. As presented in Table 2, our method also achieves the best results in lesion
concept classification on both datasets. The AUPR is improved by 4.14% and 2.34% on MFIDDR
and DRTiD, respectively, while RL and HL are significantly reduced. Benefiting from the linear
complexity of Hilbert-RWKV, our method also ranks among the top in single-image inference time.

Overall, our method achieves the highest accuracy in both grading and concept prediction for the
diagnostic task, while also delivering superior inference efficiency compared to most existing inter-
pretable and non-interpretable multi-view diagnostic methods.

Figure 3: Performance evaluation
of the multi-view test-time inter-
vention.

Analysis of Test-time Intervention Capability. As a concept-
based model, our approach enables interventions from both the
view and lesion perspectives. Specifically, ophthalmologists
can revise the diagnosis of a particular view, a specific lesion
type, or the same lesion type across multiple views, and such
interventions directly refine the final DR grading outcome. As
shown in Fig. 3, the overall grading accuracy increases propor-
tionally with the number of intervened views and lesion con-
cepts. When all erroneous concepts are corrected, the grading
accuracy reaches 91.56%, yielding a 4.81% improvement over
the non-intervention setting. This verifies the effectiveness of
the proposed intervention method.

3.3 ABLATION STUDY

Table 3: Ablation studies of the three modules on MFIDDR.
‘×‘ and ‘✓‘ denote the absence and presence of each mod-
ule, respectively. The case with all ‘×‘ corresponds to the
ResNet-50-based baseline, MVCBM. (Unit: %)

Hilbert-
RWKV

VT-
RWKV

DU-
MVFD

Grading Concept Pred.
Acc Kappa AUPR F1

× × × 83.22 69.12 61.56 59.10
✓ × × 85.72 74.31 62.90 63.87
× ✓ × 85.45 74.29 64.72 62.61
× × ✓ 84.15 71.57 60.87 58.92
✓ ✓ × 86.23 75.23 70.69 67.89
✓ × ✓ 85.68 74.43 70.12 64.39
× ✓ ✓ 85.12 72.68 67.71 66.12
✓ ✓ ✓ 86.75 76.05 72.26 68.43

In this section, we conduct ablation
studies on the three core modules,
as shown in Table 3. On MFIDDR,
Hilbert-RWKV (× using ResNet-50
backbone) improves accuracy and
Kappa by 2.5% and 5.2% over the
baseline MVCBM, while VT-RWKV
yields similar gains of 2.2% and
5.2%. Combining Hilbert-RWKV
and VT-RWKV further boosts accu-
racy and Kappa by 3.0% and 6.1%,
with concept AUPR and F1 improved
by 9.1% and 8.8%. DU-MVFD (×
denotes static fusion) brings addi-
tional benefits, and with all three
modules enabled, the model achieves
overall improvements of 3.5% in accuracy, 6.9% in Kappa, 10.7% in AUPR, and 9.3% in F1 com-
pared to the baseline. Details of the module-wise comparisons against other advanced methods,
together with the hyperparameter study, are presented in Section A.5 and A.6.

4 CONCLUSION

This paper proposes a full-process interpretable model, ProConMV. It achieves deep extraction and
fusion of multi-source features, introduces lesion concepts to construct a causal reasoning chain,
and incorporates real-time physician intervention. Moreover, the proposed multi-view decision-
making approach theoretically reduces generalization error and achieves traceability through a dual
uncertainty module. The evaluation results show that it achieves state-of-the-art performance and
high clinical credibility in DR grading. Future research can be conducted in weakly supervised
learning for sparse data and the integration of physiological signals.
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A APPENDIX

A.1 RELATED WORK

A.1.1 DNN-BASED METHODS FOR MULTI-VIEW DIABETIC RETINOPATHY DIAGNOSIS

Recently, multi-view approaches for DR diagnosis have attracted increasing attention. Luo et al.
(Luo et al., 2023) first proposed MVCINN, a multi-view DR diagnosis network that integrates CNNs
and Transformers. Subsequently, several works (Luo et al., 2024; Lin et al., 2025; Hu et al., 2025)
have leveraged visual cues, such as vessel and DR lesion masks derived from segmentation models,
to improve diagnostic accuracy. Others (Hou et al., 2022; Luo et al., 2025) focused on inter-view
information exchange and backbone design to further strengthen diagnostic representations. Never-
theless, interpretability for this task has not been adequately explored, particularly in terms of textual
explanations and transparent diagnostic workflows, which are of great significance in clinical medi-
cal diagnosis.
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A.1.2 INTERPRETABLE MACHINE LEARNING MODELS IN COMPUTER VISION

Interpretability methods have achieved remarkable success in computer vision, which enhances hu-
man understanding of model predictions. Early studies on interpretability mainly focused on post-
hoc explanations of black-box models, such as Shapley (Roth, 1988; Chen et al., 2022), Grad-CAM
(Selvaraju et al., 2017; Chattopadhay et al., 2018), and Prototypes (Seo et al., 2023). However, these
methods lack human-comprehensible reasoning processes and are therefore fundamentally unable
to provide reasonable explanations for downstream vision applications. To this end, Koh et al. (Koh
et al., 2020) proposed the Concept Bottleneck Model (CBM), an interpretable framework that first
predicts visual concepts and then uses them to generate the final prediction. There is a diverse set
of CBM variants (Espinosa Zarlenga et al., 2022; Zhang et al., 2024; Wen et al., 2024; Ciravegna
et al., 2022; Sun et al., 2025), each tackling the problem from a different perspective. To the best of
our knowledge, SSMVCBM (Marcinkevičs et al., 2024) is the only work on interpretable multi-view
classification. In contrast to prior concept-based studies, grounded in the perspective of interpretable
multi-view vision task, our work 1) introduces a multimodal RWKV module to enhance concept rep-
resentations, and 2) proposes a dual–uncertainty–aware fusion strategy that explicitly accounts for
both concept and outcome uncertainties in multi-view decision-making.

A.1.3 RECEPTANCE WEIGHTED KEY VALUE

Receptance Weighted Key Value (RWKV) (Peng et al., 2023) is a neural network architecture that
combines the parallel training ability of Transformers with the efficient recurrence of RNNs, char-
acterized by its linear complexity and effectiveness in modeling long sequences. Recently, RWKV
has gained renewed attention in vision tasks, as its core WKV attention mechanism has demon-
strated superior performance compared to self-attention (Dosovitskiy et al., 2021) in some vision
domains. Duan et al. proposed Vision-RWKV (Duan et al., 2025), first introducing a bidirectional
WKV attention mechanism and a quad-directional token shift method to adapt RWKV for image
classification tasks. Building upon RWKV and Vision-RWKV, a series of variants have been intro-
duced for diverse vision-related tasks, including RWKV-SAM (Yuan et al., 2024) for segmentation,
RWKV-CLIP (Gu et al., 2024) for vision-language representation learning, and Point-RWKV (He
et al., 2025) for 3D point cloud learning. However, these works overlook the problem of spatial
locality loss introduced by token serialization in image modeling.

A.2 PROOF OF THEOREM 1

According to the definitions and settings mentioned above, based on the convexity of the prediction
loss ℓ(v)y (·, ·) and the normalization property of wv , we can derive:

ℓy

(
V∑

v=1

wv G(ĉ
(v)), y

)
≤

V∑
v=1

wvℓy(G(ĉ
(v)), y) (18)

Using the Lipschitz constraint, we decompose ℓy
(
G(ĉ(v)),y

)
as follows:

ℓy
(
G(ĉ(v)),y

)
≤ ℓy

(
G(c(v)),y

)
+ L(v)

g

∥∥ĉ(v) − c(v)
∥∥
1

≤ ℓy
(
G(c(v)),y

)
+ L(v)

g ℓ(v)c . (19)

By combining Equation (18) and (19), the upper bound of Ly can be rewritten as:

Ly ≤
V∑

v=1

E
[
wv ℓy

(
G(ĉ(v)), y

)]
≤
∑
v

E
[
wv ℓy

(
G(c(v)),y

)]
+

V∑
v=1

L(v)
g E

[
wv ℓ

(v)
c

]
. (20)

According to the property of expectation, for any random variablesA andB, E[AB] = E[A]E[B]+
Cov(A,B).

Ly ≤
V∑

v=1

(
E[wv]E[ℓy

(
G(c(v)),y

)
]
)
+

V∑
v=1

(
E[wv]L

(v)
g E[ℓ(v)c ]

)
+

V∑
v=1

Cov(wv, ℓy
(
G(c(v)),y

)
) +

V∑
v=1

L(v)
g Cov(wv, ℓ

(v)
c ). (21)
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To simplify Equation (21), we take E[ℓy
(
G(c(v)),y

)
] as an example and invoke Rademacher com-

plexity theory, which establishes that with a confidence level 1− δ, where 0 < δ < 1, the following
holds:

E[ℓy
(
G(c(v)),y

)
] ≤ L̂(v)

y + RN (G) + P

√
ln(V/δ)

N . (22)

Where L̂(v)
y denotes the empirical prediction error under correct concepts. Similarly, it can be de-

rived that: E[ℓvc ] ≤ L̂
(v)
c + RN (Hv) + P

√
ln(V/δ)

N . In summary, we can obtain the final
theorem:

Ly ≤
V∑

v=1

E[wv]L̂
(v)
y +

V∑
v=1

E[wv]L
(v)
g L̂(v)

c︸ ︷︷ ︸
Term-L (average empirical loss of prediction and concept)

+

V∑
v=1

E[wv]RN (G) +
V∑

v=1

E[wv]L
(v)
g RN (C)︸ ︷︷ ︸

Term-C (average complexity of prediction and concept)

+

V∑
v=1

Cov(wv, ℓy
(
G(c(v)),y

)
) +

V∑
v=1

L(v)
g Cov(wv, ℓ

(v)
c )︸ ︷︷ ︸

Term-Cov (covariance between fusion weights and losses)

+ 2P

√
ln(V/δ)

N︸ ︷︷ ︸
concentration term

. (23)

A.3 STATISTICAL INFORMATION OF TWO DATASETS

In Fig. 4, we list the detailed information of two DR diagnosis datasets used in our experiments.
The relationships represented by the Sankey diagram capture underlying DR diagnostic rules, which
in turn validate the rationality and interpretability of our reasoning model.

   (b) DRTI(a) MFIDDR D

Figure 4: The data correlation and distribution of lesion concepts and DR grades in the two bench-
marks. On the left are lesion concepts, and on the right are DR grades. The text indicates the class
name, and the number in parentheses denotes the number of samples in each class.

A.4 SUPPLEMENTARY COMPARATIVE EXPERIMENTAL RESULTS

To better evaluate our proposed method, we compare it against 12 existing methods on MFIDDR
dataset. Notably, We adapt RETFound to multi-view fundus image data by designing a multi-
channel network to extract features from multiple views, which are then concatenated and fed into
the classifier. As shown in Fig. 4, our method achieves the best performance on Grade 0 and Grade
1, with improvements of 1.13%, 1.41%, 2.08%, and 6.93% over the second-best results in Grade
0 precision, Grade 0 F1-score, Grade 1 precision, and Grade 1 F1-score. Moreover, the proposed
method achieves competitive results on Grade 2 and Grade 3. However, it does not attain the best
performance on Grade 4, possibly due to sample imbalance. Overall, our method achieves improve-
ments of 5.68% in average precision and 4.76% in average F1-score compared to the mean values
of the other 12 methods. Additionally, the visualization of the inference process of our proposed
ProConMV model is shown in Fig. 7.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Table 4: Comparison of Precision and Macro F1-score of different methods for DR 0-4 grades on
MFIDDR. The best results are highlighted in bold, and “(MV)” means transforming into a multi-
view method. (Unit: %)

Method
Grade 0 Grade 1 Grade 2 Grade 3 Grade 4 Avg.

Prec.↑ F1↑ Prec.↑ F1↑ Prec.↑ F1↑ Prec.↑ F1↑ Prec.↑ F1↑ Prec.↑ F1↑
ETMC 86.79 91.85 73.26 63.72 66.41 55.41 64.41 70.15 0.12 0.87 58.20 56.40
MVCINN 86.71 91.26 68.25 56.43 57.44 59.26 70.00 68.06 68.42 44.83 70.16 63.98
Retfound 80.11 87.47 50.20 35.92 54.41 46.39 65.79 66.67 90.00 36.73 68.10 54.64
SMVDR 93.48 93.52 71.15 71.70 60.00 60.33 69.41 74.21 99.99 30.43 78.81 66.04
WMIMVDR 92.26 93.49 71.02 71.41 63.98 59.88 71.87 74.68 87.50 29.79 77.33 65.85
Multi-Task 91.43 93.24 71.60 69.87 64.12 61.76 69.81 72.31 87.50 29.79 76.89 65.39
MVCBM 90.55 93.31 75.77 67.08 57.58 59.84 67.44 72.50 87.50 29.79 75.77 64.50
CEM (MV) 91.10 93.46 73.53 70.18 63.64 62.40 71.61 73.27 84.75 35.40 76.93 66.94
PCBM-h (MV) 93.44 93.94 71.72 71.03 52.82 56.82 71.13 69.66 94.44 35.42 76.71 65.37
SSMVCBM 88.66 92.78 73.63 66.09 64.23 55.00 66.48 72.78 99.99 30.43 78.60 63.42
CLAT (MV) 89.30 92.68 73.17 66.18 64.42 60.69 67.24 72.67 99.99 26.67 78.83 63.78
ProConMV (Ours) 94.61 95.35 77.85 78.63 63.19 63.01 71.14 71.38 88.89 33.00 79.14 68.27

A.5 SUPPLEMENTARY ABLATION RESULTS

To verify the effectiveness of the core modules, including Hilbert-RWKV, VT-RWKV, and the dual-
uncertainty multi-view decision-making, we conduct extensive ablation studies on the MFIDDR
dataset, which contains large-scale multi-view fundus images.

Ablation Results of Hilbert-RWKV. We first compare Hilbert-RWKV with existing state-of-the-
art backbones, as shown in Table 5. Compared to ResNet-50 (He et al., 2016), ViT-Big (Dosovitskiy
et al., 2021), and VMamba-Tiny (Liu et al., 2024b), our method achieves consistent improvements
in DR grading and lesion classification with lower parameter counts and shorter inference times.
For example, our method surpasses ResNet-50 by 1.03% Acc. and 2.27% F1 in DR grading, and by
2.80% AUPR and 2.80% F1 in lesion classification, while requiring significantly fewer parameters
(6.70M vs. 25.26M) and less inference time (8.77ms vs. 10.16ms). Subsequently, as presented
in Table 6, we evaluate different scanning strategies for the RWKV architecture. Compared with
Hilbert scanning, sweep, zigzag, and unidirectional scanning lead to drops of 0.78% and 2.18% in
F1 scores for DR grading and lesion classification, respectively. These results substantiate the supe-
riority of the Hilbert-RWKV design in both DR diagnostic reasoning and computational efficiency.

Table 5: Ablation study of backbones on MFIDDR.
(Unit: %)

Backbone Grading Concept Pred. Params Infer.
Acc. F1 AUPR F1

VGG-16 85.63 85.26 67.69 66.88 15.29 6.93
Resnet-50 85.72 84.08 67.71 66.12 25.26 10.16
ViT-B 85.82 85.44 55.01 52.81 86.61 12.09
VMamba 83.03 82.29 59.43 52.15 14.60 9.27
Ours 86.75 86.35 72.26 68.92 6.70 8.77

Table 6: Comparison of scanning strategies
on MFIDDR. (Unit: %)

Strategy Grading Concept Pred.
Acc. F1 F1 AUPR

Sweep 86.29 85.94 65.24 69.61
Horizontal 86.24 86.05 64.93 70.97
Vertical 86.10 85.96 64.75 70.46
Zigzag 86.24 85.70 63.89 67.60
Ours 86.75 86.35 68.92 72.26

Ablation Results of VT-RWKV and multi-view fusion method. As shown in Fig. 5(a), we com-
pare different interaction strategies for VT-RWKV, where Cat denotes channel-wise fusion, Attn
applies cross-attention, and DyF (Xue & Marculescu, 2023) uses dynamic multimodal fusion. VT-
RWKV consistently outperforms these designs, achieving improvements of 0.70% ACC, 1.13%
Kappa, +0.72% AUPR, and 1.61% F1, confirming the superiority of our image-text concept interac-
tion. For multi-view fusion (Fig. 5(b)), our dual-uncertainty module achieves the best performance,
outperforming Baseline, Late Fusion, TMC, and Moe (Cao et al., 2023) with gains of +0.86% Acc,
+1.97% Kappa, +2.57% AUPR, and +1.77% F1. This demonstrates the effectiveness of uncertainty
modeling for multi-view decision fusion.
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(a) Comparison of experimental results of different
image-text concept interaction methods.

(b) Comparison of experimental results of different
ways of multi-view fusion decision.

Figure 5: Ablation studies on VT-RWKV and multi-view fusion method on the MFIDDR dataset.
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Figure 6: Results of the ablation study on the hyperparameters α and γ. The figure presents grading
accuracy, grading F1-score, concept prediction accuracy, and concept prediction F1-score under
different values of α and γ. The best results are indicated by the warmest colors.

A.6 HYPERPARAMETER ANALYSIS

The hyperparameters α and γ respectively control the weight of the concept prediction loss and the
focusing parameter in the grading loss. To analyse the impact of these hyperparameters, we conduct
a two-dimensional ablation study by systematically varying both α and γ. As shown in Fig. 6,
when α increases, the contribution of the concept prediction loss becomes more prominent, resulting
in higher concept prediction accuracy. However, a larger value of α reduces grading accuracy,
which contradicts our goal of achieving optimal grading performance. Therefore, there is a trade-off
between these two hyperparameters. Based on this analysis, we select α = 0.2 and γ = 2.0 as the
optimal hyperparameter settings.
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MA 0.75
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VH 0.09
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⋯
SE: [Soft Exudates….]
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Analysis of the dual-view 
fundus images of the patient 
reveals that the first view 
shows high probabilities of MA, 
HE, and EX lesions, with a 54% 
probability of the condition 
being moderate, while the 
second view presents high 
probabilities of MA, HE, EX, 
and SE lesions, along with an 
81% probability of being severe. 
Comprehensive analysis 
indicates that the patient has a 
74.1% probability of having 
severe NPDR.

Sev 0.741

Figure 7: Visualization display of our ProConMV model’s Inference Process.

A.7 LLM USAGE STATEMENT

In this paper, an LLM is used solely for text polishing. All research ideas, methods, experiments,
and conclusions are conducted without the assistance of any LLMs.
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