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Summary
Most offline RL algorithms return optimal policies but do not provide statistical guarantees

on undesirable behaviors. This could generate reliability issues in safety-critical applications,
such as in some multi-agent domains where agents, and possibly humans, need to interact to
reach their goals without harming each other. In this work, we propose a novel offline RL
approach, inspired by Seldonian optimization, which returns policies with good performance
and statistically guaranteed properties with respect to predefined undesirable behaviors. In
particular, our focus is on Ad Hoc Teamwork settings, where agents must collaborate with new
teammates without prior coordination. Our method requires only a pre-collected dataset, a set
of candidate policies for our agent, and a specification about the possible policies followed by
the other players—it does not require further interactions, training, or assumptions on the type
and architecture of the policies. We test our algorithm in Ad Hoc Teamwork problems and
show that it consistently finds reliable policies while improving sample efficiency with respect
to standard ML baselines.

Contribution(s)
1. We formalize the problem of offline Seldonian reinforcement learning in the context of Ad

Hoc Teamwork. The goal is to select optimal policies with statistical guarantees against
undesirable behaviors considering teammates’ policies explicitly.
Context: Seldonian policy optimization was first proposed in Thomas et al. (2019). An
application to RL for diabetes management was introduced in the same work. The Ad
Hoc Teamwork problem was introduced in Stone et al. (2010) with the goal of designing
agents that can collaborate with new teammates without prior coordination. No other work
formally defines the problem of offline Seldonian optimization for Ad Hoc Teamwork.

2. We provide an offline reinforcement learning algorithm based on Seldonian optimization
for Ad Hoc Teamwork. The algorithm can solve multiagent scenarios due to an extended
version of Doubly-Robust Importance Sampling (Jiang & Li, 2016), which estimates unde-
sirable costs by explicitly representing teammate policies and the transition model.
Context: The Seldonian RL algorithm proposed in Thomas et al. (2019) cannot scale to
large multiagent scenarios because of importance sampling inefficiency. We introduce, into
the estimation process, knowledge about the Ad Hoc Teamwork setting to improve the al-
gorithm efficiency and allow it to scale. Other Seldonian algorithms in the literature (Satija
et al., 2021; Thomas et al., 2015a) cannot deal with policy reliability in Ad Hoc Teamwork.

3. We evaluate our algorithm in three Ad Hoc Teamwork scenarios, showing that it is consis-
tently reliable and efficient compared to standard ML baselines.
Context: The evaluated domains are chain world (Chalkiadakis & Boutilier, 2003), ex-
tended blackjack (Sutton & Barto, 2018) and level-based foraging (Papoudakis et al., 2021).
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Abstract

Most offline RL algorithms return optimal policies but do not provide statistical guar-1
antees on undesirable behaviors. This could generate reliability issues in safety-critical2
applications, such as in some multiagent domains where agents, and possibly humans,3
need to interact to reach their goals without harming each other. In this work, we pro-4
pose a novel offline RL approach, inspired by Seldonian optimization, which returns5
policies with good performance and statistically guaranteed properties with respect to6
predefined undesirable behaviors. In particular, our focus is on Ad Hoc Teamwork set-7
tings, where agents must collaborate with new teammates without prior coordination.8
Our method requires only a pre-collected dataset, a set of candidate policies for our9
agent, and a specification about the possible policies followed by the other players—it10
does not require further interactions, training, or assumptions on the type and architec-11
ture of the policies. We test our algorithm in Ad Hoc Teamwork problems and show that12
it consistently finds reliable policies while improving sample efficiency with respect to13
standard ML baselines.14

1 Introduction15

Consider a warehouse environment where multiple robots collect and deliver packages from the16
shelves to the loading area. In such a situation, coordination among the agents would be fundamen-17
tal to increase throughput and avoid conflicts, such as deadlocks and crashes. This coordination,18
however, can be difficult to achieve if we can control only the policy of a single robot, e.g., due to19
proprietary software, or other issues. The difficulty increases when the other agents follow differ-20
ent policies: some of them, for example, might act conservatively, slowing down to avoid crashes,21
whereas others might move faster and more recklessly to guarantee predefined throughput. Intu-22
itively, in this situation, we would like to tailor the agent’s policy to the type of the other agents23
(the teammates) it faces. For instance, if we know a nearby robot is conservative, we might want our24
robot to go faster to deliver packages more quickly. By contrast, if the other robot is not conservative,25
then we might like our robot to be more cautious to reduce the chance of a crash.26

Such non-coordinated environments are dealt with by Ad Hoc Teamwork (AHT) (Stone et al., 2010;27
Mirsky et al., 2022) strategies. However, current state-of-the-art AHT algorithms only consider28
agent returns, not explicit constraints, which are better suited to express more complex behaviors we29
might want from our agent, such as collision avoidance.30

In this work, we propose a novel formalization of these types of problems in the offline setting. In31
particular, we assume having a large dataset of interactions previously collected by our agent using,32
possibly, suboptimal behavior policies, a set of new candidate policies, obtained for example from33
training state-of-the-art (deep) RL algorithms, and a set of constraint functions, used to capture the34
desired behavior of our agent. The goal is to return the best realiable candidate policy, irrespective of35
what the other agents are doing. For best reliable policy we mean the policy with the highest return36
among the candidates that is also guaranteed to satisfy, probabilistically, the given constraints.37
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Moreover, we propose an algorithm to solve this problem, obtained by integrating Ad Hoc Team-38
work strategies (Stone et al., 2010; Mirsky et al., 2022) with the Seldonian optimization framework39
(Thomas et al., 2019). Seldonian optimization allows us to introduce probabilistic constraints (based40
on confidence levels) in offline policy optimization, while AHT suggests explicitly representing the41
other agent’s policy types and the environment transition model in the optimization process, improv-42
ing sample efficiency with respect to state-of-the-art Seldonian approaches (Thomas et al., 2019).43

In summary, this paper provides the following contributions to the state of the art: (i) we propose a44
novel problem formalization for offline AHT where the goal is to obtain the best reliable policy from45
a set of candidates, adopting the Seldonian optimization framework; (ii) we provide a method that is46
statistically guaranteed to return a reliable solution; and (iii) we empirically evaluate our approach47
on increasingly complex environments, showing that it can scale up to standard AHT domains.48

2 Background49

2.1 Markov Decision Process50

A Markov Decision Process (MDP) (Puterman, 2014; Sutton & Barto, 2018) is a tuple51
⟨S,A, T,R, γ⟩, where S is the set of states, A is the set of actions, T : S × A × S → [0, 1] is52
the stochastic transition function, r : S × A → [Rmin, Rmax] is the reward function, and γ ∈ [0, 1]53
is the discount factor. A stochastic policy P : S × A → [0, 1] defines a probability function54
from states to actions such that any agent following the policy P takes action a, in state s, with55
probability P (a|s). Given a policy P and a MDP, we can define for each state s ∈ S the value56
function V P (s), that is, the discounted return that the agent is expected to get by following P57
from s from any timestep t0 onwards: V P (s) ·= E[

∑∞
t=t0

γt−t0r(st, at)|at ∼ P (·|st), s = st].58
Likewise, the state-action value function QP (s, a) is the expected discounted return that the agent59
will get by taking action a in state s in the current timestep t0 and following P afterward:60
QP (s, a) ·= E[

∑∞
t=t0

γt−t0r(st, at)|at+1 ∼ P (·|st+1), s = st, a = at].61

2.2 Seldonian policy optimization62

In Thomas et al. (2019) a Seldonian batch approach is proposed. It consists of a new algorithm63
design framework that shifts focus from maximizing the performance to avoiding undesirable be-64
havior, expressed as a probabilistic constraint. Let P be a set of stochastic or deterministic policies65
of interest for an MDP. Let H be a set of possible histories, where a history h ∈ H is a sequence of66
state-action-reward values collected by interacting with the environment. Each policy, P ∈ P , in-67
duces a distribution overH. We writeH ∼ P to denote that the history-valued random variableH is68
generated using the policy P . Let r : H → R be the return function, with r(H) denoting the return69
of history H . The expected return when using solution P can be written as EH [r(H) | H ∼ P ].70

The Seldonian Optimization Problem for RL is defined as:71

argmax
P

EH [r(H) | H ∼ P ]

s.t. ∀j ∈ {1, . . . , n} Pr(gj(P ) ≥ 0) ≥ 1− δj
(1)

where gj(P ) is a deterministic function that defines a measure of undesirable behavior (cost) for72
policy P . This function can, for example, penalize the number of expected collisions obtained by73
policy P , or penalize disagreement in a multiagent environment (Albrecht et al., 2024).74

2.3 Ad Hoc Teamwork75

Ad Hoc Teamwork (AHT) (Stone et al., 2010; Mirsky et al., 2022) is defined as the problem of76
developing agents capable of cooperating on the fly with other unfamiliar agents, without prior77
coordination. The inputs of the AHT problem are domain knowledge (e.g., an MDP definition of78
the environment, which expresses both the learner’s ability, in terms of actions, and the task, in79
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terms of reward) and a list of teammates with a (possibly incomplete) list of their attributes (e.g., its80
possible type and related policy). The output of the problem is the learner, represented by a policy81
P , which might be deterministic or stochastic, static or dynamic, depending on the agent’s sensors,82
the available communication channels, and the task definition. The key AHT assumptions are i) no83
prior coordination, ii) no control over teammates, iii) collaborative behaviors of the teammates.84

The main subtasks that need to be tackled to solve the AHT problem are i) the definition of a knowl-85
edge representation, ii) modeling teammates behaviors or inferring their types, iii) policy generation,86
iv) policy adaptation. A complete review of AHT literature is available in Mirsky et al. (2022).87

2.4 Problem definition88

The illustrative case study presented in the introduction is an example of the AHT problem we want89
to solve. The robot we control (ego-agent) and the other robots (teammates) have no predefined90
coordination strategy. The goal is to generate an optimal policy for the ego-agent while having only91
domain knowledge in the form of an MDP definition and the possible types of teammates, which92
must be inferred. In our problem formulation, we make the additional assumption of having a large93
dataset of trajectories collected offline by possibly suboptimal behavior policies and a set of candi-94
date policies {Pi}ℓi=1. Furthermore, our goal is to return the best policy (in terms of return) only95
among those which are reliable according to some user-defined constraints, e.g., collision avoidance.96
In this sense, the problem in the illustrative example is similar to the problem tackled by Seldonian97
policy optimization.98

The problem we aim to solve in this work is, therefore, integrating AHT (Mirsky et al., 2022) with99
Seldonian policy optimization (Thomas et al., 2019). The inputs are: the dataset of trajectories100
D = {(Hk, Pk)}mk=1 composed of m histories H1, . . . ,Hm collected by known behavior poli-101
cies P1, . . . , Pm, where each history is a sequence of tuples ⟨(s0,a0, s1, r1), (s1,a1, s2, r2), . . .⟩102
with st the environment state, at the joint action (of the ego-agent and the teammates), and rt103
the ego-agent reward; the reward function r (we assume it is known); a set of candidate policies104
{P1, . . . , Pℓ} for the ego-agent; a set of possible teammate types {T1, . . . , Tq} with corresponding105
policies PT1

, . . . , PTq
; the number of teammates p; and a set of measures of undesirable behavior106

g1, . . . , gn, which we model as function gj : S × A → R, and their required confidence levels107
δ1, . . . , δn. We define gj(P ) as the expected discounted cost gj over the trajectories obtained by P ,108
that is, gj(P ) ·= EH [gj(H)|H ∼ P ]. The output is the best candidate policy P ⋆ ∈ {P1, . . . , Pℓ},109
in terms of return r(P ) ·= EH [r(H)|H ∼ P ], among those that satisfy the probabilistic constraints110
g1, . . . , gn on undesirable behaviors with a corresponding confidence level.111

3 Method112

The main idea behind the proposed approach is to adequately take into account in the performance113
estimate ρ̂i,j,k of gj(Pi) (k ∈ {1, . . . ,m} is a trajectory) the transition model T and the p team-114
mates, each having an (unknown) type in the set T = {T1, . . . , Tq} with corresponding policy115
PT1

, . . . , PTq
, and then use a finite sample concentration inequality to satisfy the probability con-116

straint in Eq. (1), while making sure that ρ̂i,j,k is an unbiased estimate of gj(Pi): E[ρ̂i,j,k] = gj(Pi).117

3.1 Performance estimation with Importance Sampling118

Given a target policy Pi, a reward/cost function rj , and a trajectory Hk obtained by a behavior119
policy Pk, an off-policy estimate ρ̂i,j,k of the performance of Pi with respect to the function gj can120
be obtained via Importance Sampling (IS) (Kahn & Marshall, 1953; Precup et al., 2000):121

ρ̂ISi,j,k
·= gj(Hk)

∏
(st,at)∈Hk

Pi(at|st)
Pk(at|st)

(2)

where st and at are the states and actions in the trajectory Hk (we use bold notation for at to122
highlight that it is the joint action of the ego-agent and the teammates), gj(Hk) is the cost return of123
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the behavior policy Pk for the function gj in the trajectory Hk, Pi(at|st) is the probability of policy124
P to pick action at at state st, and Pk(at|st) is the probability of policy Pk to pick action at at st.125

In our multiagent type-based approach, IS is, however, suboptimal since it does not consider the126
types of the other agents and the related policies, which can provide very useful information for im-127
proving the estimate in terms of quality and sample efficiency. We observe that types are unknown,128
but they can be inferred from the dataset D of trajectories if explicitly considered by the estimator.129
If we assume the teammates’ action selection independent from those of the controlled agent (i.e.,130
the probability a teammate selects an action in a state does not depend on the behavior/new policy131
of the controlled agent) and stationary between when we collect the dataset and the optimization132
phase, then we can rewrite the IS estimator in terms of all actions at as:133

ρ̂ISi,j,k
·= gj(Hk)

∏
(st,at)∈Hk

Pi(at|st)
Pk(at|st)

(3)

= gj(Hk)
∏

(st,at)∈Hk

P
(ego)
i (a

(ego)
t |st)P (−ego)

i (a
(−ego)
t |st)

P
(ego)
k (a

(ego)
t |st)P (−ego)

k (a
(−ego)
t |st)

(4)

= gj(Hk)
∏

(st,at)∈Hk

P
(ego)
i (a

(ego)
t |st)

P
(ego)
k (a

(ego)
t |st)

(5)

where P (ego)
i is the policy of the ego-agent and P (−ego)

i is the joint policy of the teammates. The134
equality between Eq. (3) and Eq. (4) follows from independence. The equality between Eq. (4) and135
Eq. (5) stems from stationarity, having that: P (−ego)

i (a
(−ego)
t |st) = P

(−ego)
k (a

(−ego)
t |st). As shown136

in Eq. (5), however, the teammate types and related policies cannot be naturally integrated into IS.137

3.2 Performance estimation with doubly-robust importance sampling138

To explicitly consider teammate types and environment transition function in the performance esti-139
mator, we use the Doubly-Robust Importance Sampling (DR) (Jiang & Li, 2016; Thomas & Brun-140
skill, 2016; Levine et al., 2020; Huang & Jiang, 2020). It combines importance sampling and the141
direct method by introducing an estimate of the Q-function Q̂Pi

j (s, a) inside the importance sam-142
pling formula, reducing the variance, usually very high in standard IS. DR has form:143

ρ̂DRi,j,k
·=

∑
(st,at)∈Hk

γt
(
w≤t(gj(st,at)− Q̂Pi

j (st, a
(ego)
t )) + wHk

≤t−1V̂
Pi
j (st)

)
(6)

where w≤t =
∏

t̄≤t Pi
(ego)(a

(ego)
t̄ |st̄)/P

(ego)
k (a

(ego)
t̄ |st̄) (importance weight), Q̂Pi

j (st, a
(ego)
t ) is the144

estimated state-action value of policy Pi for constraint gj in state st and the ego-action a(ego)
t , and145

V̂ Pi(st) is the estimated state value of policy Pi for constraint gj in state st.146

This estimator is unbiased if either the behavior policy Pk is known or the model of the environment147
is known (that is, the estimates Q̂Pi

j (st, a
(ego)
t ) and V̂ Pi

j (st) are perfect) (Jiang & Li, 2016; Thomas148
& Brunskill, 2016). In our case, the second condition is not satisfied because it would require per-149
fect knowledge about opponents’ types and environment transition model, but the first condition is150
satisfied since we assume to know the behavior policy Pk by which the trajectory has been collected.151
The idea developed in this work is to explicitly introduce the types of the agents and the transition152
model of the environment in Q̂Pi

j (st, a
(ego)
t ) and V̂ Pi(st), which, importantly, still leave the estima-153

tor unbiased (because it only changes the estimates). Considering that (ego) is the ego-agent and154

(−ego) are the teammates, for Q̂Pi
j (st, a

(ego)
t ) we have (He & Boyd-Graber, 2016):155

QPi(st, a
(ego)
t ) ·=

∑
a
(−ego)
t

Pi
(−ego)(a

(−ego)
t |st)

∑
st+1

T (st,at, st+1) (7)

[Rt(st,at, st+1) + γE
a
(ego)
t+1

[QPi(st+1, a
(ego)
t+1 )].
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We can similarly derive the formula for V Pi(s), or define it as the expected value, over the actions156

a
(ego)
t taken under the current policy Pi, of QPi(st, a

(ego)
t ).157

3.2.1 Estimation of transition model and teammate types158

To compute Eq. (7) we need to estimate the transition model T and the teammate types P (−ego).159
Both are obtained from the dataset of trajectories D using a Maximum Likelihood Estimate (MLE)160
approach. In particular, the transition model probabilities are computed as161

T̂ (st,at, st+1)
·= |(st,at, st+1)|D∑

s∈S |(st,at, s)|D
. (8)

where |(st,at, st+1)|D is the number of times in dataset D the ego-agent transitions from state st162
to state st+1 when the joint action at is performed, and

∑
s∈S |(st,at, s)|D is the total number of163

time in D the ego-agent is in state st and the joint action at has been performed. On the other hand,164
the policy type of each teammate (−ego) is selected by maximizing its log-likelihood in D:165

P̂ (−ego) ·= argmax
P∈PT

∑
(st,a

(−ego)
t )∈D

logP (a
(−ego)
t |st). (9)

3.2.2 Dataset split166

To correctly obtain an unbiased estimate in Eq. (6), we need to split the dataset into two subsets,167
Dtrain and Dval (Jiang & Li, 2016), one for estimating T , Pi

(−ego), and QPi (Eqs. 7, 8, 9), and one168
for estimating ρ̂DRi,j,k, given the other elements. In our experiments, we split the given dataset using169
a manually selected ratio λ (usually between 0.15 and 0.55, see Section 4).170

3.3 Lower-bound performance estimation via concentration inequalities171

To solve the Seldonian optimization problem of Eq (1), we must now find a way to guarantee the172
probabilistic constraints over undesirable behaviors, namely, for each candidate policy Pi we must173
check that ∀j ∈ {1, . . . , n} Pr(gj(P )) ≥ 0) ≥ 1 − δj . We do so by applying finite-sample174
concentration inequalities to get a lower bound on the true estimated value gj(Pi) that holds proba-175
bilistically with the desired confidence level δj ∈ [0, 1]. We consider two concentration inequalities,176
whose formal definitions are reported below.177

Extended Maurer & Pontil’s empirical Bernstein inequality (Maurer & Pontil, 2009; Thomas178
et al., 2015b):

ρDRi,j ≥

(
m∑

k=1

1

ξk

)−1
 m∑
k=1

Yk
ξk
− 7m log(2/δ)

3(m− 1)
−

√√√√√2 log(2/δ)

m− 1

m m∑
k=1

(
Yk
ξk

)2

−

(
m∑

k=1

Yk
ξk

)2



(10)

where ρDRi,j is the true mean cost, ρDRi,j = E[ρ̂DRi,j,k] = gj(Pi), m is the number of trajecto-179
ries over which ρDRi,j is computed (given the candidate policy Pi and the undesired behavior gj),180
Yk
·= min{ρ̂DRi,j,k, ξk}, where ρ̂DRi,j,k are our estimated returns/cost for trajectory k (see line 3 of Al-181

gorithm 1) and ξk are real-value constants that must be tuned to achieve the tightest possible bound.182
We set this value by hand in all our experiments (see Section 4). The lower bound we are looking183
for is the right-hand side of Eq. (10), and this holds with probability 1− δj .184

Eq. (10), however, requires ρ̂DRi,j,k being unbiased and almost surely non-negative,P(ρ̂DRi,j,k ≥ 0) = 1185
(Thomas et al. (2015b), Theorem 1)1. The first one is guaranteed by the properties of the DR186

1Importantly, it does not require the variables to be identically distributed, so it can be used with estimates obtained with
different behavior policies.
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estimator, the second one is not (due to the minus sign in Eq. 6 and the arbitrary values that the187
estimates can take). We can, however, add a constant a to every estimated target ρ̂DRi,j,k, k = 1, . . . ,m188

to force this property on the new estimator ψ̂i,j,k = ρ̂DRi,j,k + a. Of course, this makes it also biased,189

but by a known quantity a. The left-hand-side of Eq. (10) becomes E[ψ̂i,j,k] = E[ρ̂DRi,j,k + a] =190
E[ρ̂DRi,j,k] + a = ρDRi,j + a and we can remove the constant a from the right-hand-side with a suitable191
redefinition of Yk to obtain a valid lower-bound for ρDRi,j .192

Lemma 1 If ψ̂i,j,k = ρ̂DRi,j,k+L(R
max+2V max), with L being the trajectory length,Rmax and V max193

respectively the maximum reward and value, then P(ψ̂i,j,k ≥ 0) = 1.194

Proof sketch. The idea behind this proof is to identify a constant a larger than or equal to |min ρ̂DRi,j,k|195
and to use it to make all terms positive. By analyzing the terms in the sum of Eq. 6 it turns out that196
|min ρ̂DRi,j,k| ≤ L(Rmax + 2V max). Full mathematical details are reported in Supp. Mat. Section B.197

Student’s t-inequality (Student, 1908):

ρDRi,j ≥ mean(ρ̂)−

√
stdev(ρ̂)
|ρ̂|

· T−1
|ρ̂|−1[1− δj ] (11)

where ρ̂ is the collection of estimates {ρ̂DRi,j,k}nk=1 and T−1
d [p] is the inverse CDF of the t-student198

distribution with d degrees of freedom for quantile p; mean and stdev are the empirical mean and199
standard deviation. This inequality, which holds with probability 1− δj , assumes that the provided200
estimates {ρ̂DRi,j,k}nk=1 are distributed, in the limit, as a Gaussian, so it does not give the same formal201
finite-sample regime guarantees as Eq. (10); however, it is consistently used in many fields and also202
by (Thomas et al., 2019), so we consider it as a possible estimate in our work. In the following, we203
will call αi,j the right-hand side of this inequality and that of Eq. (10).204

3.4 Seldonian Ad Hoc Teamwork algorithm205

The proposed reliable Ad Hoc Teamwork approach, inspired by (Thomas et al., 2019), is illustrated206
in Algorithm 1. The algorithm receives in input a dataset of trajectories D = {(Hk, Pk)}mk=1,207
a set of cost functions gj , j = 1, . . . , n that evaluate undesirable behaviors, a set of confidence208
levels δj , j = 1, . . . , n, a set of candidate policies Pi, i = 1, . . . , ℓ, a set of possible teammate209
policies PT1 , . . . , PTq , and the split ratio λ. The output is the candidate policy P having the highest210
estimated return among those that satisfy the probabilistic constraints Pr(gj(P ) ≥ 0) ≥ 1− δj , or211
NO SOLUTION if no policy satisfies the constraints. The algorithm is divided into two parts:212

1. from line 5 to 13, it computes the set of reliable policies, that is, those that satisfy the constraint.213
To do so it computes, in line 8, m unbiased estimates of gj(Pi) using the m trajectories in the214
dataset D, using the DR estimator Eq. (10). This is done for each candidate Pi, and considering215
all the possible types of the teammates; then, in line 9, it uses them estimates to compute a lower216
bound αi,j on the true expected value using a finite-sample concentration inequality (see Section217
3.3) for each constraint. Lastly, if the lower bound satisfies all constraints (line 11), the candidate218
is put into the set of reliable policies.219

2. from line 15 to 22, if the set of reliable policies is not empty, then a similar procedure is carried220
out: we use the dataset D to compute the estimated return r(P ) of each of the found reliable221
policies (using IS or DR), and we return the best one; otherwise, we return NO SOLUTION (lines222
19 and 21).223

4 Experimental Evaluation224

In this section we present the results of our tests on three different settings, of increasing level225
of complexity: Chain World (Chalkiadakis & Boutilier, 2003), Blackjack (Sutton & Barto, 2018;226
Towers et al., 2024), and Level-Based Foraging (Papoudakis et al., 2021; Christianos et al., 2020).227
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Algorithm 1: Seldonian Ad Hoc Teamwork
Data: Dataset D = {(Hk, Pk)}mk=1, cost functions {gj}nj=1, confidence levels {δj}nj=1,

candidate policies set {Pi}ℓi=1, possible teammate policies set {PTu
}pu=1, split ratio λ.

Result: Either a reliable policy P ⋆ or NO SOLUTION
1 P ← ∅ (set of reliable policies)
2 Split D into Dtrain with Dval using λ
3 Estimate transition model T using Eq. (8) on Dtrain

4 Estimate teammate types and related policies P (−ego) using Eq. (9) on Dtrain
5 for i = 1, . . . , ℓ do
6 Estimate QPi(st, a

(ego)
t ) and V Pi(st) of candidate policy Pi using Eq. (7) on Dtrain

7 for j = 1, . . . , n do
8 Compute m positive unbiased estimates {ρ̂DRi,j,k}mk=1 of gj(Pi) using Eq. (6) + Lemma 1

on Dval
9 Compute the lower bound αi,j of gj(Pi) with confidence level δj/ℓ using Eqs. (10) or

(11) (it holds with confidence level δj simultaneously for all ℓ candidates Thomas
et al. (2019))

10 end
11 if αi,j > 0,∀j = 1, . . . , n then
12 Put Pi into P
13 end
14 end
15 if P is not ∅ then
16 for P ∈ P do
17 Estimate expected return performance r(P ) of P using either IS or DR
18 end
19 return P ⋆ ·= argmaxP∈P r(P )

20 else
21 return NO SOLUTION
22 end

We compare our method against two baselines: an unreliable estimator that skips the reliability228
computation and picks the estimated best policy, similarly to the baseline used by Thomas et al.229
(2019), and Algorithm 1 using Per-Decision Importance Sampling estimator (PDIS) estimate instead230
of DR. PDIS (Precup et al., 2000) is more efficient than standard IS, and similarly unbiased. It works231
by computing the importance weights incrementally (more details in Supp. Mat. A). However, this232
estimator does not allow us to explicitly represent the transition model and the teammate types, thus233
it is less efficient than our method. We chose PDIS instead of IS to make the comparison more fair,234
considering the poor results of IS in our tested environments in early tests. Since the Seldonian RL235
algorithm proposed by Thomas et al. (2019) (Fig. S20) uses a (modified) version of IS, and does not236
take into account AHT knowledge, we do not use it as a baseline in our experiments.237

4.1 Chain World238

Chain World (Chalkiadakis & Boutilier, 2003) (Figure 1, left) is a coordination game in which there239
are |S| states, k agents and two actions, 0 and 1. Players start at state s1. If all agents pick action240
0 in state si, they move to the next state si+1 and obtain zero reward. If they all pick action 1, they241
go back to the starting state s1 and receive a small reward r. If they pick conflicting actions, they242
stay in the same state and get zero reward. The goal is to coordinate completely by picking action 0243
|S| − 1 times and reach the end state, where they get a very large reward R.244

In our experiments, we set |S| = 10, k = 3, r = 10 and R = 100. We also define a single cost245
function g which measures the level of non-coordination between the agents. To align ourselves246
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r

R

Figure 1: Environments tested: Chain World, a modified two-player version of Blackjack and Level-
Based Foraging.

with the lower bounds in the second part of Eq. (1), here and in the following sections, we flip247
the semantic of the function g. Namely, instead of considering it a cost function used to penalize248
undesirable behaviors, we use it as a function that rewards desirable behaviors. In Chain World,249
we reward agreement among agents by defining g(st,at) = exp(−x), where x = 0 if all agents’250
actions are identical, and x = 1 otherwise. This creates two contrastive goals: maximizing the251
reward does not imply maximizing the agreement; if the teammates, for example, are more likely252
to take action 0 instead of 1, then an ego-policy that is more likely to take 1 can be better in terms253
of reward but worse in terms of agreement. We use fixed length episodes (L = 200) by having the254
agents restart the game to s1 when reaching the last state and add stochasticity to the transitions.255

Results. For this environment, we handcraft five rule-based policies P1, . . . , P5. These policies256
differ in their likelihood of picking different actions depending on the state si: some have a fixed257
probability, and others have a probability that depends on the state si. We pick two of these policies258
as the actual policies of the teammates, and we do not change them between the offline collection259
phase and the inference phase. Moreover, instead of requiring g ≥ 0 as the probabilistic constraint260
in the second part of Eq (1), we consider a bound of the form g ≥ d, where d is an arbitrarily-picked261
constant chosen so that only a subset of the five policies considered as candidates are reliable. We262
collect data using three different behavior policies, randomly taken from our set of five handcrafted263
policies. In particular, for each behavior policy, we collect 20 datasets for each of the five different264
sizes |s| ∈ {20, 200, 500, 1000, 2000}. As for the candidate policies, we use the remaining four265
policies (besides the behavior). We pick all five policies as possible types from which we need to266
estimate the true teammate types. We test two inequalities for the lower bound: empirical Bernstein267
and Student’s t-inequality (Eqs. 10, 11). We pick δ = 0.15 for both and set the split ratio λ = 0.15.268

We present the results of our method (labeled DR) in Figure 2, similarly as in Thomas et al. (2019).269
Our algorithm (dark and light green curves, plot A) is consistently reliable. In fact, the plot on the270
right shows it never picks an unreliable policy, even with small dataset sizes, whereas the unreliable271
baseline consistently picks bad policies, with a probability between 10% and 25%, depending on the272
dataset size s. Notice that the PDIS-based method also reaches full reliability, but due to, trivially,273
rarely picking a policy (left plot, blue and purple curves). The DR estimator is indeed much more274
efficient than PDIS, with a higher probability of picking a solution for all |s| (x-axis). Moreover, the275
two charts show that, by using the Student’s t-inequality to compute the performance lower bound,276
our algorithm needs less data to be able to pick policies, reaching, for instance, a prob. of solution of277
around 25% with a dataset size of only 20 episodes, while still avoiding unreliable policies. Because278
the unreliable baseline skips the reliability computation, it picks solutions with probability 100%.279

4.2 Blackjack280

Next, we test the scalability of our algorithm and its ability to work with trained policies. We do281
it by applying the algorithm to a more complex environment, a modified multiplayer version of282
Blackjack (Sutton & Barto, 2018; Towers et al., 2024) (Figure 1, center). Blackjack is a stochastic283
environment where a single agent plays against the dealer, with the goal of drawing a hand of greater284
value without going bust (over 21 points). In our modified version, we add a second teammate who285
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Figure 2: Results on the three tested environments. Different colors correspond to different estima-
tors used and different concentration inequalities for the lower bound. On the x-axis the size of the
dataset. On the y-axis, on the left the probability of returning a candidate policy as a solution —
higher is better; on the right, the probability of returning a unreliable policy — lower is better. The
shaded areas represent the 95% confidence intervals over multiple runs.

picks among the two actions (hit or stick) independently of the ego-agent. If both pick the same286
action, then the game proceeds as usual; otherwise, a turn passes without anyone drawing any card.287
In that case, the ego-agent and the teammate receive a small reward r (globally). The game ends288
if either the players go bust (which makes them receive a 0 reward, globally) or if the dealer goes289
bust (in this case they receive a large reward R). Alternatively, the game ends when H turns pass290
without anyone going bust; in this case, the hands’ values are compared to determine the winner.291
Having to coordinate with a second player can change the ego-agent strategy from the standard one:292
for example, there might be cases where, even if it would prefer to take the stick action, knowing293
that the teammate is likely to take the hit action could lead him to decide to coordinate with him294
instead to avoid moving to the next turn with no cards drawn, to avoid the end of the episode.295

We set H = 10, r = 0.5 and R = 5. We also make the environment fully observable by showing all296
the cards at all times. In terms of dimension, this environment has 8192 state-action pairs, a much297
greater number than our chain world environment. As for g, we define a single alternative reward298
function g s.t. g(st,at) = 1 if both agents pick the same action, 0 otherwise, rewarding agreement.299

Results. Following the same experimental setting of the previous section, we handcraft three rule-300
based stochastic policies that pick actions based on the player’s hand value and use them as possible301
types for the teammate (we pick one as the actual followed policy and keep it fixed during all302
phases). In terms of ego-agent candidate policies, instead of only testing handcrafted policies we303
also test trained deep RL policies. In particular, we train a PPO policy (Schulman et al., 2017)304
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over 1M steps, take two checkpoints at different levels of training (medium and high), and create305
eight different ε-greedy policies by adding variability in their action selection. We use four of these306
policies as candidates and four as behaviors. As in our previous experiment, we define reliability as307
achieving an expected g ≥ d, where d is handpicked to let only one policy among the candidates308
be reliable. For this environment, we choose dataset sizes |s| ∈ {10, 100, 1000, 5000, 10000}, split309
ratio λ = 0.55 and confidence level δ = 0.05. Given the large state-action space, we follow the310
standard procedure (Jiang & Li, 2016) to reduce the variance of all estimators by limiting the range311
of possible estimates between [Vm, VM ] using domain knowledge. We run our algorithm 20 times312
for each size |s| and each behavior, obtaining 95% confidence intervals (represented by the shaded313
areas).314

The results can be seen in Figure 2, plot B. We see, similarly to our previous experiment, that the315
unreliable baseline always selects a policy (left plot) but it often picks unreliable policies (right plot)316
because it focuses only on the reward, a goal not always aligned with the player’s agreement. Our317
algorithm (green lines) requires more data (i.e., |s| ≥ 5000) to start picking policies (left plot), but318
when it does, it is consistently reliable (right plot). Only when the dataset is very small and we319
use Student’s t-inequality our algorithm can pick, still rarely, bad policies (right plot). This does320
not happen when we use the extended Bernstein inequality (Eq. 10). In general, the latter is more321
conservative and we can clearly see that, by using it, our algorithm is less likely to pick policy than322
when we use the looser t-student (i.e., the dark-green line is lower than the light-green one in the left323
plot). Still, when |s| = 10000 our algorithm picks a reliable policy with a 100% chance (or it selects324
no policy). Clearly, the PDIS estimator is not good enough at this size as it cannot find good enough325
estimates to even pick a single policy in all experiments and for all concentration inequalities.326

4.3 Level-Based Foraging327

As a third experiment, we scale even further by testing our algorithm on level-based foraging (Fig-328
ure 1, right), a standard AHT benchmark (Papoudakis et al., 2021; Christianos et al., 2020). This329
environment is much bigger than the others, with more than 31k state-action pairs. In level-based330
foraging, n players must collaborate to collect m foods. Players and foods are assigned different331
levels, and one or more players can collect a piece of food only by getting close to it and selecting332
the load action. When this happens, the total sum of the players’ levels S is compared with the food333
level f : they succeed only if S ≥ f , at which point they receive reward R = f . Every other action334
obtains reward 0. In our experiments, we pick n = 2 and m = 2. We also make the environment of335
fixed length, setting H = 25. As a desired constraint function, we use the expected return, that is,336
the reliability is based on the reward itself. This definition is allowed by Eq. (1) and lets the users337
of our algorithm capture the cases where they want a guarantee lower bounds on the reward before338
committing to a policy. This form was already explored, albeit slightly differently, in (Thomas et al.,339
2019). As before, we require a policy to have g ≥ d, for a handpicked d, to be reliable.340

Results. Again, we follow our previous experimental setting. We consider three handcrafted policies341
for the opponent types, one of which is randomly selected as the actual policy. For the candidates342
and behaviors, we train PPO (Schulman et al., 2017) for 20M steps, pick three different checkpoints,343
and create seven different ε−greedy policies out of them. We pick four as candidates and three as344
behaviors. We also pick the same set sizes, split ratio, and confidence level, and we also limit the345
estimates for each estimator between [Vm, VM ] (Jiang & Li, 2016). We run our algorithm 10 times346
each for each size and behavior, obtaining 95% CI (shaded areas).347

The results can be seen in Figure 1, plot C. Owing to the more difficult estimation target, due to348
the environment size, we see that our algorithm needs a large enough dataset size |s| ≥ 5000 to349
consistently pick a reliable policy (left plot). Using Student’s t-inequality makes our algorithm less350
conservative and reaches around 75% probability of picking reliable policies with |s| = 10000. If351
we use the extended Bernstein inequality, we get similar results but slightly worse, especially when352
|s| = 5000. This is expected as it is known to require more data (Thomas et al., 2019; Thomas &353
Brunskill, 2016) than alternatives with fewer guarantees (like Student’s t-inequality). In general, it is354
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standard to use a looser bound when reliability is important but not mandatory, and the environment355
is so big that collecting large enough datasets is prohibitive; in particular, the Student’s t-inequality356
is used even in hard scientific field (Thomas et al., 2019). The unreliable has 100% probability357
of picking policies, but only when the dataset size |s| gets big (|s| ≥ 5000) then its probability358
of picking unreliable policies goes to zero. This happens because, by defining the constraint as the359
reward itself, the unreliable baseline starts correctly estimating the policy performance as the dataset360
size gets larger, and hence, by picking the candidate with the largest estimated return, it correctly361
picks reliable policies. Our algorithm, instead, never picks bad policies so it is reliable in this setting.362

5 Related Work363

Seldonian optimization The original Seldonian optimization framework was proposed by364
Thomas et al. (2019). After proposing a shift in perspective in ML algorithmic design, from perfor-365
mance optimization to avoiding undesirable behavior, the authors show how to apply this principle366
to build, in a proof-of-concept diabetes management simulated environment, a safe RL algorithm367
that avoids suggesting policies leading to dangerous low blood sugar levels. Other more recent368
works have focused on extending this approach to handle more specific RL settings. In Satija et al.369
(2021) the authors implement an offline Seldonian algorithm in the Safe Policy Improvement set-370
ting (Thomas et al., 2015a; Ghavamzadeh et al., 2016; Laroche et al., 2019; Castellini et al., 2023;371
Bianchi et al., 2024), by casting the task as a multiple objective optimization problem in a Con-372
strained MDP (Altman, 1999). Their algorithm can return, with statistical guarantees, a new policy373
that performs at least as well as the baseline policy used to collect the data, for any considered374
objective. The work by Chandak et al. (2020), instead, extends the Seldonian problem to handle375
non-stationary MDPs, using a candidate policy search plus a safety test procedure. None of these376
works consider the multiagent (Albrecht et al., 2024) or the AHT setting (Stone et al., 2010).377

Ad Hoc Teammwork Most of the algorithms applied to the AHT problem (Stone et al., 2010;378
Papoudakis et al., 2021) are not able to provide reliability guarantees. State-of-the-art algorithms379
for such setting include SEAC (Christianos et al., 2020), MAPPO (Yu et al., 2022) and MAA2C380
(Papoudakis et al., 2021). In terms of type-based AHT, which is the approach that we take, related381
works usually adopt a Bayesian point-of-view, by considering beliefs on the types of the teammates,382
updated with each subsequent observation (Chalkiadakis & Boutilier, 2003; Albrecht & Stone, 2019)383
or implicitly model the teammates using neural-network approximations (He & Boyd-Graber, 2016).384
More recently, some works for the AHT have explored providing guarantees, for example, robust-385
ness and worst-case performance (Rahman et al., 2024; Villin et al., 2025). However, none of these386
works tackle the offline setting and the Seldonian optimization framework.387

6 Conclusions and future work388

We presented a novel offline RL algorithm that, given enough data, can return a reliable policy389
against predefined undesirable behaviors in non-coordinated environments. The approach solves a390
Seldonian optimization problem in the context of Ad Hoc Teamwork. We showed experimentally391
that the technique can scale to more complex environments and deal with any type of candidate392
policy. Still, our approach presents some limitations that stimulate interesting future extensions.393

First, in its current form, the proposed algorithm needs both a set of candidate policies for the ego-394
agent and a set of possible types for the teammates. We intend to explore different ways to relax such395
requirements, such as searching directly in the space of neural network policies for the candidates or396
estimating the types of teammates using an MLE approach. Second, solving for the exact Q-value397
function in Eq (7) can be a bottleneck, in terms of scalability and computational requirements. In398
our experiments, we tried different approximators, such as neural networks and XGBoost regressors399
(Chen & Guestrin, 2016), with negative outcomes. We believe that investigating these approaches400
further can be key to scaling the algorithm even more, with the goal of reaching real-world scenarios.401
Finally, extending our approach to the fully online setting is interesting future work.402
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537

A Per-Decision Importance Sampling538

The Per-Decision Importance Sampling estimator (PDIS) is a similar estimate to IS, unbiased under539
the same assumptions but with lower variance. Its formula is:540

ρ̂PDISi,j,k =
∑

(st,at,rt)∈D

γtrtw≤t (12)

where w≤t
·=
∏

t̄≤t P (at̄|st̄)/Pk(at̄|st̄). The difference with IS is that the importance weight is not541
calculated up to the end of the trajectory in one shot, but incrementally as a function of the steps up542
to that point.543

B Proof of Lemma 1544

Lemma If ψ̂i,j,k = ρ̂DRi,j,k + L(Rmax + 2V max), with L being the trajectory length, Rmax and V max545

respectively the maximum reward (or cost) and value, then P(ψ̂i,j,k ≥ 0) = 1.546

Proof For any random variable X , we have that P(X + a ≥ 0) = 1 if a ≥ |minX|. Therefore, if547
we find a constant a such that a ≥ |min ρ̂DRi,j,k| then P(ρ̂DRi,j,k + a ≥ 0) = 1. First, for simplicity we548
rewrite ρ̂DRi,j,k from Eq. (6) as:549

ρ̂DRi,j,k =
∑

(st,at)∈Hk

(
γtw≤tgj(st,at)− γtw≤tQ̂

Pi
j (st, a

(ego)
t ) + γtwHk

≤t−1V̂
Pi
j (st)

)
=

∑
(st,at)∈Hk

(Xt − Yt + Zt) (13)

We have that:550

|min ρ̂DRi,j,k| ≤ max |ρ̂DRi,j,k| (14)

= max

∣∣∣∣∣∣
∑

(st,at)∈Hk

(Xt − Yt + Zt)

∣∣∣∣∣∣ (15)

≤ max
∑

(st,at)∈Hk

|Xt − Yt + Zt| (16)

≤ max
∑

(st,at)∈Hk

(Xt + Yt + Zt) (17)

≤
∑

(st,at)∈Hk

max(Xt + Yt + Zt) (18)

≤
∑

(st,at)∈Hk

(maxXt +maxYt +maxZt) (19)

≤
∑

(st,at)∈Hk

(Rmax + V max + V max) (20)

= L(Rmax + 2V max) (21)

Eq. (16) follows from |
∑

i αi| ≤
∑

i |αi|. Likewise, Eq. (17) follows from |a + (−b) + c| ≤551
|a|+ | − b|+ |c| = |a|+ |b|+ |c| and the fact that Xt, Yt, Zt are all positive, under the design choice552
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Figure 3: Probability of solution as a function of the randomness of the behavior policy. Top:
Blackjack, bottom: Level-Based Foraging. Left: DR using Bernstein, right: DR using Student’s
t-inequality.

of having only positive rewards (because all its terms are positive, although we require to constraint553
the estimated Q-value and Value functions to be positive, which is easily done). Eqs. (18) and (19)554
follow from max(

∑
i αi) ≤

∑
i maxαi.555

Lastly, Eq. (20) follows from the fact that γt, w≤t, w≤t−1 ∈ [0, 1] for all t and all trajectories, and556

that gj(st,at) ≤ Rmax and Q̂Pi
j (st, a

(ego)
t ), V̂ Pi

j (st) ≤ V max under the very natural assumption that557
we constraint these estimated functions to be below V max: this is trivially done, as we can just clip558
them — this does not affect the properties of the DR estimator.559

Therefore, if we set a = L(Rmax + 2V max) and ψ̂i,j,k = ρ̂DRi,j,k + L(Rmax + 2V max), the statement560
follows. □561

C Ablation on the randomness of the behavior policy562

We found that the performance of our algorithm, especially the probability of solution, is sensitive563
to the randomicity of the behavior policy used to collect data; for randomicity, we mean the ε564
stochasticity that we add to the raw NN-based policy (see Sections 4.2 and 4.3). Figure 3 presents565
the probability of solution for our algorithm (using DR exclusively) based on this stochasticity. The566
plots are obtained by separating, using the same data of Figure 2, the results obtained using different567
behavior policies (similarly to Figure 4). That is, each line in Figure 3 corresponds to n runs of568
Algorithm 1 (for Chainworld and Blackjack, n = 20, for Level-Based Foraging n = 10) using data569
collected by a single behavior policy.570

We can see that, for all inequality bounds (left, Bernstein, right, Student’s t-inequality) and all en-571
vironments (top, Blackjack, bottom, Level-Based Foraging), collecting data with a more random572
behavior policy lead to improved probability of solution. For both environments, values of ε lower573
than 0.3 (light orange) lead to a very low probability of solution (0 in some cases), whereas by in-574
creasing the randomicity we get higher and higher values, up to 1.0 when the dataset size gets larger.575
The effect is more clear when we use the Bernstein inequality on Blackjack (top-left plot). Still, this576
effect is present even when we use Student’s t-inequality (right plots), even though sometimes the577
differences between different randomicity are not as clear (for example, in Blackjack, top-right).578
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Figure 4: Extended results for Chain World (top), Blackjack (center) and Level-Based Foraging
(bottom). Each line corresponds to n runs of Algorithm 1 using a different behavior policy. See text
for more details.

This behavior can generally be expected as the higher the randomicity the larger the state-action579
space explored, leading to more varied data for the out-of-policy estimations.580

D Extended results581

In Figure 4 we present the same results as in Figure 2 but we do keep data separated depending582
on the behavior policy that was used to collected it. That is each line in Figure 4 corresponds to583
n runs of Algorithm 1, where n depends on the environment (for Chain World and Blackjack we584
have n = 20, for Level-Based Foraging n = 10) starting from data collected by a single behavior585
policy. The shaded areas represent the 95% CI over the n runs. This shows, alongside Figure 3586
(which presents explicitly the same curves for DR of the left plots — the probability of solution —587
based on the randomicity ε of the behavior policies) that the results depend a lot on the behavior588
used to collect data. In some cases, using Bernstein is better than Student’s t-inequality (bottom-left589
plot, which corresponds to the probability of solution for Level-Based Foraging), but in general the590
latter is more efficient and lets us the Algorithm pick more policies and with less data. These plots591
also show that, across all domains and all runs, only a single time our Algorithm with PDIS, the592
second baseline, was able to get a probability of solution greater than zero, in Chain World by using593
Student’s t-inequality (top-left plot, purple line); in all other cases its probability of solution is zero.594
Meanwhile, by using DR we get much better estimations and we are able to pick solutions using595
almost all behaviors.596
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