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Abstract

Text-to-Image (T2I) models have advanced rapidly, capa-
ble of generating high-quality images from natural lan-
guage prompts; yet, T2l outputs often expose social bi-
ases—especially concerning demographic lines such as oc-
cupation and race. This certainly raises concerns about the
fairness and trustworthiness of T2I. While current evalua-
tions mainly rely on statistical disparity measures, they of-
ten overlook the connection to social acceptance and nor-
mative expectations. To create a socially grounded frame-
work, we introduce SocialBiasKG (human perception), a
structured knowledge graph that captures social nuances in
occupation—race bias, including global taxonomy-based di-
rected edges—Stereotype, Association, Dominance, and Un-
derrepresentation. We develop (1) a comprehensive bias eval-
uation dataset and (2) a detailed protocol customized for
each edge type and direction. The evaluation metrics in-
clude style similarity, representational bias, and image qual-
ity, which are applied to ModelBiasKG (model outputs). This
allows for systematic comparisons across models and against
human-annotated SocialBiasKG, revealing whether T2 mod-
els reproduce, distort, or diverge from cultural norms. We
demonstrate that our KG-based framework effectively detects
nuanced, socially important biases and highlights key gaps
between human perceptions and model behavior. Our ap-
proach offers a socially grounded, interpretable, and extend-
able method for evaluating bias in generative vision models.

1 Introduction

With the introduction of diffusion models(Ho, Jain, and
Abbeel 2020; Croitoru et al. 2023), Text-to-Image (T2I)
models have seen remarkable advancements in recent years,
enabling the generation of diverse and high-fidelity im-
ages from textual descriptions(Ramesh et al. 2022; Yu et al.
2022). Both proprietary models, such as DALL-E(Ramesh
et al. 2021) and Imagen(Saharia et al. 2022), and open-
source models like Stable Diffusion(Rombach et al. 2022)
and FLUX(Labs et al. 2025) have been rapidly adopted
across creative industries, design, and entertainment. Their
emergence has greatly enhanced the usability of Al for vi-
sual content creation, enabling users to generate imaginative
artwork and realistic scenes from simple text prompts(Ko
et al. 2023). However, these models often produce biased
contents(Morales, Claris6, and Cabot 2025; Cheong et al.
2024). In particular, concerns regarding bias and fairness

in generative vision models have raised critical questions
about the trustworthiness of such Al systems, especially in
socially sensitive applications(Wan et al. 2024). T2I models
are prone to exhibiting stereotypes and biased portrayals of
people in the images they generate(Luo et al. 2024b). Such
biases—including overrepresentation of dominant groups or
stereotypical visual depictions—not only raise ethical con-
cerns(Bianchi et al. 2023) but also diminish user satisfac-
tion and trust in the generated outputs (Ghosh, Lutz, and
Caliskan 2025).

Several prior efforts have attempted to benchmark so-
cial biases in T2I models (D’Inca et al. 2024; Chinchure
et al. 2024; Cho, Zala, and Bansal 2023), primarily focus-
ing on demographic attributes such as gender, age, and race.
For instance, DALL-Eval quantifies demographic skew via
class distribution statistics (Cho, Zala, and Bansal 2023),
while TIBET leverages concept-level semantic similarity
under counterfactual perturbations to reveal representational
disparities (Chinchure et al. 2024). However, these ap-
proaches emphasize statistical quantification and rarely as-
sess whether the observed disparities align with socially rec-
ognized stereotypes or cultural norms.

However, statistical disparity alone is insufficient to de-
termine whether model behavior is biased or socially prob-
lematic. A model might overrepresent a demographic group
simply because it mirrors real-world prevalence, in which
case the output reflects cultural variation rather than bias.
Conversely, if the model amplifies harmful stereotypes or
contradicts actual demographic distributions, such behavior
may undermine fairness and trustworthiness. Hence, mean-
ingful bias evaluation requires comparing model outputs not
only against quantitative baselines but also against social
perceptions and normative expectations.

To alleviate this gap, we introduce a Knowledge Graph
(KG)-based framework for bias evaluation. By encoding
stereotypes, cultural norms, and observed disparities in an
explicit, interpretable structure, the KG enables systematic
alignment analysis between model outputs and human so-
cial understanding. This structured approach supports fine-
grained, culturally grounded bias evaluation that goes be-
yond statistical discrepancy, offering deeper insights into
how and why T2I models exhibit problematic behaviors.

In this work, we focus on occupation-race associations
as a representative domain where social perception is



central to identifying harmful bias. We introduce Social-
BiasKG, a novel KG framework that structurally encodes
social biases between occupations and racial or ethnic
groups. Rather than capturing only explicit stereotypes,
SocialBiasKG distinguishes four types of occupation-race
relations: stereotyped.as, associated-with,
dominant_in, and underrepresented_in—each
defined as a directed edge that reflects different forms of
bias or disparity. The graph is grounded in standardized
occupation and race taxonomies (ISCO-08 and global ethnic
categories), enabling systematic, cross-cultural bias analysis
across text-to-image models.

Building on SocialBiasKG, we construct a bias eval-
uation dataset that systematically covers diverse occupa-
tion—race combinations. Each prompt is derived from ver-
tices and edges in the graph, including both single-vertex
prompts (e.g., occupation-only or race-only) and paired-
vertices prompts that explicitly combine occupation and
race. This design enables controlled testing of how T2I
models render demographic attributes both in isolation and
in combination. We also introduce a fine-grained evalua-
tion protocol aligned with SocialBiasKG’s structure. For
each edge type and direction, we define tailored prompt
templates, generation strategies (e.g., counterfactual or it-
erative), and bias metrics. We then structure evaluation re-
sults into ModelBiasKG, a model-specific knowledge graph
aligned with the schema of SocialBiasKG. This enables in-
terpretable and systematic comparison of model behavior at
the edge, subgraph, and graph levels—using the structural
properties of the KG to reveal whether models reproduce,
distort, or diverge from human social perceptions.

Our main contributions are as follows:

* We introduce SocialBiasKG, a structured knowledge
graph that captures nuanced occupation-race associa-
tions—including stereotypes, cultural norms, dominance,
and underrepresentation—using interpretable edge types
and directions.

* We construct a T2I bias evaluation dataset and design
a fine-grained evaluation protocol, both directly guided
by the structure and semantics of SocialBiasKG.

* We demonstrate that SocialBiasKG serves as an ana-
lytic tool by mapping model evaluation results into Mod-
elBiasKG, enabling graph-based, systematic comparison
across models and against human social perception.

By introducing SocialBiasKG, we enable bias evalua-
tion to move beyond aggregate statistical measures toward a
structured, interpretable framework grounded in human so-
cial perception. This graph-based representation makes it
possible to align model outputs with culturally salient bias
patterns, systematically identify missing or divergent edges,
and quantify bias intensity in a relational context. Through
our experiments, we demonstrate the effectiveness of this
KG-driven approach for social bias evaluation, showing that
it not only captures nuanced occupation-race dynamics but
also reveals bias patterns that conventional evaluation meth-
ods would overlook.

2 Related works
2.1 Bias Evaluation in T2I Models

As text-to-image (T2I) models become more pervasive,
their outputs can reinforce social biases, subtly encoding
stereotypes through visual cues such as appearance, at-
tire, or context. Unlike classification models, these gen-
erative systems pose unique challenges for bias detection
due to their open-ended outputs. Rigorous evaluation is
thus essential to ensure representational fairness. Several
benchmarks have been developed to evaluate social bias
in T2I models(Bansal et al. 2022; D’Inca et al. 2024).
Previous works primarily quantify demographic skew via
class distributions(Cho, Zala, and Bansal 2023) or coun-
terfactual prompts(Chinchure et al. 2024). Notably, BIG-
Bench(Luo et al. 2024b) incorporates various bias types in
dataset construction and distinguishes explicit from implicit
bias. While such benchmarks reveal what kinds of statis-
tical imbalance appear in model outputs, they do not eval-
uate whether those biases align with societal perceptions
or culturally salient stereotypes. As a result, existing ap-
proaches lack a context-aware understanding of how T2I
models manifest bias and which forms are socially meaning-
ful or potentially harmful. Bridging this gap requires evalu-
ation frameworks that move beyond abstract metrics to en-
gage with human social knowledge. To this end, we propose
a KG—driven evaluation framework that enables structured
comparison between model outputs and culturally grounded
patterns of representation.

Moreover, the selection of bias targets—such as demo-
graphic groups or occupational roles—often relies on U.S.-
centric classifications that may not generalize across cul-
tural contexts. For example, racial categories in existing
benchmarks (e.g., White, Black, Asian, Native American)
follow an American schema that distinguishes groups like
Hispanic or African-American but collapses diverse non-
Western identities under coarse labels such as Asian. This
aggregation merges socially distinct populations—including
East Asian, South Asian, and Southeast Asian—into a sin-
gle category, overlooking culturally meaningful and visu-
ally distinct identities(Li et al. 2020; Parrish et al. 2022).
ViSAGe (Jha et al. 2024) expands demographic coverage
by evaluating regional stereotypes across 175 nationality-
based identity groups. However, it does not fully address
the deeper issue that cultural perceptions of bias and stereo-
type vary significantly across societies. For instance, while
a White female nurse may represent a dominant stereotype
in Western contexts, this association may not hold in regions
such as South Asia. As a result, existing evaluation frame-
works risk mischaracterizing or oversimplifying the lived
social realities of non-Western populations, limiting their
global applicability.

To address this limitation, we propose a globally ap-
plicable evaluation framework grounded in multicultural
ethics. Although bias and representation are culturally sit-
uated and lack universal definitions, evaluations should re-
flect principles that promote fairness across diverse socio-
cultural contexts. In this work, we design our demographic
categories and occupational groupings in accordance with



the normative ideal of a multicultural society—a widely ac-
cepted principle in political philosophy that emphasizes re-
spect for diversity, inclusion of marginalized groups, and the
avoidance of unjust generalizations. This approach anchors
the evaluation in ethical principles that are acceptable in
global, multicultural societies, as exemplified by the values
promoted by international institutions like the United Na-
tions and UNESCO, including sustainability, diversity, and
equitable representation(United Nations General Assembly
2024; UNESCO Information for All Programme (IFAP)
2024). Grounding our evaluation in these principles enables
more culturally robust analysis of T2I model behavior, miti-
gating overgeneralization and supporting fairness in globally
deployed generative systems.

2.2 Knowledge Graphs for Bias Evaluation

Several prior works have explored the use of KGs to rep-
resent social and cultural bias. StereoKG (Deshpande
et al. 2022) builds a data-driven KG by extracting sub-
ject—predicate—object triples from social media annotations
of biased statements, encoding cultural knowledge and com-
monsense stereotypes. BiasKG (Luo et al. 2024a) simi-
larly refactors existing stereotype datasets into a structured
graph form, focusing on harmful associations. Some stud-
ies have employed KGs as analytic tools for evaluating bias
in broader Al systems. ConBias (Chakraborty et al. 2024)
constructs a KG by aggregating model-generated images
based on co-occurring visual concepts, enabling the iden-
tification of recurring stereotypical patterns in image gener-
ation. Similarly, Franklin et al. (Franklin et al. 2022) pro-
pose an ontology-based KG to represent fairness evaluation
frameworks, capturing relationships among evaluation met-
rics, notations, datasets, and models to enhance the inter-
pretability and traceability of fairness assessments.

However, these works typically adopt general-purpose
triple-based schemas (subject—predicate—object) without ex-
plicitly modeling the semantics of social bias. Such rep-
resentations are less effective for directly analyzing cultur-
ally meaningful associations—e.g., which group is domi-
nant, underrepresented, or stereotyped—in a given context.
In contrast, we propose SocialBiasKG, a domain-specific,
structured KG schema that encodes bias relations through
interpretable edge types and directions. By explicitly cap-
turing stereotype, dominance, and representation gaps, our
KG supports principled, comparative, and socially grounded
analysis of bias in generative models.

3 SocialBias KG
3.1 Knowledge Graph Schema

To structurally represent social biases, we introduce Social-
BiasKG, a directed KG consisting of two vertex types and
four edge types. The graph encodes perceptual and rep-
resentational relationships between occupations and racial
groups, grounded in culturally salient stereotypes and ob-
served disparities.

Vertices SocialBiasKG comprises two vertex types: Oc-
cupation vertices and Race vertices. Table 1 summarizes

Race Vertices Occupation Major Groups

Black / African Managers
East Asian Professionals
Hispanic / Latino

Indigenous Australian / Aboriginal
Indigenous Papuan / Melanesian

Middle Eastern / North Afri MENA . . .
szede/ h?[?llet;r“ucialor tican ( ) Skilled Agricultural, Forestry and Fishery Workers

Native American / Indigenous American Craft and Re]ate.d Trades Workers

South Asian Plant and Machine Operators and Assemblers
Southeast Asian Elementary Occupations

White / Caucasian Armed Forces Occupations

Technicians and Associate Professionals
Clerical Support Workers
Service and Sales Workers

(a) Race vertices (b) Occupation major groups

Table 1: Vertices in SocialBiasKG. Table 1a lists all 11 race cat-
egories, while Table 1b lists 10 major groups in ISCO-08, each
encompassing specific occupations from the full set of 100 entries.

the set of vertices used in the graph. For Occupation ver-
tices, we adopted the International Standard Classification
of Occupations 2008 (ISCO-08)(International Labour Office
2012) taxonomy. ISCO-08 is a globally recognized taxon-
omy that reflects broad occupational domains and is widely
used in international labor statistics. Ten occupations were
randomly selected from each Major Group using the pub-
licly available listings provided by the ILO', yielding a total
of 100 occupation vertices.

To define the Race vertices, we extended commonly used
racial categories from prior bias evaluation studies (Li et
al. 2020; Parrish et al. 2022) to include often-overlooked
Indigenous and minoritized groups, such as Papuan and
Melanesian populations. Additionally, we introduced a
Mixed / Multiracial category to reflect intersectional iden-
tities. This globally informed taxonomy enhances the in-
clusivity and representational coverage of underrepresented
groups in bias evaluation.

Edges Edges represent perceived social relationships or
disparities between occupation and race vertices. Each edge
is labeled with one of the following four directed types, cor-
responding to distinct bias phenomena:

* stereotyped._as: socially judgmental or stylistic gen-
eralizations from occupation to race, often reflecting cul-
tural stereotypes (e.g., rapper — Black).

* associated_with: culturally neutral but commonly
recognized associations between occupations and racial
groups (e.g., sushi chef — East Asian).

* dominant_in: racial groups that are visually or statisti-
cally overrepresented in depictions of a given occupation
(e.g., CEO — White).

* underrepresented_in: cases where aracial group is
not typically associated with certain occupations in public
perception, despite real-world participation (e.g., Black
— scientist).

These typed, directed edges allow the KG to capture a
fine-grained taxonomy of bias types, going beyond binary
bias detection to support interpretable and context-aware
analysis.

"https://ilostat.ilo.org/methods/concepts-and-definitions/
classification-occupation/
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3.2 Human Annotation Procedure

To populate SocialBiasKG with socially grounded edges, we
conducted human annotation involving 100 occupation ver-
tices and 11 race vertices. Annotation was performed by
interdisciplinary experts in philosophy and social science to
capture social bias as it exists in public discourse and cul-
tural narratives. Annotators conducted assessments of racial
representation and occupational bias with the assumption of
a multicultural society. Illustrative examples of SocialBi-
asKG are shown in Figure 1.

Annotations were collected bidirectionally between oc-
cupation and race vertices, following culturally informed
guidelines to capture social perception and representational
disparity. The annotation schema is summarized in Table 2,
with each edge type defined by its social connotation and
representational implication.

* Occupation — Race: Annotators assessed which
racial or ethnic group is most commonly perceived
to be associated with a given occupation. All four
edge types—stereotyped.as, associated.with,
dominant_in, and underrepresented_in—were
applicable in this direction.

* Race — Occupation: Conversely, annotators evaluated
whether a given racial group is over- or underrepre-
sented in specific occupations. Only dominant_in and
underrepresented_in edges were permitted in this
direction, reflecting asymmetries in occupational repre-
sentation.

This bidirectional framing enabled the graph to reflect
both how occupations are racially perceived and how racial
groups are occupationally represented—an important dis-
tinction for analyzing directional biases in social perception.

Given the nuanced nature of social bias, detailed an-
notation guidelines were provided to ensure consistency
across annotators. In particular, the distinction be-
tween stereotyped_as and associated_with was
grounded in value-ladenness: associations involving nor-
mative judgment, caricature, or cultural exaggeration were
labeled as stereotypes, whereas neutral, socially observed
links were classified as associations. Similarly, the bound-
ary between dominant_inand associated_with cen-
tered on perceived overrepresentation—dominant _in was
used when a group’s depiction in media or generative out-
puts was perceived to significantly exceed its real-world
prevalence. These operational definitions helped reduce am-
biguity in edge classification and enabled more consistent
and replicable annotations.

In cases where no particular occupation stood out or when
multiple occupations were equally disconnected, annotators
either chose the most salient example or marked the relation
as Mixed / Multiracial when appropriate.

Each annotation was cross-checked among multiple anno-
tators, and inter-annotator agreement was monitored to en-
sure consistency. Where disagreements arose, cases were
resolved via consensus discussion.

University ) underrepresented_in
dean
‘underrepresented_in

associated_with Rice farmer

underrepresented_in -
associated_with Nanny
Black ] stercotyped_as

associated_with

associated_with
underrepresented_in

African
Sheep Herd .
underrepresented_in Detective
inspector .
stereotyped_as. picker

c
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Figure 1: Example of Human Annotated SocialBiasKG
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4 Bias Evaluation Dataset & Evaluation
Protocol

Building on SocialBiasKG, we develop a bias evaluation
dataset and protocol specifically designed to assess occu-
pation—race bias in text-to-image (T2I) models. First, the
dataset comprises text prompts systematically derived from
the structure and semantics of SocialBiasKG, ensuring cul-
turally grounded and comprehensive coverage of occupa-
tion—race associations. Second, the protocol specifies how
prompts are instantiated, how images are generated, and
how model outputs are quantitatively evaluated using visual
bias metrics. Finally, we summarize the evaluation results
of model-generated outputs into a structured KG that fol-
lows the same schema as SocialBiasKG. To distinguish this
model-derived graph from the human-annotated KG, we re-
fer to it as ModelBiasKG. This representation enables di-
rect, graph-based comparisons between model outputs and
social perceptions, as well as between different models. The
aligned schema supports systematic analyses of whether
model behaviors reflect, amplify, or diverge from socially
recognized patterns of bias.

4.1 Bias Evaluation Dataset using the
SocialBiasKG

To evaluate occupation—race bias in T2I models, we con-
struct an image generation dataset derived from the struc-
ture of SocialBiasKG. The prompts are categorized into two
types: (1) Single-vertex Prompts, which focus on either an
occupation or a race in isolation, and (2) Paired-vertices
Prompts, which combine a specific occupation with a spe-
cific race. This structure supports both independent and joint
analysis of representational disparities.

Single-vertex Prompts Single-vertex prompts are de-
signed to probe how models respond to individual demo-
graphic attributes without explicit cues about the other at-
tribute—i.e., how race is visually inferred from occupation-
only prompts, and how occupational roles are rendered from
race-only prompts.

* Occupation-only Prompts: For each occupation vertex
in SocialBiasKG, we generate two variants:

— Simple Prompt: A minimal noun phrase describing the
occupation (e.g., “A fashion model”).



Edge Type Social Meaning Possible Direction Example

Normative or judgmental implication; . §
stereotyped.as reflects stylized or potentially harmful generalizations Occupation — Race Black men — gang member
associated.with Culturally observed but Occupation — Race East Asian — software engineer

normatively neutral association

Group is visually or numerically overrepresented
dominant_in compared to real-world statistics;

indicates media bias or representational imbalance
Group is rarely depicted in the occupation

underrepresented.in despite real-world participation

Occupation — Race, Race — Occupation ~ White — CEO, Surgeon — White

Occupation — Race, Race — Occupation  Hispanic — judge, Professor — Black

Table 2: Guidelines for Human Annotation in SocialBiasKG

Category Prompt Type Simple Contextual Total
. Occupation-only 100 300 400
Single-vertex Race-only 1 B 11
Paired-vertices  Occupation + Race 292 876 1168
Total 403 1176 1579

Table 3: Number of prompts by prompt type and demographic
specification

— Contextual Prompt: A realistic, visually grounded sen-
tence depicting the occupation in context (e.g., “A
president giving a speech”), generated using GPT-
4.1% (Achiam et al. 2023) with occupation-specific in-
structions.

* Race-only Prompts: Prompts that describe a person us-
ing only racial descriptors (e.g., “A Southeast Asian per-
son”), with no mention of occupational roles or activities.
Only simple prompts were used.

Paired-vertices Prompts Paired-vertices prompts explic-
itly mention both an occupation and a race, enabling con-
trolled evaluation of how models visually render specific oc-
cupation—race combinations. These are created by augment-
ing occupation-only prompts with a race descriptor (e.g., “A
president giving a speech” — “A Southeast Asian president
giving a speech”). Both simple and contextual versions are
augmented. Each prompt corresponds to a single occupa-
tion—race pair as defined by an edge in SocialBiasKG.
Table 3 summarizes the number and types of prompts
included in our evaluation dataset. For occupation-only
prompts, each simple prompt is paired with three corre-
sponding contextual variants to provide visual diversity. For
race-only prompts, each of the 11 racial categories is rep-
resented using 2-3 linguistically diverse expressions (e.g.,
“Hispanic”, “Latino”, “Latina”) to account for lexical varia-
tion. In total, we generated 1568 prompts across all prompt

types.

4.2 Evaluation Protocol per Edge Type and
Direction

To systematically evaluate occupation—race bias in T2I mod-
els, we define distinct evaluation procedures tailored to each
edge type and direction in SocialBiasKG. Each evaluation
protocol comprises three components: (1) the text prompt
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template used for image generation, (2) the image genera-
tion strategy, and (3) the bias evaluation metrics applied to
assess model outputs. The image generation strategy is ei-
ther Iterative, where multiple images are generated from the
same prompt to observe representation patterns and variabil-
ity, or Counterfactual, where prompts differ only in racial
descriptors to enable controlled comparisons. Table 4 sum-
marizes the evaluation setup for all edge types and direc-
tions. In this section, we outline the design of these proce-
dures, while the formal definitions of each evaluation metric
are presented in Section 4.3.

Each row in Table 4 defines an evaluation protocol aligned
with the social semantics of a specific edge type. For
instance, stereotyped_as edges are evaluated using a
combination of prompt types: occupation-only prompts
are used with iterative generation to assess output diver-
sity—based on the idea that over-stylized or judgmental
generalizations often lead to visually homogeneous depic-
tions—while paired occupation—race prompts enable the
measurement of stylistic shifts induced by race terms, via
style similarity metrics.

In contrast, associated with edges, which encode
neutral but culturally grounded patterns, are assessed solely
through visual similarity among outputs generated from
occupation-only prompts, without counterfactual pairs. This
allows us to examine the consistency of how occupations are
rendered when race is unspecified.

For dominant_in and underrepresented_in
edges, evaluations span both directions: from occupations
toraces (O — R)and from races to occupations (R — O).
This bidirectional analysis captures asymmetric represen-
tations, such as when certain groups are disproportion-
ately depicted in high-status professions or omitted from
others despite real-world presence. Corresponding met-
rics—Dominant Ratio, Underrepresentation Ratio, and Fail-
ure Rate—quantify these imbalances with respect to visual
salience, diversity, and omission.

By assigning evaluation procedures that directly reflect
the social meaning of each edge type, we ensure that the as-
sessment is not only technically rigorous but also socially in-
terpretable. Moreover, this mapping preserves the structural
semantics encoded in SocialBiasKG, allowing for seamless
comparisons between human-annotated social perceptions
and model-induced patterns.

This structured and semantically faithful protocol sup-
ports fine-grained, type-specific bias analysis, enabling di-
rect comparisons across edge types and directions. Further-



more, it lays the foundation for graph-based comparative
analysis, as discussed in Section 4.4, where model outputs
are restructured into ModelBiasKG for alignment and diver-
gence studies.

4.3 Evaluation Metrics

To assess occupation—-race bias in T2I outputs, we adopt a
suite of metrics spanning Style Similarity, Representation
Skew, and Image Quality.

Style Similarity Measures structural and seman-
tic similarity. ~ For stereotyped.as, we compute
pairwise similarity between counterfactual pairs; for
associated-with, we compare multiple outputs from
the same occupation-only prompt.

Style Similarity = A - SSIM + (1 — A) - CosSim
* )\ balances structural and semantic similarity.

e SSIM (Wang et al. 2004): Structural similarity between
image pairs based on luminance, contrast, and structure.
Range: [0, 1)

* CosSim: Cosine similarity between image captions, com-
puted from BLIP-generated embeddings:

€1 - €2

CosSim(eq, e2) = CosSim € [—1,1]

ealllleall”
where e; and ey are the sentence embeddings of the
BLIP(Li et al. 2022)-generated captions for each image.

Representation Skew These metrics quantify demo-
graphic imbalance and occupational narrowness in model
outputs. We use GPT-4.1 as a vision-language QA model to
infer race and occupation from generated images, because
our curated race and occupation vertex lists are not directly
aligned with existing classification models.

* Diversity Score: Measures the breadth of racial group
representation across generated images.

|Generated Groups|

Diversity Score =
y | Total Expected Groups|
* Representation Ratio: Measures the frequency of a spe-
cific target group.
Ntarget

Representation Ratio =
total

Target group varies by metric:

— Dominant Ratio: Frequency of socially dominant
racial group.

— Underrepresentation Ratio: Frequency of minori-
tized racial group.

— Dominant Occupation Ratio: Frequency of most
common occupation for a demographic.

¢ Failure Rate: Proportion of images failing to depict the
intended race or occupation.

N, mismatch

Failure Rate =
N, total

Image Quality Evaluates both perceptual fidelity and se-
mantic alignment between the generated image and the orig-
inal prompt.

Image Quality = A - (1 — NIQE) 4 (1 — X) - BLIP Score
* )\ balances perceptual and semantic components equally.

¢ NIQE (Mittal, Soundararajan, and Bovik 2012): A no-
reference metric for perceptual quality. Lower NIQE val-
ues indicate better visual quality. We invert it as 1 —NIQE
to align the scoring direction. Range: [0, 00)

* BLIP Score: Measures semantic consistency between the
generated image and the text prompt:

BLIP Score = CosSim(ecaption, Eprompt)

where ecapiion 1S the embedding of the BLIP-generated
caption, and epompe i the embedding of the original
prompt.

4.4 SocialBiasKG-Guided Structuring of Model
Bias: ModelBiasKG

We summarize model evaluation results into a structured
knowledge graph, termed ModelBiasKG, which follows the
same schema as the human-annotated SocialBiasKG (Sec-
tion 3.1). The naming distinction serves solely to differen-
tiate model-inferred patterns from socially perceived ones.
This structured format enables interpretable, graph-based
comparisons of bias both across models and against human
social knowledge.

From Evaluation to ModelBiasKG Following the proto-
col in Section 4.2, we apply edge-specific evaluation metrics
to each prompt—image pair to determine whether an edge ex-
ists between the occupation and race entities. For example,
high style similarity between counterfactuals may trigger a
stereotyped_as edge, while a dominant ratio above a
threshold may indicate a dominant_in edge. Each met-
ric has a calibrated decision threshold 7 per edge type and
direction. We instantiate an edge (e.g., dominant_in) if
its associated metric (e.g., Dominant Ratio) exceeds Tqom_in-
All such edge inference rules are detailed in Table 4. In-
ferred edges are aggregated to form the final ModelBiasKG,
a compact graph summarizing the model’s representational
bias landscape.

Cross-Model Comparison Constructing separate Model-
BiasKGs for each T2I model allows for fine-grained, struc-
tural comparison. Shared and divergent edges reveal where
models align or differ in their occupation—race associations.
Evaluation metric scores (e.g., Style Similarity, Dominant
Ratio) are stored as edge weights, enabling intensity-based
comparison. For instance, an associated_with edge be-
tween “East Asian” and “software engineer” with a style
similarity of 0.80 is assigned that value as edge weight.
Comparing edge weights across models reveals which as-
sociations are more strongly encoded by each model.



Edge Type Edge Direction Prompt Template

Image Generation Evaluation Metrics

Edge Inference Rule

stereotyped.as O — R Occupation Only

Iterative Generation ~ Diversity Score
Occupation with Race ~ Counterfactual

Diversity < 74y

Style Similarity Style Similarity > Tty

associated.with Occupation Only

Iterative Generation ~ Style Similarity

Style Similarity > Tgtyc

Occupation Only

underrepresented-in Occupation with Race

Iterative Generation

Underrepresentation Ratio Ratio < Tunder
Failure Rate, Image Quality ~ Fail Rate > 774; or Image Quality > 7,4

Occupation Only

dominant_in Race Only

mo|wo|o
L
ow|ow|w

Iterative Generation

Dominant Ratio Ratio > T4om
Dominant Occupation Ratio  Ratio > Tgom _oce

Table 4: Evaluation protocol by edge type and direction. Each protocol specifies the prompt template, image generation method, evaluation

metrics, and associated thresholds.

Edge Type (Direction) Metric

stereotyped._as (O — R) Diversity Score <02
stereotyped.as (O —R) Style Similarity (Counterfactual) > 0.4
Edge instantiated if either Diversity Score or Style Similarity condition is met

Condition

associatedwith (O — R) Style Similarity (Iterative) > 0.4
underrepresented-in (O —+R) Underrepresentation Ratio <02
underrepresented_in (R — O) Failure Rate >0.3
underrepresented_in (R — O) Image Quality < 0.6
Edge instantiated if either Failure Rate or Image Quality condition is met
dominant_in (O — R) Dominant Ratio > 04
dominant_in (R — O) Dominant Occupation Ratio > 0.5

Table 5: Edge inference thresholds used in ModelBiasKG con-
struction.

Human vs. Model Comparison Schema alignment en-
ables direct comparison between ModelBiasKG and Social-
BiasKG. We measure agreement by edge overlap and ana-
lyze discrepancies through missing, misaligned, or model-
exclusive edges. This comparison reveals whether a model
reflects or distorts real-world perceptions. For example, an
occupation—-race pair that is underrepresented in SocialBi-
asKG but dominant in ModelBiasKG may signal represen-
tational exaggeration.

Overall, ModelBiasKG serves not just as a summary, but
as an analytic tool that transforms unstructured model out-
puts into a socially grounded, interpretable graph struc-
ture—enabling systemic, multi-level bias analysis across
models and against human expectations.

5 Experiments
5.1 Experimental Setup

To systematically evaluate occupation-race bias in T2I mod-
els, we conducted experiments on both proprietary and
open-source systems. Specifically, we evaluated one pro-
prietary model—DALL-E 3—alongside four open-source
models: three from the Stable Diffusion family (SD v1.5,
v2.1, SDXL) and one non-SD model, FLUX. The inclusion
of multiple Stable Diffusion variants enables comparisons
across architectural stages and training scales. We adopt the
best-known inference configurations for each model as rec-
ommended by the original authors.

For each prompt, we generate 10 images using both It-
erative and Counterfactual methods. For counterfactual
evaluation, we select prompt pairs that differ only in race,
specifically those connected via underrepresented_in
edges. When computing Style Similarity, we ensure consis-
tent prompt formats by comparing only within the same cat-
egory: simple prompts are compared with simple prompts,
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Figure 2: Distribution of annotated occupation—race bias edges in
SocialBiasKG, broken down by edge type and direction.

and contextual prompts with contextual prompts. When con-
structing ModelBiasKG, thresholds for edge inference rules
(in Table 4) are shown in Table 5. These thresholds are
set based on the empirical distribution of each metric and
the semantic definition of edge types. For edge types with
multiple metrics—such as stereotyped_.as (0O — R)
and underrepresented_in (R — 0O) —we instanti-
ate an edge if either metric satisfies its respective criterion.
This conservative strategy ensures that potential biases are
not overlooked due to partial metric failure. We apply these
thresholds uniformly across all models for consistent com-
parison.

5.2 Human Annotated SocialBiasKG Analysis

We analyze the edge statistics of the human-annotated So-
cialBiasKG to reveal culturally salient occupation—race bi-
ases. As shown in Figure 2, we examine edge frequen-
cies across race groups (Figure 2a) and occupation major



groups (Figure 2b), distinguishing edge types and directions
for fine-grained comparison.

Race The White node exhibits the highest connectivity
(68 edges), primarily through associated-with and
stereotyped._as relations, reflecting its perceived sta-
tus as the normative default across occupations. In contrast,
Hispanic, Black, and East Asian nodes show high counts of
underrepresented_in (R — O) edges, indicating a
perceived lack of representation across many occupational
roles. Notably, only the White node has dominant_in (R
— 0) edges, suggesting social perceptions of racial domi-
nance in high-status jobs, whereas Black and Hispanic nodes
receive multiple dominant_in (O — R) edges, often
tied to stereotyped or lower-status roles. Meanwhile, In-
digenous, MENA, Mixed, and Southeast Asian identities are
sparsely connected (fewer than ten total edges altogether),
reflecting their low perceived occupational visibility and
limited cultural salience in bias perceptions.

Occupation-Group At the ISCO-08 major-group level,
Professionals such as doctor and TV news anchor show
the highest number of stereotyped.-as edges, reflect-
ing strong racial imaginaries around prestigious roles.
Elementary Occupations (e.g., street cleaner, restau-
rant kitchen helper) and Plant & Machine Operators
(e.g., bus driver, garbage truck driver) contain many
dominant_in (O — R) edges but few associations,
suggesting perceptions of racial concentration. Manager
roles such as chief of police and university dean show the
most underrepresented_in (O — R) edges, align-
ing with glass-ceiling narratives. Meanwhile, occupations
like tea plantation worker and carpenter, found in Skilled
Agricultural and Craft & Trades groups, are linked through
associated-with edges, indicating culturally familiar
but normatively neutral perceptions.

5.3 ModelBiasKG Analysis

We analyze the edge statistics of each ModelBiasKG to char-
acterize occupation—race bias patterns captured by SD1.5,
SD2.1, SDXL, FLUX, and DALL-E 3.

Common Patterns Across Models Across all models,
White exhibits the highest connectivity (>27.5%), followed
by Hispanic, Black, and East Asian. Low-salience groups
(MENA, Indigenous, Mixed, Southeast Asian) remain below
2.5% of all edges, indicating marginal representational pres-
ence. Most non-White groups are primarily connected via
underrepresented_in (R — O) edges, suggesting
systematic exclusion from occupational depictions. Stereo-
types are consistently concentrated in skilled and manage-
rial occupations, while dominant_in relations are virtu-
ally absent. Bias clusters further in Clerical Support, Service
and Sales, and Craft Trades.

Per-Model Characteristics

e SD1.5 — Stereotyped edges are rare (White: 1.5%,
Black: 0.5%), but underrepresented_in (R —
0) dominates (47%).

e SD2.1 -  White stereotypes dominate (6%).
Underrepresented_in (O — R) is concentrated
in Managers (2.5%), with no other strong occupational
bias clusters.

« SDXLL -  White bias is expressed via
associated.with and stereotyped.as
edges (17.5%). Managers also have the highest
underrepresented_in (O — R) frequency
(2.5%).

« FLUX - Bias is dominated by

underrepresented_in (R — 0) (70%), with
underrepresented._in (O—R) showing  an
above-average frequency only for Managers (2.5%).

s DALLLE 3 -  White dominates in both
associated with and stereotyped.as edges
(17%). Associated.-with peaks in Skilled Agricul-
tural (4%), and underrepresented_in (O — R)
in Managers (3.5%).

Overall, high-visibility racial groups dominate represen-
tational space across models, but the occupational bias clus-
ters differ by architecture. This divergence—combined with
consistent gaps for low-salience racial groups—highlights
how model design and training data jointly shape represen-
tational bias, and where they fail to reflect culturally recog-
nized patterns captured in SocialBiasKG.

5.4 Cross-Model Bias Analysis

While Section 5.3 analyzed models individually, here we
take a comparative view, using ModelBiasKG to align iden-
tical (race, occupation, directed edge) triples across mod-
els. This enables detection of consistently reproduced bi-
ases, model-specific relations, and variations in bias inten-
sity—revealing divergences and commonalities in represen-
tational patterns not evident from single-model analysis.

Among the triples present in all models, 94%
correspond to underrepresented_in (R —
0), 6% to underrepresented.in (O — R),
4% to stereotyped.as (O — R), and 1% to
associated.with (O — R). By occupation group,
Manager holds the largest share (12.4%), followed by
Technicians & Associate Professionals and Service &
Sales Workers (10.5% each), with the remaining groups
at approximately 9.5%. This distribution suggests that,
across all models, the most consistent bias tendency is the
systematic underrepresentation of certain races across oc-
cupational categories (underrepresented-in, R —
0). The relatively small proportion of stereotyped_as
and associated._with edges indicates that while ex-
plicit racial stereotyping is present, it is less universally
reproduced than representational gaps. The near-uniform
spread across occupation groups further implies that this
underrepresentation bias is not confined to specific job
sectors but is pervasive across both high- and low-prestige
roles.




Among the three SD models(SD1.5, SD2.1, and SDXL),
no unique edges were found for SD 1.5 or SD 2.1, sug-
gesting their inferred occupation—race biases substantially
overlap with those of other models. In contrast, SDXL pro-
duced 10 unique edges, mostly associated with (O
— R) relations in normatively neutral or culturally spe-
cific contexts—for example, agricultural roles like Tea plan-
tation worker—South Asian or service roles like Tourist
guide—Hispanic. This indicates that SDXL tends to gener-
ate additional culturally linked associations absent in other
models, potentially reflecting broader coverage of benign
occupational stereotypes rather than overtly negative bias.

Across the 105 shared edges, FLUX most frequently
ranked highest in bias intensity (over 80% of cases), suggest-
ing a consistent tendency to reproduce or amplify occupa-
tion—race biases more strongly than other models. DALL-E
3 and SDXL typically occupied intermediate ranks, while
SD 2.1 and SD 1.5 showed comparatively lower intensities.
These results indicate that differences in training data and ar-
chitecture substantially affect bias strength, and that newer
or higher-capacity models do not necessarily exhibit reduced
bias.

5.5 SocialBiasKG vs. ModelBiasKG Comparative
Analysis

We compare each ModelBiasKG with the human-annotated
SocialBiasKG to identify SocialBiasKG-only edges—bias
links present in human perception but absent in model out-
puts. These gaps indicate instances where models overlook
culturally salient occupation—race associations, underscor-
ing underrepresentation or omission when compared to real-
world bias patterns. Analyzing these gaps is essential for un-
derstanding not only where models fail to reflect real-world
social perceptions, but also which cultural biases are system-
atically excluded—insights that are critical for developing
fairer and more socially aware generative systems.

Many socially perceived biases—particularly
underrepresented_in (R =+ O) edges for less
represented races—are absent in all models. Notably, 100%
of such edges for Indigenous, MENA, and Mixed identities
in SocialBiasKG are missing, as are 78% for Southeast
Asian and 65% for South Asian. Even for more visible
groups, substantial gaps remain: 52% for Black, 49% for
Hispanic, and 44% for East Asian. These missing biases
often involve high-status professional and managerial roles
where human annotators perceive systemic underrepre-
sentation, but models fail to reflect these patterns. This
absence may stem from limited training exposure to visual
depictions of MENA and Indigenous individuals in diverse
occupational contexts, combined with weaker cultural
salience in globally aggregated datasets. As a result, models
may underrepresent these identities not because the bias
is absent, but because the training data fails to encode the
social perception of their occupational underrepresentation.
In other cases, socially recognized associated_with or
stereotyped.as links (e.g., between specific minority
groups and certain cultural or service-sector occupations)
are entirely absent, suggesting that T2I models under-
capture culturally salient, minority-specific biases while

reproducing more visible, majority-centric patterns.

6 Discussion

Limitations This study focuses exclusively on evaluat-
ing occupation—-race biases as represented in the human-
annotated SocialBiasKG. While this enables controlled and
culturally grounded evaluations, it limits the scope to biases
already observed in social perception. Model-specific bi-
ases—those not captured in SocialBiasKG—may also exist
and warrant independent discovery. We plan to investigate
such emergent or unannotated biases in future work.

Expandability of SocialBiasKG The proposed knowl-
edge graph framework is inherently extensible to other so-
cial bias axes, such as gender, age, religion, or socioe-
conomic status. While our current SocialBiasKG is con-
structed from a global, multicultural perspective, future it-
erations could incorporate localized knowledge graphs tai-
lored to specific cultural contexts. This would enable com-
parative analyses across global and regional perspectives,
highlighting how social perceptions of identity and occupa-
tion vary across societies.

7 Conclusion

We propose a socially grounded knowledge graph-based
framework for evaluating occupation-race bias in Text-
to-Image (T2I) models. Recognizing the limitations of
purely statistical approaches, we introduce SocialBiasKG,
a structured knowledge graph that captures nuanced, cul-
turally informed relationships between occupations and
racial groups. By modeling social perception through
directed edge types—capturing various forms of social
bias—SocialBiasKG enables interpretable and fine-grained
bias evaluation. Building on this schema, we develop a com-
prehensive bias evaluation dataset and protocol that supports
controlled and context-sensitive testing of T2I model behav-
ior. Our protocol tailors evaluation strategies to the seman-
tics of each edge type, enabling socially meaningful assess-
ments of model outputs. Furthermore, we introduce Model-
BiasKG, a model-derived knowledge graph that structurally
summarizes representational biases in generated images, al-
lowing direct comparison across models and against human-
annotated social knowledge.

Our experiments reveal that underrepresentation biases
in SocialBiasKG—especially for MENA, Indigenous, and
Mixed identities—are absent across all models, exposing a
systemic blind spot rooted in limited training exposure and
data imbalance. Representational gaps persist more consis-
tently than explicit stereotypes, with bias intensity varying
by architecture. By detecting these culturally salient omis-
sions and mapping where model behavior diverges from hu-
man perception, our KG-based approach advances fairness,
transparency, and accountability in generative vision sys-
tems—core pillars of Trustworthy Al. Beyond occupation
and race, the knowledge graph approach can be extended to
other demographic attributes and social dimensions, opening
new avenues for culturally responsible evaluation of multi-
modal Al models.
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