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Abstract

Recent advancements in domain generalization (DG)
for face anti-spoofing (FAS) have garnered considerable
attention. Traditional methods have focused on design-
ing learning objectives and additional modules to isolate
domain-specific features while retaining domain-invariant
characteristics in their representations. However, such ap-
proaches often lack guarantees of consistent maintenance
of domain-invariant features or the complete removal of
domain-specific features. Furthermore, most prior works of
DG for FAS do not ensure convergence to a local flat mini-
mum, which has been shown to be advantageous for DG. In
this paper, we introduce GAC-FAS, a novel learning objec-
tive that encourages the model to converge towards an opti-
mal flat minimum without necessitating additional learning
modules. Unlike conventional sharpness-aware minimiz-
ers, GAC-FAS identifies ascending points for each domain
and regulates the generalization gradient updates at these
points to align coherently with empirical risk minimization
(ERM) gradient updates. This unique approach specifically
guides the model to be robust against domain shifts. We
demonstrate the efficacy of GAC-FAS through rigorous test-
ing on challenging cross-domain FAS datasets, where it es-
tablishes state-of-the-art performance.

1. Introduction

With the increasing importance of security systems, face
recognition technologies [9, 41, 61] have become ubiqui-
tous in many industrial applications. However, these sys-
tems are vulnerable to presentation attacks, such as printed
faces [29], and 3D masks [17], among others. Conse-
quently, face anti-spoofing (FAS) has emerged as an essen-
tial technology to safeguard recognition systems over the
past decades [6,8,13,27,37,47,68]. Although existing meth-
ods have achieved promising performance, they often suffer
from poor generalization when exposed to unseen environ-
ments. This limitation is largely due to their assumption
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Figure 1. Illustration of Our Learning Objective. Most SoTA
methods [43,65,75] for DG in FAS rely on auxiliary modules to
learn domain-invariant features, and do not guarantee convergence
towards a flat minimum. In contrast, our method coherently aligns
the generalization gradients at ascending points of each domain
with gradients derived from ERM. This approach ensures that the
model converges to an optimal flat minimum and is robust against
domain shifts.

of stationary settings, such as lighting conditions or sensor
variations, which often do not hold in real-world scenarios.

To address this challenge, recent studies have focused
on improving domain generalization (DG) for FAS by
learning domain-invariant features from source training do-

mains [5, 23, 43, 54, 56, 58, 62, 65, 75]. Primary efforts
include removing domain-specific features from represen-
tations through adversarial training [23, 53, 59] or meta-

learning [5, 54, 62]. Subsequent works have applied met-
ric learning methods [56,58] and style ensemble techniques
[65,75] to enhance robustness under domain shifts. How-
ever, most of these studies assume that domain-invariant
features are preserved for DG through their specific designs
of additional learning modules, without ensuring conver-
gence of the model to a local flat minimum.

In this research, we introduce a novel training objec-
tive, namely Gradient Alignment for Cross-Domain Face
Anti-Spoofing (GAC-FAS), designed to guide detectors to-



wards an optimal flat minimum robust towards domain
shift. This approach is particularly motivated by the recent
advancements in Sharpness-Aware Minimization (SAM)
[14,30,80], which offers a promising alternative to empiri-
cal risk minimization (ERM) [57] for seeking generalizable
minima. Our objective function for DG in FAS is carefully
modulated by considering the limitations of current SAM
variants. When SAM is applied to entire datasets, it may
produce biased updates due to the dominance of a particu-
lar domain or generate inconsistent gradients when applied
to individual domains. Moreover, the updates to the SAM
generalization gradient have a tendency to yield a model
that is capable of handling many forms of noise, including
label noise and adversarial noise. However, our primary fo-
cus is on addressing domain shifts in the context of DG for
FAS.

Consequently, we propose two essential conditions for
DG in FAS. First, the objective should aim for an optimal
flat minimum that is both flat and low in terms of the train-
ing loss. Second, the SAM generalization gradient updates,
derived at ascending points (see its definition in Sec. 3.2)
for each domain, should be coherently aligned with each
other and with the ERM gradient update as illustrated in
Fig. 1. This dual approach enables our model to learn a
more stable local minimum and become more robust to do-
main shifts over different face spoofing datasets.

Our comprehensive experiments on benchmark datasets
under various settings, including leave-one-out, lim-
ited source domain, and performance upon convergence,
demonstrate the superiority of our method compared to cur-
rent state-of-the-art (SoTA) baselines. The main contribu-
tions of our work are summarized as follows':

1) We offer a new perspective for cross-domain FAS,
shifting the focus from learning domain-invariant features
to finding an optimal flat minimum for significantly improv-
ing the generalization and robustness to domain shifts.

2) We propose a novel training objective: self-regulating
generalization gradient updates at ascending points to co-
herently align with the ERM gradient update, benefiting DG
in FAS.

3) We demonstrate that our approach outperforms well-
known baselines in both snapshot and convergence perfor-
mance across popular FAS evaluation protocol settings.

Our paper is structured as follows: Sec. 2 provides a
concise review of the most pertinent literature in FAS, along
with the relationship between loss landscape sharpness and
model generalization. Sec. 3 introduces the preliminaries
of ERM and SAM within the context of FAS, followed by a
detailed presentation of our approach. Experimental results
and ablation studies are discussed in Sec. 4. Finally, we
draw our conclusions in Sec. 5

IThe codes is available at:
leminhbinh0209/CVPR24-FAS

https : / / github . com /

2. Related Work
2.1. Face Anti-Spoofing

In the initial phases of research, handcrafted features
were primarily employed as artifacts for detection. Such
features include LBP [2, 8], HOG [28, 68], and SIFT [50].
Concurrently, studies have examined predefined biometric
traits and behaviors, such as eye blinking [47], lip mo-
tion [27], head turning, and facial expression variations [6].
With the advent of deep neural networks, there has been a
notable enhancement in detection capabilities [13, 35, 49].
Such improvements were further facilitated through di-
verse supervisory inputs, encompassing depth maps [69],
reflection maps [72], and R-PPG signals [37]. Recently,
transformer-based models have emerged, demonstrating su-
perior efficacy in identifying spoofing attempts [21,36].

Lately, there has been a growing interest in model gen-
eralization across disparate domains. A significant body
of work has employed domain adaptation (DA) techniques,
where pre-trained models are fine-tuned to novel domains
using additional data [18,32,60,77]. Concurrently, domain
generalization (DG) methodologies, particularly those in-
corporating adversarial loss, have sought to achieve gen-
eralization by extracting domain-invariant features from
source training domains [23, 43,56, 58, 65,75]. Addition-
ally, several research works have considered meta-learning
as a form of regularization to counteract domain shifts dur-
ing the training phase [5, 54, 62], and others have pursued
self-supervised learning to reduce reliance on labeled data
[38,44].

In contrast to prior studies in DG that primarily centered
on creating auxiliary modules to eliminate domain-specific
features, these approaches may not generalize effectively
to unseen domains due to uncertainties in training model
convergence to flat loss regions. On the other hand, our
approach leverages the inherent sharpness of a model within
specific domains by aligning these models. Finally, our goal
is to construct a more robust and universally generalizable
model for FAS.

2.2. Sharpness and Generalization

The relationship between sharpness and model gener-
alization was initially broached in [20]. Building on this
foundation and under the i.i.d assumption, numerous theo-
retical and empirical investigations delved into the relation-
ship from the lens of loss surface geometry [4, 12, ,

]. Notably, both stochastic weight averaging (SWA) [ ]
and stochastic weight averaging densely (SWAD) [4] have
posited, both theoretically and practically, that a flatter min-
imum can narrow the DG gap, leading them to propose dis-
tinct weight averaging methodologies. Nevertheless, these
strategies did not explicitly encourage the model to con-
verge towards flatter minima during its training phase.
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Concurrently, Sharpness-Aware Minimization (SAM)
[14] and its subsequent variants [10, 45, 63, 80] aimed to
address the sharp minima problem by adjusting the ob-
jective to minimize a perturbed loss, £,(6), which is de-
fined as the maximum loss within a neighborhood parame-
ter space. Specifically, Look-SAM [45] and ESAM [10] re-
duced the computational demands of SAM. However, they
retained SAM’s primary challenge, wherein the perturbed
loss £,,(6) could potentially disagree with the actual sharp-
ness measure. To overcome this challenge, GSAM [80]
minimized a surrogate gap, h(f) £ L,(8) — L(0), albeit
at the expense of increasing £(). Later on, SAGM [63]
rectified the inconsistencies observed in GSAM by incor-
porating gradient matching, ensuring model convergence to
flatter regions. While SAM-based techniques have shown
promise in generalizing from a single source and dealing
with various types of noise, including label and adversar-
ial noise, their application in multi-source domain DG for
FAS has not been explored. Inspired by these foundational
studies, we have tailored SAM to ensure that its general-
ization gradient updates derived from multi-source domains
are aligned with each another, and with the ERM gradient
update. To the best of our knowledge, this study pioneers
the exploration of SAM’s capacity for DG in FAS.

3. Methods

In this section, we first define the general empirical risk
for training cross-domain FAS problems. Next, we re-
visit variations of Sharpness-Aware Minimization for do-
main generalization from which we draw our motivation.
Furthermore, we propose our approach, GAC-FAS, specif-
ically tailored for the problem of DG for FAS. Finally, we
analyze the benefits and prove the convergence rate of our
algorithm.

3.1. Problem Definition

We begin by introducing the notion of cross-domain
FAS. Consider an input space X € R? and an output
space Y = {0 (fake or spoofed), 1 (live)}. Assuming there
are k distinct source domains for training, represented as
S = {S;}F, and a singular target domain denoted by 7.

A neural network, characterized as f : X — Y, is pa-
rameterized by learning parameters #. Its aim is to distin-
guish whether an input z from the source domains is live
or spoofed (fake). A standard approach to optimization in-
volves the empirical risk minimization (ERM) framework
[57], which aims to minimize the loss described by:

Hgnﬁ(Q;S) = meinngsll(H;Si), (1)

where L£(0;S;) = E(y s, (f(2;0),y) is domain-wise
empirical loss on domain ¢ — th, and ¢ could be cross-
entropy loss [23] or L regression loss [16].

To minimize the empirical risk £(6; S), the neural net-
work f aspires to identify the optimal parameter set 6*. A
notable challenge with ERM is its propensity to overfit the
training data and converge towards sharp minima, compro-
mising the performance on an unseen domain. Such ten-
dencies might arise due to domain-specific attributes such
as camera configurations or image resolution [56]. Conse-
quently, targeting flatter minima when training on source
domains becomes pivotal for addressing the DG for FAS
problem.

3.2. Preliminaries: Sharpness-Aware Minimization

The Sharpness-Aware Minimization (SAM) [14] method
aims to identify a flatter area in the vicinity of the minimum
that exhibits a lower loss value. In order to attain this ob-
jective, given a training set D (which can be considered as
either & or S; in our problem later), SAM addresses the
subsequent min-max problem:

n%in L,(0;D) + R(6; D), where 2)
L,(0;D) = max L0+ D), 3)

and R(0; D) is a regularization term, and B(6,p) = {e :
|le — 0| < p} is the vicinity of model weight vector 6 with
a predefined constant radius p. Intuitively, for a given 6, the
maximization in Eq. 3 identifies the most adversarial weight
perturbation, denoted as €*, within the ball B of radius p.
This perturbation maximizes the empirical loss, leading to
L(0 + €*; D) being the supremum in B(6, p). We now re-
fer €* and 6 4 ¢* as ascending vector and ascending point,
respectively. By minimizing £(6 + €*; D), the approach
encourages the selection of # values that are situated in a
region with a flatter loss landscape. Consequently, the func-
tion f exhibits enhanced stability under domain shifts, mak-
ing it more resilient to unseen domains.

SAM uses Taylor expansion of the empirical loss around
0 to estimate ¢* as follows [14]:

. VL(0;D)
€=p—>——— ~argmax L(0 + ¢; D). “)
VL@ D)~ A T P)
Therefore, the perturbation loss of SAM reduces to
. . VL(0;D)
L,(0;D) = L(0+¢D), where € = p———-—. (5)
o D) = L0 +4D) VL@ D)]

Subsequently, Zhuang et al. [80] and Wang et al. [63] in-
troduce a surrogate gap (sharpness) h(6) £ L,(0) — L(6),
albeit at the expense of increasing £(6) into their objectives
to obtain a better minimum. Nevertheless, there are the fol-
lowing limitations and issues when applying SAM and its
variants for DG for FAS, as discussed subsequently.

Our Preliminary Observations and Analysis. (/) Com-
pensation for Input Changes: Optimizing £,(0; D) acts
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Figure 2. Illustration of Different SAM Objective Approach. (a) Standard SAM variants applied to the entire source dataset yield a
biased ascending vector és, predominantly influenced by a particular domain. (b) Domain-specific gradient adjustments lead to noisy
gradient estimates, impeding optimization progress. (c) Our proposed GAC-FAS addresses these issues by computing perturbation losses
across the dataset at all ascending points, while concurrently adjusting gradients to align with the ERM gradients at the current point (with

v), making the model robust to domain shift.

as a compensatory mechanism for a range of input changes.
These include domain shifts and various types of corrup-
tions such as adversarial noises [67], heavy compression
[31], and label noises [14]. However, our primary objec-
tive in this research is to enhance robustness against domain
shifts specific to FAS. (ii) Dominated ¢ in All-Domain Ap-
plication (D = S): By applying Eq. 5 or its variants to
the problem of DG for FAS as formulated in Eq. 1, we can
determine the optimal ascending vector ¢ for the training
source dataset D = S. However, a significant challenge
arises from imbalances in dataset sizes and the presence of
subtle, domain-specific artifacts. This can lead to ‘learning
shortcuts,” where the model preferentially learns from less
complex or larger domains. Consequently, the ascending
vector € from (0, ) can become dominated by a particu-
lar domain ;. This behaviours is similar with the long-
tail problem [78,79]. (iii) Gradient Conflicts in Domain-
wise Application (D = §;): On the other hand, if we apply
Eq. 5 or its variants on domain-wise manner, i.e., D = S,
the gradients of the model, derived from each domain as
their ascending points, can counteract one another, leading
to potential conflicts between domains. This phenomenon
is further illustrated in Fig. 2. In light of these intricacies
and limitations, we argue that the SAM variants might not
deliver optimal generalization performance for the DG for
FAS problem.

3.3. Objective of GAC-FAS

Given the insights gleaned from our prior analysis, we
introduce two pivotal conditions to ensure that our model
remains robust across unseen domains: (i) Optimal min-
imum: The identified minimum should not only be suffi-
ciently low but should also reside on a flat loss surface. (ii)
Aligned cross-domain gradients: From the source training
datasets, the generalization gradient update learned from
some domains should align with the ERM gradient of an-
other domain.

Intuitively, the first condition resonates with the core ob-
jectives of optimal minimum of loss landscape from training
set, as discussed previously [63, 80] . The second condition
serves dual purposes. It aims to harmonize the optimization
of h(#), reducing potential conflicts. Simultaneously, it as-
pires for £,(6;S) to exclusively compensate for domain
shifts in FAS.

To fulfill these conditions, we introduce a novel opti-
mization objective for our DA FAS, expressed as:

L(0;S) +Es,nsLy, (0 —7YVL(6;S8);S) +R(0;S). (6)

In this formulation, which is inspired by [63], we per-
turb the model weights w.r.t each individual domain. Si-
multaneously, we incorporate an auxiliary ERM’s gradient
term, YV L(0;S), computed over all source training do-
mains. And, Eq. 6 can be further expressed as:

L(0;8)+Es,~sL(0+E—VL(6;S); S)+R(0;S), (7)

where the optimal perturbation is characterized by €; =

VL(6;S;) .
pm as defined in Eq 4.

3.4. Benefits & Convergence of GAC-FAS

In this section, we offer analyses for a deeper under-
standing of our proposed losses for DA in FAS, detailing
how they satisfy the two conditions outlined in Sec. 3.3.
Subsequently, we present our novel training algorithm and
the theorem regarding its convergence rate.

3.4.1 Benefits of GAC-FAS

We perform the first order Taylor expansion around 6+¢;
for the second term in Eq. 6 as follows:

Esins Ly, (0 —vVL(0;S); S)
%]ESiNSEPi (97 S) - ’7<V‘CP1 (9, 8)7 V‘C(aa S)> ¥
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Figure 3. Illustration of the effects described by Eq. 10. The term
—nV Ly, (S2) represents the generalization gradient update of the
model learned from S; and Sa. The term —nV £(S3) denotes the
ERM update for domain S3 and serves as a comparative oracle for
domain shift. In the absence of our regularization, the generaliza-
tion update is not robust to the domain shift associated with Ss
(left), as their update directions are different. Conversely, with our
regularization as formulated in Eq. 10, the generalization update
aligns with the ERM update on S3, suggesting that the model up-
dates in a direction that is robust to domain shifts (right).

As a result, our objective in Eq. 6 can be expressed as fol-
lows:

L(0;8) +Es,~sL,,(0;8)
= VL, (6;8),VL(0; S)) + R(6;S). )

The underlying objectives of our Eq. 9 is twofold: we aim to
minimize the loss functions, namely £(0; S) and £,, (6; S),
while simultaneously maximizing the inner products be-
tween the gradient of £, (6; S) and the gradients £(6; S).
Specifically, condition (¥) is satisfied by minimizing £(6; S)
and £,,(0;8),Vi. Our distinct contribution, however, lies
in our method’s emphasis on cross-domain gradient align-
ment. This facet of our methodology particularly ben-
efits the DG for FAS as elucidated subsequently. By
noting that VL(0;S) = Xk _,VL(6;S,,), maximizing
(VL,,(0;8),VL(;S)) is similar with maximizing fol-
lowing term:

25@:127}2:1<V£Pi(9;8m)7V’C(Q;Sn»' (10)

We interest in the case where S, is different
with S, and S;. Maximizing the inner product
(VL,,(0;Sm), VL(9;S,,)) implies that the generalization
gradient update, learned from S; (via €;) and S,,,, must align
with the ERM gradient of another domain, S,,. This ERM
gradient acts as a comparative oracle for domain shifts,
guiding generalization update of the model converge to-
wards a minimum that is robust against domain shifts. A
toy example of this effect is illustrated in Fig. 3. Moreover,
maximizing Eq. 10 indirectly leads to the matching each
pair of {VL(0,S,,)}*, benefiting for DG [55].

3.4.2 Convergence of GAC-FAS

Theorem 1 (Proof in Supp. material). Suppose that the
loss function £(0;) = £(f(x;6:),y) satisfies the following

Algorithm 1 Training pipeline for GAC-FAS.

Require: DNN f parameterized by 0, training dataset S =
{S;}*¥. Learning rate . Alignment parameter ~ and
radius p. Total number of iterations 7.

1: fort < 1toT do

2 Sample a mini-batch B = Bs, + ... + Bs,;

3 Compute grad. of reg. term VR (0;; B);

4: #Compute grad. for 1% term of Eq. 7:

5 Compute the training loss gradient on each do-
main {VL(0;;Bs,)}5_;, and sum them up to obtain

VL(0:;B);

#Compute grad. for 2" term of Egq. 7:

for domaini € {1,...,k} do

. VL(0:Bs,) ,
€ = PIVL0,:BsT] #ascending vector

VL, = VL(O + & —yVL(O:; B); B)
10: end for

° ® 2

11: #Update weights:

12: 9t+1 = 0; — n - (VC(et,B) + %Elevq) +
VR(0:; B))

13: t=t+1

14: end for

assumptions: (i) its gradient g(6;) = V{(0) is bounded,
e, |lg(0n)]| < G,Vt. (ii) The stochastic gradient is L-
Lipchitz, i.e., ||g(0:) — g(0)|| < L||0; — 0], V0:, 0}. Let
the learning rate 1, be L\/‘%, and and let the perturbation

be proportional to the learning rate, i.e., p; = %, and

vi = %, we have:

1 logT
fthzl]ESmNSE(w,y)Nsi [”ve(et)”ﬂ < @ < \/T > 7and
1 T adv |12 IOgT
th:ﬂESiNS]E(w,y)NSi [va(et )” ] <0 \/T )
where 0% = 0, + €, — V64, 0y = Z;?:lVE(f(ac’j; Gt),yé),
and (x;, yg) ~ S;.

Theorem 1 implies that both ¢ and ¢, converge at rate
O(log T/V/T), and it matches convergence rate of first-
order gradient optimizers such as Adam [26].

Equipped with Theorem 1, we present the overall train-
ing pipeline of our GAC-FAS in Algorithm 1.

4. Experimental Results

In this section, we compare our method with previous
SoTA baselines using standard FAS evaluation protocol set-
tings. Additionally, we assess the effectiveness of our al-
gorithm in scenarios where the training source is limited.
We then compare its convergence performance with other
baselines. Finally, we conduct several ablation studies to
explore alternatives to the minimizer for DG in FAS and the
effects of hyperparameter tuning.



Methods ICM — O OCM — 1 OCI > M OMI — C
HTER| AUCt | HTER| AUC+t | HTER] AUC{ | HTER] AUC1?

MMD-AAE [33] | 4098  63.08 3158 75.18 27.08 83.19 4459 5829
MADDG [53] 27.98 80.02 22.19 84.99 17.69 88.06 2450 8451
RFM [54] 16.45 91.16 1730 90.48 1389  93.98 20.27 88.16
SSDG-M [23] 25.17 81.83 18.21 94.61 16.67 9047 23.11 85.45
SSDG-R [23] 15.61 91.54 11.71 96.59 7.38 97.17 1044 9594
D2AM [5] 1527  90.87 15.43 91.22 1270 95.66 20.98 85.58
SDA [62] 23.10  84.30 1560  90.10 1540  91.80 2450  84.40
DRDG [40] 15.63 91.75 1556  91.79 12.43 95.81 19.05 88.79
ANRL [39] 1567  91.90 16.03 91.04 10.83 96.75 17.85 89.26
SSAN [65] 1372 93.63 8.88 96.79 6.67 98.75 1000  96.67
AMEL [76] 11.31 93.96 1860  88.79 10.23 96.62 11.88 94.39
EBDG [11] 1566  92.02 18.69  92.28 9.56 97.17 1834 9001
PathNet [58] 1182 95.07 1340  95.67 7.10 98.46 11.33 94.58
IADG [75] 8.86 97.14 1062  94.50 5.41 98.19 8.70 96.40
SA-FAS [56] 10.00 9623 6.58 97.54 5.95 96.55 8.78 95.37
UDG-FAS [43] | 1097  95.36 5.86 98.62 5.95 98.47 9.82 96.76
GAC-FAS (ours) | 8.60°2 97.16°%0 | 4.29"35 98,8700 | 5.00°°0 97.56705 | 8.20°%° 95.167"9

Table 1. Evaluation of cross-domain face anti-spoofing on four leading benchmark datasets: CASIA (C), Idiap Replay (I), MSU-MFSD
(M), and Oulu-NPU (0O). Methods are benchmarked for optimal performance using the standard evaluation procedure outlined in [23].
Symbols 1 and | signify that larger and smaller values are preferable, respectively.

Methods MI — C MI— O
HTER| AUC?T HTER | AUC?

MSLBP [46] 51.16 52.09 43.63 58.07
Color Texture [2] | 55.17 46.89 53.31 45.16
LBPTOP [8] 45.27 54.88 47.26 50.21
MADDG [53] 41.02 64.33 39.35 65.10
SSDG-M [23] 31.89 71.29 36.01 66.88
D2AM [5] 32.65 72.04 27.70 75.36
DRDG [40] 31.28 71.50 33.35 69.14
ANRL [39] 31.06 72.12 30.73 74.10
SSAN [65] 30.00 76.20 29.44 76.62
EBDG [11] 27.97 75.84 25.94 78.28
AMEL [76] 24.52 82.12 19.68 87.01
IAGD [75] 24.07 85.13 18.47 90.49
GAC-FAS (ours) | 1691777 88.12058 17.88°15 89.670-39

Table 2. Evaluation on limited source domains. Baseline results
are sourced from [75].

4.1. Experiment Settings

Datasets. Our experiments are conducted on four
benchmark datasets: Idiap Replay Attack [7]
(I, OULU-NPU [3] (O), CASIA-MFSD [74] (C), and
MSU-MF'SD [66] (M). Consistent with prior works, we treat
each dataset as a separate domain and employ a leave-one-
out testing protocol to evaluate cross-domain generalization
capabilities. For instance, the protocol ICM — O involves
training on Idiap Replay Attack, CASIA-MFSD,
and MSU-MF'SD, and testing on OULU-NPU. Implementa-
tion Details. Input images are detected and cropped using
MTCNN [71], then resized to 256 x256 pixels. We employ
a ResNet-18 [19] architecture, pre-trained on the ImageNet
dataset [51], as our feature extraction backbone to main-

Methods ‘ AUCT

SVMI+IMQ [1] [ 70.237269 Method | AUCt
CDON [70] 48.6910.3 Saha et al. [52] 79.20
CDCN++ [70] 37 531090 Panwar et al. [48] | 80.00
SSAN [65] 48,0109 SSDG-R [23] 82.11
TTN-S [04] 8071917 CIFAS [42] 83.20
UDG-FAS [43] 92.43586 UDG-FAS [1] 87'26058
GAC-FAS (ours) | 93.39°7 GAC-FAS (ours) | 8927
(b) Unseen 3D attack

(a) Unseen 2D attack

Table 3. Evaluation on unseen attacks. Baseline results are

sourced from [43].

tain consistency with SoTA baselines [23, 56, 65,75]. The
network is trained using an SGD optimizer with an initial
learning rate of 0.005. Our regularization strategy includes
weight decay and supervised contrastive learning, applied
at an intermediate layer, to promote inter-domain discrim-
inability [25,56]. The hyperparameters are set as follows:
{y = 0.0002,p = 0.1}. We run each experiment three
times and take the average performance to report.

Evaluation Metrics. Model performance is quantified
using three standard metrics: Half Total Error Rate (HTER),
Area Under the Receiver Operating Characteristic Curve
(AUC), and True Positive Rate (TPR) at a False Positive
Rate (FPR) of 5%, denoted as TPR9S.

4.2. Comparison to SoTA baselines

Leave-One-Out. Table 1 presents a comprehensive
comparison with a broad range of recent studies addressing
DG in FAS. Based on the results, we make the following ob-
servations: (1) Recent advancements in FAS methods have



Methods ICM—- 0 OCM — 1 OCI - M OMI — C

) HTER | /AUC 1 /TPR95 1 HTER | /AUC 1 /TPR95 HTER | /AUC 1 /TPR95 HTER | /AUC 1 /TPR95 ©
SSDG-R [23] 15.83129 /9213996 1 66.54100 | 14.65121/91.931-35/53.682-50 | 22.841:11/78.671-31/50.80%95 | 28.760-89/80.911-10 / 41.472:68
SSAN-R [65] 25.723:74179.37469 1 36.75519 | 35.398:04/70.13%93 / 64.00270 | 21.79%:58 / 84.06% 78 / 5191428 | 26.442-91 / 78.842:83 / 4536%2°
PatchNet [58] 23.49180 /8462192 139.396:83 | 29 75276 / 80.531:35 / 54.252:18 | 2592113 /83.430-87 /38 758:31 | 36.26!-98 /71.381:89 /19.223-85
SA-FAS [50] 11.290-32 /9523024 /7338164 | 11.48!:10/95.740-55 / 77.05%-26 | 14.36'10/92.06°-5% / 55.71%-82 | 19.400-66 / 88.690-67 / 50.533-60
GAC-FAS (ours) | 9.89 %7 /96.44° 18 /80.47731 | 12.513:03/93.03%-21/77.38%50 | 12.291-2% / 95.350-57/72.0033%  15.37%-5%2/ 91.67%-67/ 58.67'0-%

Table 4. Evaluation at convergence. A comprehensive assessment of cross-domain face anti-spoofing on prominent databases: CASIA (C),
Idiap Replay (I), MSU-MFSD (M), and Oulu-NPU (O). Methods are benchmarked using their mean and standard deviation performance

over the final 10 evaluations. Baseline results are sourced from [56].

Model / loss [ DGrad | HTER|  AUC{  TPR95
Fish [55] v | 33.8307%  72.34087  17.50!48
0.49 0.16 1.57

SAM [14] X | 11.99 95.1301% 7331
v 1251989 9545085 7294299
0.40 0.28 1.61

ASAM [30] X | 1173 95.36 75.36
v [ 121893 9540049 7592154
0.53 0.23 2.07

SAGM [6] X | 1163 , 95.33 74.81
v | 1219950 9506021 7417148
0.54 0.15 1.19

LookSAM [45] X | 1156 i 95.56 75.64
v 11.06°5° 9576015 758617
0.38 0.18 1.79

GSAM [£0] X | 1160 95.30 74.44
v | 1248083 95540-35 7339292
Reg. (VLy, (8:), VL(S)) | v | 11.35%%" 9555018 73 58121
GAC-FAS (ours) v | 989047 96,4415  80.47'34

Table 5. Ablation study: Alternative approach using domain gra-
dient for DG in FAS. DGrad indicates whether domain-wise gra-
dients are used in each method (see Fig. 2).

achieved significant breakthroughs in performance. How-
ever, a performance plateau is evident among these meth-
ods, largely because they do not incorporate the sharpness
of the loss landscape into their objectives. (2) Our method
consistently outperforms the majority of the surveyed DG
for FAS approaches [23, 43, 56, 58, 65, 75] across all four
experimental setups. Notably, we report a 1.56% improve-
ment in the HTER (reducing from 5.86% to 4.29%) in the
OCM — I experiment, translating to an enhancement of
over 26%.

Limited Source Domains. Table 2 summarizes the
performance of our method when source domains are ex-
tremely limited. Adhering to the standard settings estab-
lished by prior research [65,75, 76], we utilize MSU-MF SD
and Idiap Replay Attack as source domains for
training, while OULU-NPU and CASIA-MFSD serve as the
test datasets. Our proposed method consistently surpasses
SoTA baselines, achieving substantial margins of improve-
ment on the HTER metric. A particularly significant en-
hancement is observed on the MI — C setup, where our ap-
proach yields approximately a 7% reduction in HTER (de-
creasing from 24.07% to 16.91%).

Unseen Attacks. In this experiment, we evaluate the
detector’s performance against unseen 2D and 3D attacks.
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Figure 4. Ablation study: Sensitivity analysis of hyper-

parameters v and p on ICM — O upon convergence performance.

For 2D attacks, we adopt the ‘leave-one-attack-type-out’
method from [1], training on two domains of I, C, M, and
testing on an unseen attack of unseen domain. In 3D at-
tacks, we train on O, C, M, and evaluate using a 3D attack
subset from the CelebA-Spoof dataset [73]. Results, shown
in Table 3, indicate our approach outperforms baselines by
significant margins of 0.96% and 2.01% on AUC metric for
2D and 3D attacks, respectively.

Comparison Upon Convergence . In their recent study,
Sun et al. highlight that a snapshot performance report of
a test set may not accurately reflect the true generalization
ability of a detection model [56]. In alignment with their
methodology, we report the average performance of our
model across the last 10 evaluations in Table 4. As evident
from the results, our method consistently demonstrates su-
perior convergence on the three metrics: HTER, AUC, and
TPRYS, and achieves comparable results to SA-FAS in the
OCM — I experiment. Notably, we observe a 4% reduc-
tion in HTER in the OMI — C experiment (from 19.40%
down to 15.37%). These results suggest that our proposed
GAC-FAS enables the model to converge to flatter and more
stable minima compared to other approaches.

4.3. Ablation Studies

Alternatives of Optimizer. In Table 5, we explore var-
ious alternative objectives for DG in FAS, including SAM
[14], ASAM [30], GSAM [80], [63], and LookSAM [45].
Furthermore, we incorporate Fish [55], a gradient matching
method for DG, into our study. We experiment with I[CM—
O task and report their performances upon convergence.
The checkmarks in the second column denote the utilization
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Figure 5. Loss Landscape Visualization [34]. SoTA baselines exhibit convergence to sharp minima (Figures a to d) on the training set of
ICM—O. In contrast, our GAC-FAS (Figure e) achieves convergence to a flatter minimum, indicative of potentially better generalization.

of domain-wise gradients (see Fig. 2). While most methods
demonstrate improved convergence with whole-data gradi-
ents per iteration compared to domain-wise gradients, they
do not unequivocally surpass the existing SoTA baselines
in DG for FAS. Domain-wise gradients, as we observed,
are prone to noisy gradients at ascending points, whereas
whole-data gradients tend to be dominated by specific do-
mains, which can impede convergence. Notably, Fish
[55] exhibits competitive performance on other datasets but
shows slower convergence on FAS datasets compared to
SAM-based objectives.

Effects of Hyper-parameters v and p. We inves-
tigate the sensitivities of our GAC-FAS with respect to
v and p, summarizing the results of our analysis in
Fig. 4. This study focuses on the ICM — O task,
reporting the HTER metric performance upon conver-
gence. We test a range of values for the hyperparam-
eters v € {0.0,0.0001,0.0002,0.001,0.002} and p €
{0.005,0.05,0.1,0.2,0.4}, noting that at v = 0.0, no regu-
larization is applied. The results indicate that with ~y set to
0.0, our model’s performance is competitive with the cur-
rent SOTA as shown in Table 4, yet it does not achieve the
best result. Furthermore, when the settings for v and p are
not excessively large, the model’s performance tends to be
stable and can exceed that of previous SOTA methods. How-
ever, higher values of these hyperparameters may deterio-
rate performance. It is important to note that we did not
fine-tune these hyperparameters to optimize test accuracy
for each experimental task; thus, the same hyper-parameter
settings used in Sec. 4.2 may not be optimal, even though
they outperform all current SOTA methods on the datasets.

Loss Landscape Visualization. Figure 5 presents the
loss landscape visualization [34] of GAC-FAS, in compar-
ison with four SoTA approaches: SSAN [65], SSDG [43],
SA-FAS [56], and IADG [75]. We employ negative log-
likelihood as the loss metric and use the training set of the
ICM—O task for visualization. While all baseline methods
demonstrate comparable generalization capabilities to our
method in Table 1, they distinctly exhibit sharp minima in

their loss functions, characterized by steep gradients in the
loss landscape as shown in Fig. 5. a)-d). In contrast, our
proposed approach reveals a flatter minimum, which may
correlate with enhanced generalization. These observations
provide additional insights into the superior numerical re-
sults achieved by our method in various experiments, as dis-
cussed in Sec. 4.2.

5. Conclusion

In this paper, we introduced GAC-FAS, a novel frame-

work designed to optimize the minimum for Domain Gen-
eralization (DG) in Face Anti-Spoofing (FAS). Inspired
by recent advancements in DG methods that leverage loss
sharpness-aware objectives, our approach involves iden-
tifying and utilizing ascending points for each domain
within the training dataset. A key underlying novelty in
our methodology is the regulation of SAM generalization
gradients of whole data at these ascending points, align-
ing them coherently with gradients derived from ERM.
Through comprehensive analysis and a series of rigorous
experiments, we have demonstrated that GAC-FAS not only
achieves superior generalization capabilities in FAS tasks
but also consistently outperforms current SoTA baselines
by significant margins. This performance consistency is ob-
served across a variety of common experimental setups, un-
derscoring the robustness and effectiveness of our proposed
method.
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